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Abstract. Diagnosis of railway tracks reveals the deviations of rail parameters in the plan and 

profile from their nominal values. If the deviations approach the limit values, the speeds of 

trains must be reduced. Therefore, forecasting changes in the deviations is a topical problem. 

Despite the significant amount of diagnostic data collected, railway operators underuse machine 

learning methods to improve the quality of forecasting. The proposed approach differs from 

known counterparts as follows. First, the dimensionality of the feature space is increased by 

calculating the variation of the amplitudes of deviations from the nominal values and two types 

of areas (the deviation length multiplied by the amplitude and the deviation length multiplied by 

the variation of the amplitude); subsequently, this space is represented in the 3D matrix form. 

Second, a set of control parameters is formed; it includes the time and space discretization step, 

the type of seasonal fluctuations, the number of trend change points, etc. Third, the deviations 

are forecasted in groups differing in type and position along the track. Forecasting is based on 

minimizing the empirical risk criterion. As a result, a family of autoregressive models is ob-

tained for each discretization interval along the length of the railway track. 
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INTRODUCTION  

Railways operate in difficult conditions, i.e., under 

the effect of natural and climatic factors and loads 

from passing trains. Railway tracks are diagnosed to 

measure the track geometry and reveal the deviations 

of rail parameters in the plan and profile from their 

nominal values. The revealed deviations are divided as 

follows: 

– track width (narrowing, widening), 

– rail level position (misalignments, smooth level 

variations), 

– sag on the right and left rails in the vertical plane 

(right and left sag), 

– rail position in the plan (lining). 

The revealed deviations are associated with dis-

crete time instants and track distance and have a nonu-

niform distribution. If the deviations approach the lim-

it values, the speeds of trains must be reduced. There-

fore, forecasting the deviations is a topical problem.  

Thus, the goal of this paper is to improve the accu-

racy of forecasting the deviations of railway tracks. To 

achieve the goal, we formulate and solve the following 

tasks: review modern forecasting methods for the sizes 

of defects (deviations) in extended objects; analyze 

statistically the deviation parameters as multidimen-

sional data; form the sets of input and output parame-

ters and the combinations of their values; forecast the 

deviations of railway tracks.  

1. A LITERATURE SURVEY 

1.1. General analytics 

We studied the literature using Dimensions, the 

world’s largest linked research database with 135 mil- 

lion publications, 153 million patents, and 7 million 

grants. The mosaic diagram in Fig. 1 shows the distri-

bution of publications by different fields for the query 

“railway degradation” (in thousand pieces).  
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Fig. 1. The distribution of publications (in thousand pieces) by fields 

for 2012–2022.   

 

With the permanently growing length and opera-

tion of railways, the issues of identification and fore-

casting of their condition are becoming acute. This 

process is reflected by the increased number of publi-

cations and their citations (Fig. 2) over the past 11 

years. The characteristic rise of publications and cita-

tions is observed in two fields, “Engineering” and 

“IT”; it seems to be connected with the appearance of 

new sensors and big data processing methods.  

 

 

 
Fig. 2. The dynamics of publications and their citations for the query 

“railway degradation” in the fields “Engineering” and “IT.” 

 

1.2. Forecasting railway track deviations 

The approaches to forecasting the condition of rail 

transport systems evolve due to different types of sen-

sors and automatic processing methods for sensor da-

ta. The survey [1] was devoted to the condition moni-

toring of rail transport systems; the authors listed the 

main areas of development, including the creation of 

onboard systems based on different types of sensors 

and corresponding data processing methods. The pub-

lication [2] proposed a method to classify car-body 

vibration signs for the automatic detection of track 

defects. The causes of the fast degradation of a railway 

crossing were studied in [3]. The dynamic characteris-

tics of the crossing were assessed using sensor equip-

ment; according to the conclusions, the crossing char-

acteristics degraded fast due to train hunting (the sig-

nificant effect of wheel impact forces on the rail). The 

author [4] statistically analyzed diagnostic car data, 

constructed the probability densities of rail distribu-

tions by type, newness, purpose, and class, and clus-

tered the results with transit tonnage recommenda-

tions. The paper [5] presented a model for estimating 

the intensity of railway track wear based on the slope 

angles of transient curves. According to the literature 

analysis, forecasting with the multidimensional time 

series characterizing the technical condition of railway 

tracks involves two basic types of models [6]: 

 autoregressive models, which forecast the values 

of the time series ž using the past values

   , ... , , z t z t p  e.g., by the additive model  

       1ž 1 pt a z t z t p t       , where 

p  are the weight coefficients and  t is the error; 

 regression models of the form 

        1ž , , ,nt f x t x t t    which forecast the time 

series values using a set of features    1 , , nx t x t .  

The main disadvantage of all these approaches is 

the limited use of big data and modern big data pro-

cessing methods to improve the quality of forecasting 

the condition of railway tracks. However, in the litera-

ture devoted to the analysis of climatic, geotechnical 

[7, 8], and seismic data [9] as well as astronomical 

observations, we observe the wide application of clas-

sical multivariate parametric models and the Fourier 

transform (on the one hand) and the relatively recent 

wavelet transforms, canonical correlations, and trajec-

tory matrices (on the other hand). Furthermore, these 

models can be adopted in optimization problems to 

find an optimal set of parameters [10]. 

 

1.3. Time series forecasting models implemented in 

machine learning libraries 

We analyzed machine learning methods for time 

series forecasting on the example of Darts and Grey-

Kite, the open source libraries. Darts contains the im-

plementations of several regression models (ARIMA, 

Exponential Smoothing, Prophet, forecasting based on 

the Fast Fourier transform (FFT), etc. [11]). GreyKite 

provides time series forecasting based on Silverkite, 

Prophet, and ARIMA models, especially suitable for 

series with trend change points or seasonal fluctua-

tions [12]. See Table 1 for a qualitative analysis of 

Silverkite, Prophet, and ARIMA, three modern mod-

els. 
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Table 1 

Qualitative analysis of models 

Criterion Silverkite Prophet ARIMA 

The speed of 

calculations 

High   Low Medium 

The accura-

cy of fore-

casting 

Very 

good 

Good Satisfacto-

ry 

Interpretabil-

ity 

Good Very  

good 

Good 

The ease of 

use 

Satisfactory Good Very  

good 

Visibility Good Very  

good 

Satisfacto-

ry 

 

After the analysis, we selected Prophet [13], an ad-

ditive regression model with adjustable components. It has 

the form 

         tž g t s t h t t          (1) 

with the following notations: t is time; z(t) is the factu-

al time series value; ž(t) is the forecasted time series 

value; g(t) is the trend component described by a 

piecewise linear, piecewise logistic, or smooth func-

tion; s(t) is the seasonal component (periodic chang-

es), estimated using the partial Fourier sum; h(t) is the 

component responsible for trend reversal instants (e.g., 

repair schedule); finally,  t
 
is the error containing 

the information neglected by this model. 

The model allows managing different parameters 

(the seasonality of the time series, the number of trend 

change points, and the time step) and is stable to 

missed data and trend shifts. As a rule, it handles data 

outliers well. 

Adjusting properly the components in equation (1) 

will ensure an acceptable quality of forecasting at the 

model output. This quality is estimated through the 

mean absolute error in percentage [14]: 

MAE
   

 
1% ,

N

t
z t ž t

ž t







                 (2) 

where N denotes the number of time series points. 

In addition, Prophet visualizes the confidence in-

tervals [8] to establish the range of the output feature. 

Thus, the problem under consideration has the fol-

lowing statement: on a training sample {  tx : t = 1, ..., 

h}, find the control parameter vector U of the model 

A(X, U) by minimizing the empirical risk (2). The vec-

tors X and U take values from given subsets of the Eu-

clidean spaces nE  and rE , respectively: ,nX E  
rU E . Constraints can be imposed on X and U:

 ,   0,   1,  ...,  ig X U i m  .  

 

2. FORECASTING THE PARAMETERS OF DEVIATIONS 

2.1. Statistical analysis of initial data 

The initial data occupy 8.9 Mb, are distributed in 

10 columns (features), and contain 101 thousand rows. 

Among them, 91 rows have missed data; see Table 2 

below. 
Table 2 

Initial data format 

Assigned  

index 

Feature Range The number 

of unique 

values 

1D Kilometer [1, 650] 645 

Picket, m [1, 1105] 1076 

2D Year [2018, 

2021] 

4 

Month [1, 12] 12 

Day [1, 31] 29 

3D The code of 

deviation 

[2065, 

2161] 

17 

Deviation [Left sag, 

Wid] 

18 

Features Amplitude, 

mm 

[6, 1543] 144 

Nominal 

amplitude, 

mm 

[10, 1535] 156 

Length, mm [1, 308] 151 

The degree 

of danger 

[1, 4] 4 

 

According to the analysis results, the data are un-

balanced: 

 by year (Fig. 3a). There were as many deviations 

in 2020 as years 2018, 2019, and the first two months 

of 2021 combined; 

 by the type of deviations (Fig. 3b). The distribu-

tions by year and type are presented in Fig. 3d. In 

2020, the number of diagnosed deviations significantly 

increased; in 2021, the types of deviations increased, 

from 11 in 2018 to 18 in 2021. Moreover, the most 

frequent deviations changed from year to year: sag 

(Left sag, Right sag), misalignment (Mis), narrowing 

(Nar), widening (Wid), and smooth level variation 

(Lev); 

 by the railway track length. Significantly more 

deviations were detected at the railway hubs compared 

to the track distance on average (Fig. 3c).  

Due to the small number of some types of devia-

tions, it is possible to combine them into a group or to 

generate additional data using bootstrap methods.  
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Fig. 3. Unbalanced data: (a) by year, (b) by the type of deviations, (c) by distance, and (d) by year and the type of deviations. In Figs. 3b–3d, Lin denotes 

lining.    

 

2.1.1. Identify trend and seasonality 

The presence of a trend and seasonality was 

checked using the upsampling and downsampling op-

erations by varying the discretization step of the time 

grid:  

 The trend for decreasing the amplitudes of devia-

tions is traced by calculating their median values for 

each year. However, the lengths of the deviations first 

decreased and then sharply increased (Fig. 4a); the 

trend change point corresponds to year 2020. Note that 

“Danger,” an aggregate parameter, is indifferent to 

changes in the median amplitude and the length of 

deviations. 

 Downsampling by time (bimonthly data) and 

transition to the logarithmic scale (Fig. 4d) showed 

that the amplitudes of deviations have the highest var-

iations in July. These changes suggest the presence of 

seasonality in the data. The locally optimal lengths of 

deviations, to some extent, follow those of the ampli-

tudes with a time lag but have no pronounced season-

ality. Also, no seasonal fluctuations were graphically 

identified for the degree of danger. 
 

2.1.2. Increasing the dimensionality of the feature 

space 

Since the time is represented by three integer fea-

tures (“Year,” “Month,” and “Day”), the calculated 

feature “Time” was formed on their basis. The combi-

nation of two features, “Kilometer” and “Picket,” 

characterizes the location of a deviation and forms the 
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new feature “Distance.” To increase the stationarity of 

the time series, the differences between the features 

“Amplitude” and “Nominal Amplitude” were calculat-

ed and the attribute “Variation” was created. For a 

more complete description of the attribute “Variation” 

with a planar rather than point value, we introduced 

two aggregate features, “Area_A” and “Area_V” (the 

deviation length multiplied by the amplitude and the 

deviation length multiplied by the variation of the am-

plitude, respectively). In addition, 11 infrequent devia-

tions were combined into the feature “Others” to in-

crease the number of time series values. Fig. 5 demon-

strates the peculiarities of the new features: 

 the differences in the spread of deviations: only 

positive values for “Widening,” “Misalignment,” and 

“Sag”; only negative values for “Narrowing” with a 

significant degree of danger; a large dispersion for 

“Smooth level variations” (Fig. 5a); 

 the clusters of the feature “Area_A” values by the 

types of deviations when passing to the logarithmic 

scale (Fig. 5b). 

Hence, it is necessary to use different forecasting 

models [15, 16] for each type of deviations or to nor-

malize their values.  
 

 

  

(a) (b) 

 
Fig. 4. The identification of (a) trend and (b) seasonality in the features “Amplitude,” “Deviation length,” and “The degree of danger.” 

 

 

(a) (b) 
 

 

Fig. 5. Analysis of the dispersion by the type of deviation: (a) the spread of values and (b) value clusters.
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2.1.3. Representing the data in the 3D matrix form 

Each type of deviations may have specific dynam-

ics (the law of variation), and each kilometer of rail-

way tracks may have geotechnical peculiarities. There-

fore, in the forecasting models, the length and ampli-

tude of deviations, their nominal values as well as the 

aggregate features were written as a 3D matrix with 

the following axes:  

– the location along the railway track,  

– the time (the instant of detecting a deviation),  

– the code of deviation.  

A fragment of the transformed data is demonstrat-

ed in Fig. 6. 
 

2.1.4. Probability densities 

Probability densities were constructed on different 

time grids (with averaging from several weeks to a 

quarter) for the initial values of lengths, amplitudes, 

the variations of amplitudes, the areas of each type of 

deviations, and the degree of deviation. As it turned 

out, the values of the features “Variation” and “Ar-

ea_V” are closest to the Gaussian distribution (Fig. 7). 

The probability densities of the other features cor-

respond to a two-tailed distribution. Therefore, their 

values were normalized into the interval [0, 1] by the 

formula 

min
, norm

max min

,  i
i

x x
x

x x





                         (3) 

where ,  normix  denotes the normalized value of a fea-

ture, minx  and maxx  are its smallest and largest values, 

respectively, and ix  is the ith initial value of the fea-

ture. 

Thus, the statistical analysis of the parameters of 

deviations as multidimensional data revealed the fol-

lowing properties: the data are unbalanced by year and 

the type of deviations, and trends and local minima 

appear when varying the discretization step of the data 

by year, month, and quarter. As a result, the least fre-

quent types of deviations were grouped; the dimen-

sionality of the feature space was increased by adding 

the position of deviations and the time instants of their 

detection and by calculating the variation of the devia-

tion amplitudes from the nominal values and the cor-

responding areas of deviations (by the length, ampli-

tude, and amplitude variation); the resulting feature 

space was represented in the 3D matrix form. 

  

 

 
Fig. 6. A fragment of the transformed data 

 

 

 
Fig. 7. The probability densities of feature values: (a) “Variation,” averaged on the six-week scale, and (b) “Area_V,” averaged on the seven-week scale.    
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2.2. The method for forecasting the parameters of 

railway track deviations 

The proposed method for forecasting the parame-

ters of railway track deviations includes three stages as 

follows. The first stage includes statistical analysis to 

group the rare types of deviations and form the model 

parameter vector X (the distance and time, the varia-

tion of amplitudes from the nominal values, and the 

areas of deviations). Then, the feature values are in-

dexed along the three axes (distance, the code of devi-

ation, and time) to form time series for each kilometer 

and the type of deviation.  

In the second stage, the feature space is increased 

by adding the normalized and logarithmic lengths, 

amplitudes, the variations of amplitudes, areas, and the 

degrees of danger). Then, the control parameter vector 

U is constructed, including the time discretization step, 

seasonality, and the number of trend change points. 

After that, the constraints  ig U  are formed consider-

ing the following parameters:  

– data depth and forecasting step: one year; three, 

two, or one quarter; two or one month; five, three, or 

two weeks;  

– the type of seasonality: annual, quarterly, month-

ly, or weekly;  

– the number of trend change points, according to 

the number of repairs; 

– the type of seasonality model (additive or multi-

plicative);  

– the rate of seasonal fluctuations (the number of 

terms in the partial Fourier sum). 

In the third stage, under sufficiently many devia-

tions in the group characterized by the type of devia-

tion and the track kilometer, the model A (1) is trained 

in each group with estimating the empirical risk 

MAE% (2). As a result, the optimal values of the pa-

rameter vector U are determined for each group in 

terms of the minimum empirical risk criterion. 

The practical significance of this method consists 

in the possibility to gain new knowledge and optimize 

railway transport. 

 
2.3. Implementation 

Table 3 shows the sets of model parameters corre-

sponding to the best quality of forecasting.  

The mean absolute error MAE% ranges from 2.6% 

to 8.4% for the recommended model parameters. Ac-

cording to the calculation results, we draw the follow-

ing conclusions: 

– Quarterly and annual grids significantly degrade 

the quality of forecasting. 

– The best forecasts are for “Misalignment,” “Lin-

ing,” “Left sag,” “Widening,” and “Others” (the ag-

gregate of 11 rarely encountered deviations). 

– At most two trend change points should be se-

lected. 

– For the five-week grid, the best values of MAE% 

are achieved in the case of two trend change points. 

– The lowest values of MAE% are achieved when 

considering the weekly, monthly, and quarterly sea-

sonal fluctuations. 

– Taking the logarithm of the feature values wors-

ens the quality of forecasting. 

– Normalizing the feature values into the interval 

[0, 1] improves the quality of forecasting. 

Table 3 

The results of forecasting 

MAE% Time step Deviation Variation The number of trend 

change points 

2.68  1 month Misalignment AREA_A  0 

3.03 3 weeks Lining  LENGTH  0 

3.27 3 weeks Widening  LENGTH  2 

3.89  3 weeks Left sag VARIATION  0 

4.36 1 month Misalignment AMPLITUDE  1 

4.45 3 weeks Others  LENGTH  2 

4.60 5 weeks Misalignment VARIATION 2 

5.34 1 month Misalignment AMPLITUDE  1 

5.34 1 month Right sag AMPLITUDE  2 

5.74 3 weeks Others AREA_V  0 

5.74 3 weeks Widening AREA_V  0 

6.59 1 month Misalignment  DEGREE 2 

7.90 5 weeks Lining   LENGTH 2 

8.39 3 weeks  Others AREA_A  0 

8.39  3 weeks Widening  AREA_A  0 
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– Centering the values (subtracting the mean) and 

normalizing them (dividing by the dispersion) and us-

ing multiplicative regressors for seasonality worsens 

the quality of forecasting. 

Figure 8a shows the one-month forecast for the 

feature “Misalignment”; Fig. 8b, the three-week fore-

cast for the feature “Widening.” The black dots are the 

factual values, the blue line corresponds to the model 

values, and the blue domain is the uncertainty corri-

dor. Figures 8c and 8d present the identified trends; 

Figs. 8d–8h, the variations of the seasonal component, 

monthly and quarterly (Figs. 8e and 8g), and weekly  

1-month time discretization 
Feature “Amplitude,” value normalization into the interval [0, 1] 
1 km, 1 trend change point 
Quarterly and monthly seasonality (Fourier order = 2) 
One-month forecast 
MAE% 4.36 

3-weeks time discretization 
Feature “Length,” value normalization into the interval [0, 1] 
24 km, 2 trend change points  
Monthly and weekly seasonality (Fourier order = 3) 
One-month forecast 
MAE% 3.27  

  

(a) (b) 

  

(c) (d) 

  

(e) (f) 

  

(g) (h) 

 

Fig. 8. The results of forecasting: (a), (b) model-based; (c), (d) trend;  (e)–(h) seasonality. 
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and monthly (Figs. 8f and 8h). For both models, the 

uncertainty corridors for the seasonal and trend com-

ponents are calculated as well. 

According to the one-month forecast, the length 

and amplitude of deviations are increasing. The last 

point of the training sample is the local optimum 

point. The growth of amplitudes for the feature “Misa-

lignment” falls on the last month in the quarter. This is 

probably due to repair work.  

To implement the method, we developed a pro-

gram in the Python language. The program forms a 

family of forecasting models for different groups of 

the types of deviations and the kilometers of roadway 

tracks on the features. It can be used to optimize rail-

way transportation, which is of practical significance. 

The Python language and the Google Colaboratory 

platform were applied to manipulate, visualize, and 

study the data. The statistical analysis results were 

visualized using Matplotlib, Pandas, and Seaborn li-

braries. The models were trained using SciPy, Sklearn, 

and Prophet libraries. 

CONCLUSIONS 

According to the literature survey, machine learn-

ing methods have proven their effectiveness in identi-

fying and forecasting the condition of objects under a 

fairly long history of observations. 

The statistical analysis carried out in this paper al-

lows:  

– revealing the number of deviations on any given 

time interval for any part of the railway track;  

– comparing the sums of the variations of devia-

tions from the nominal values for any railway track 

section at different time instants; 

– normalizing the feature values into a certain in-

terval; 

– establishing data unbalancedness for different 

time intervals and types of deviations; 

– synthesizing control parameters and features 

(time and distance, normalized and logarithmic 

lengths, amplitudes, the variations of amplitudes, are-

as, and the degrees of danger).  

The parameters of railway track deviations have 

been statistically analyzed and the feature space has 

been supplemented by the variation of the amplitudes 

of deviations from the nominal values and the areas of 

deviations and variations.  

The proposed method for forecasting the parame-

ters of railway track deviations allows: 

– defining the control parameter vector U; 

– forming the constraints gi(U); 

– obtaining a family of forecasting models by the 

types of deviations and railway track sections in terms 

of the minimum error (relative risk) criterion.  

The control parameter vector of the forecasting 

model considers the type of seasonal fluctuations 

(from weekly to annual), the type of their description 

(additive or multiplicative), the rate of seasonality 

change (the number of terms in the partial Fourier 

sum), and the number of trend change points (in the 

general case, the number of time series points minus 

one). 

To increase the accuracy of forecasting, including 

deviations with a shallow detection history, we have 

proposed to apply upsampling along the railway track 

(one and a half kilometers, two kilometers, etc.). 

 

Data Availability. A code fragment and a data 

fragment (three years of homogeneous measurements 

on two trace sections) that confirm the presented re-

sults can be found on the author’s GitHub account: 

https://github.com/avladova/Railway-track-deviations 

or the author’s website http://vladova.ru/About.  
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