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Abstract. This paper considers the problem of fault diagnosis in critical-purpose discrete-event 

systems described by the fuzzy finite state automaton (FSA) model. A solution method involving 

the mathematical apparatus of fuzzy logic is proposed. Fuzzy logic operations are described, and 

the concept of the determinizer of a fuzzy FSA is introduced. A diagnosis scheme that forms a 

structured residual vector is given. This scheme contains several channels (according to the num-

ber of possible faults in the system). Each channel is based on an observer, i.e., a determinizer of 

a special fuzzy FSA that simultaneously considers the possibility of both correct and incorrect 

transitions of the automaton (the normal operation of the system and the occurrence of a system 

fault, respectively). Another part of the channel is the decision block. Some ways to design the 

observer and the decision block are proposed. The features of the solution method are illustrated 

on the example of error monitoring for human operators in IT systems. 
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INTRODUCTION  

Strict requirements for the reliability and fault tol-

erance of modern complex critical-purpose systems 

require implementing their diagnosis, i.e., the detec-

tion and isolation of faults arising during system oper-

ation, to parry or eliminate them in due time. This pa-

per is devoted to the problem of fault diagnosis in the 

so-called discrete-event systems (DESs). Note that 

DESs include not only systems that naturally belong to 

this class (e.g., digital information processing and con-

trol systems).  

Many systems traditionally classified as continu-

ous (such as physical, technical (including man-

machine), and socio-economic) can be treated as DESs 

at the top level of their hierarchy. The distinctive fea-

tures of DESs are as follows [1]: 

 Discrete-event systems have discrete time and 

discrete values of state variables. 

 The state space of a DES is finite; for example, 

possible states are idleness, operation in a certain 

mode, malfunctioning, recovery, etc. 

 DES operation is determined by events that can 

be consequences of various commands, e.g., “start 

operation,” “change operation mode,” “perform DES 

diagnosis,” “start DES recovery,” “complete DES re-

covery,” “complete DES operation,” etc. 

 As a rule, a discrete-event system behaves ran-

domly due to realizing (possibly) different transitions 

from one state to another initiated by the same event. 

Figure 1 presents a generalized scheme of fault di-

agnosis and fault-tolerant control of a DES. According 

to this scheme, a controller generates external events 

for the system (DES inputs or commands). The DES 

responds by forming its internal events, considered to 

be DES outputs. The controller monitors the DES out-

puts and the diagnosis determined by a diagnosis sys-

tem (DS) to produce a new external event (DES in-

put). In turn, the DS monitors both external and inter-

nal events to determine the diagnosis. The latter an-

swers the question: Is the DES in good condition? If 

the answer is negative, an additional judgment will be 

made on the type of fault. If the fault is detected and 

classified, the controller will report a new event, and 

the response will be to parry this fault (form a com-

mand sequence mitigating the fault’s effect on the 

achievement of the system goal) or eliminate this fault 

(repair the DES). 
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Fig. 1. The scheme of fault diagnosis and fault-tolerant control of 

DESs. 

 
A fairly complete review of the existing DES di-

agnosis methods can be found in the papers [2, 3] and 

monograph [4]. As noted in [3], the following mathe-

matical models are most widespread to describe DESs: 

– deterministic finite state automata (FSA), 

– probabilistic FSA and Markov chains, 

– Petri nets. 

This paper focuses exclusively on the application 

of FSA models. With such models used to diagnose 

DESs, the inputs and outputs of an FSA are formed as 

observable events (external and internal, respectively), 

while the occurrence of a DES fault is treated as a di-

rectly unobservable internal event. 

Whenever no deterministic FSA model of a DES is 

available, in addition to probabilistic FSA, nondeter-

ministic and fuzzy FSA can be used. As compared to 

probabilistic FSA models, nondeterministic and fuzzy 

models allow considerably reducing the volume of 

necessary calculations, thereby accelerating the fault 

diagnosis process. Nondeterministic and fuzzy FSA 

models cover the situation when transitions to differ-

ent states can be realized for a fixed state and fixed 

input of an automaton. For nondeterministic FSA, it is 

impossible to give priority to the realization of a cer-

tain transition; for fuzzy FSA, however, additional 

(e.g., statistical) information, expert assessments, 

training results, etc. can be utilized to talk about the 

degree of confidence in the realization of each possi-

ble transition. 

For diagnosing DESs described by the nondeter-

ministic FSA model, methods based on pairwise parti-

tion algebra and pairwise covering algebra were pre-

sented in [5] and [6], respectively; also, see [7]. 

The objective of this paper is to develop a new 

fault diagnosis method based on the fuzzy FSA model. 

We involve mathematical constructs of fuzzy logic [8] 

as well as the concepts of a fuzzy finite state automa-

ton [9] and its determinizer [10].  

The features of this method are illustrated on the 

example of error monitoring for human operators in IT 

systems; it was previously considered in [5] and [6] 

for fault diagnosis within the nondeterministic FSA 

model. 

 

1. THE OBJECTIVES AND STRUCTURE OF THIS PAPER 

1.1. Models Used  

Let a DES in good condition be described by the 

fuzzy FSA model 

    ,  , ,  ,  λ,   0 ,  A U X Y x                   (1) 

where  1 2,   ,   ,   ,mU u u u    1 2,   ,   ,   nX x x x  , and 

 1 2,   ,   ,   lY y y y   denote the finite sets of inputs, 

states, and outputs, respectively;    0x X  is a known 

initial state;  δ : μX U X   is a fuzzy transition 

function;       μ μ 0,1  ,  1iX x i n     is a fuzzy 

set; finally, λ :  X Y  is an output function.  

We utilize the matrix representation for the fuzzy 

transition function δ : the transitions performed under 

an input ku  are described by a matrix kM  of dimen-

sions n n , in which each element  ,  0,1 k
i jM   char-

acterizes the degree of confidence that, given ku U , 

an automaton A  will move from a state ix X  to a 

state jx X . Let  S U  denote the set of all matrices 

,1 kM k m  . 

If it is impossible to specify the degree of confi-

dence in transitions reasonably, we propose to proceed 

as follows: set an element of the matrix , 
k
i jM  corre-

sponding to an admissible transition equal to 1 where-

as the element of this matrix corresponding to an in-

admissible transition equal to 0. Thereby, one passes 

from the fuzzy FSA model of a DES to its nondeter-

ministic counterpart. 

We specify the output function λ  using a matrix 

L  of dimensions l n  in which ,  1i jL   if the output 

iy Y  is generated by the automaton A  in the state 

jx X  and ,  0i jL   otherwise. Let    S Y  denote the 

set of all rows  , 1 iL i l   of the matrix L . 

Consider ,  i kX , , ,i kX X  the set of all states 

reachable from a state ix X  under an input ku U . 

Assume that a fault , 1  ,sf s N   in the DES model 

(1) can be represented by a distortion of the transition 
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function δ  such that, given ku U , an inadmissible 

transition from a state ix  to a state , t i kx X  is realized 

instead of an admissible transition from the former 

state to a state , j i kx X . This fact will be indicated by 

   , 
:  s j t i k

f x x . In this case, the matrix kM  of the 

faulty DES will be obtained by changing the value of 

the element , 
k
i tM  of the matrix kM  of the operable 

DES from 0 to 1. To simplify the presentation, we ac-

cept the hypothesis of single faults from a predeter-

mined list  1 2,     .  ,   NF f f f  . Let sA  denote an aux-

iliary automaton whose transition function δs  is ob-

tained by changing (in the above manner) the transi-

tion function δ  of the automaton A  to the transition 

caused by the fault sf : 

    ,   , ,  δ ,  λ,   0 .  s sA U X Y x               (2) 

Due to the construction procedure of the matrix kM , 

model (2) covers the possibility of a “correct” transi-

tion in the operable DES and, moreover, the possibil-

ity of an “incorrect” transition to the state caused by 

the DES fault sf . Therefore, there is a definite corre-

spondence between the behavior of model (2) and the 

behavior of both the operable and faulty DESs. In sub-

section 3.2, we propose a method for evaluating this 

correspondence in terms of possibility (confidence) 

and form a structured residual vector based on the 

method.  

 

1.2. Fault Diagnosis Scheme  

To detect and isolate faults, the idea is to use the 

fault diagnosis scheme shown in Fig. 2. This scheme 

contains N  channels (according to the number of pos-

sible DES faults), and each channel includes a deter-

ministic FSA 
d
sA  and a decision block DBs . For the 

diagnosis scheme design, it is necessary to determine 

the components of each channel. Therefore, the re-

mainder of this paper is organized as follows. 

 

1.3. The Structure of This Paper 

Section 2 provides the mathematical constructs of 

fuzzy logic required to obtain the main results of the 

paper. In Section 3, the design problem of a determin-

istic FSA 
d
sA  (called the observer of the nondetermin-

istic FSA sA ) is reduced to the modified problem of 

finding the determinizer [10] of this automaton. Also, 

we propose an operation rule for DBs , 1 ,s N   en-

suring the structuredness of the residual vector, an im- 

 

 

 
Fig. 2. The fault diagnosis scheme of DESs. 

 

portant property with the following essence. First, the 

zero value of all the components of the residual vector 

means the absence of DES faults. Second, if only one 

component of the residual vector is 0 (the others being 

equal to 1), then the DES has a fault with the number 

coinciding with that of the zero component of the re-

sidual vector. In Section 4, we consider a numerical 

example and simulation results to illustrate the fea-

tures of the method proposed. The outcomes of this 

paper are summarized in the Conclusions. 

 

2. MATHEMATICAL CONSTRUCTS 

2.1. Fuzzy Logic Operations 

Recall several operations of fuzzy logic [8], play-

ing an important role for the further presentation. A 

fuzzy matrix  ijB B  is a matrix with elements 

 0,1  .ijB   Hence, the above matrices , 1  ,kM k m   

are fuzzy. Now let B and C be fuzzy matrices of di-

mensions a × b and b × c, respectively. The product of 

fuzzy matrices is defined by [10]  

   
, 

max min   ,ih hjij i j
BC B C  

where ihB  and hjC  are the corresponding elements of 

matrices B and C, 1 i a, 1 h  b, and 1 j  c. 

This formula generalizes the well-known matrix mul-

tiplication [11, p. 24]; it is obtained by replacing the 

product of matrix elements by the operation of finding 

the minimum and the sum of elements by the opera-

tion of finding the maximum. Here is a simple numer-

ical example. 

Example 1. Consider matrices B  and C  of the form 

0.1 0.9

0.7 0.2
B

 
  
 

, 
0.6 0.3

0.4 0.8
C

 
  
 

. 
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The calculations yield the following results:

      11
max min 0.1 0.6 ,  min 0.9   0.4 0.4,BC  

      12
max min 0.1 0.3 , min 0.9 0.8 0.8,ВС  

      21
max min 0.7 0.6 , min 0.2 0.4 0.6,ВС  

      22
max min 0.7  0.3 ,   min 0.2   0.8 0.3.BС  

Thus, the product of the fuzzy matrices B  and C  is 

0.4 0.8

0.6 0.3
BC

 
  
 

. ♦ 

 

2.2. The Concept of the Determinizer of a Fuzzy FSA 

The definition of the determinizer of a fuzzy FSA 

[10] is introduced as follows. Let E  be some set of 

fuzzy n -dimensional row vectors whose components 

can take values on the interval  0, 1 . Also, let 

0 0,   ,E E E  be the set of all unit n -dimensional row 

vectors, called the generating states of the determiniz-

er  D A . The closure  E


 of the set E  with respect 

to a signature (set of admissible operations)   is the 

set of all vectors, including those from E , that can be 

obtained by applying operations from the signature Σ  

to vectors from E . We construct the closure using the 

following procedure. 

Step 1. Assign 0.i   

Step 2. Find the vector set 
1 .i i iE E E


     

Step 3. If 
1 ,i iE E   assign   iE E


  and com-

plete the procedure. 

Step 4. Otherwise, let 1i i   and go back to 

Step 2. 

Let  ,  ,  δA U X  be a fuzzy semiautomaton (i.e., 

an automaton A  without output function) and 

   , 1kS U M k m    be the set of fuzzy transition 

matrices of the automaton A . Assume that the signa-

ture Σ  includes all operations involving the multipli-

cation of an n -dimensional row vector on the right by 

a matrix from the set  S U . The determinizer of a 

fuzzy semiautomaton A  is a deterministic FSA de-

scribed by the triple 

    ,  ,  Δ ,D A S X U  

where      S U
S X E  and      Δ :  S X S U S X   

is the determinizer’s transition function defined by 

     iΔ μ ,   μ , μ   ,  .  k k
k i iu M S X M S U    (3) 

To explain formula (3), we recall that the matrix 
kM  describes a transition activated by an input ku .  

Example 2. Consider a semiautomaton A'  defined by 

the fuzzy transition matrices  

1

0.4 0.6

0 ,

0

0

0 1

0 1

M

 
 

  
 
 

2

0 0 1

1 0 0 .

0 1 0

M

 
 

  
 
 

 

Let the generating states of the determinizer be 

 1 1 0 0 ,    2 0 1 0 ,   and  3 0 0 1 .   The 

necessary calculations by formula (3) yield the following 

vectors 4 , 5 , and 6  of the closure     4: μ
S U

E 

1
1 M   0.4 0.6 0 ,  1

5 4 M     0.4 0.4 0.6 ,
 

 2
6 4μ 0.6 0 0 4 ..M   

 
Following similar consid-

erations, we obtain  7 8μ 0.4 0.6 0.4 , μ 

     9 100.6 0.4 0.4 ,   0 0.4 0.6 ,    μ 0 0 0.4 ,  

     11 12 13μ 0 0.4 0 , 0.4 0 0 ,   0.4 0.4 0 ,    

   14 15 16μ 0.4 0.4 0.4 , μ 0.4 0 0.4 ,   

 0 0.4 0.4 .  

Finally, taking ( )М Х   , 1 16i i   , we construct 

the transition table of the determinizer  D A  (Table 1). 

For example, it indicates the transitions from the state 9  to 

the state 10  under the input 1u  and those from the state 9  

to the state 4  under the input 2u  since 
1

9 10M     and 

2
9 4M    . Note that the number of states of the de-

terminizer  D A  significantly exceeds that of the 

original semiautomaton A' . Indeed, when construct-

ing the determinizer, we preserve all information 

about the degree of confidence in realizing each possi-

ble transition since each determinizer’s state is a vec-

tor of possible DES transitions to the corresponding 

states at a definite time instant. ♦ 
 

Table 1 

The transition table of the determinizer D(A') 

 
1μ  2μ  3μ  4μ  5μ  6μ  7μ  8μ  9μ  10μ  11μ  12μ  13μ  14μ  15μ  16μ  

1u  4μ  3μ  3μ  5μ  5μ  7μ  5μ  7μ  10μ  10μ  10μ  13μ  14μ  14μ  14μ  10μ  

2u  3μ  1μ  2μ  6μ  7μ  9μ  8μ  5μ  4μ  11μ  12μ  10μ  15μ  14μ  16μ  13μ  
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To obtain an upper bound for the number of de-

terminizer’s states, we consider that the components of 

all vectors from the set  S X  can take only the values 

contained in the matrices from the set  S U . Exclud-

ing the zero vector from the analysis gives the formula 

 #   1,   nS X q                         (4) 

where #  denotes the set cardinality; q  is the number 

of different values for the elements of fuzzy matrices 

from the set  S U ; as before, n  stands for the num-

ber of states of the fuzzy FSA. For example, consider 

system (3); in this case, we have 4q   (the set of dif-

ferent values for the elements of the matrices 1M  and 
2M  includes the numbers  0;  0.4; 0.6; 1 ), 3n  , 

and, consequently,   3# 4 1 63.S X     

Example 3. The above approach can be applied to the 

determinization of nondeterministic FSA. As an illustration, 

we consider the nondeterministic FSA model obtained from 

the fuzzy one (3) by setting the unit degrees of confidence 

for all admissible transitions: 

1 

1 1 0

0 0 1

0 0 1

M

 
 

  
 
 

, 2

0 0 1

1 0 0 .

0 1 0

M

 
 

  
 
 

             (5) 

In the case of nondeterministic FSA, the dimension of the 

resulting determinizer is not necessarily smaller than that of 

the original automaton. Indeed, for nondeterministic FSA 

we have  2q   and, by formula (4), the number of deter-

minizer’s states is  

 #   2 1.nS X    

Particularly for the nondeterministic FSA (5), it follows that 

  3# 2 1 7.S X     Omitting intermediate calculations, 

we directly present the transition table of the determinizer 

of nondeterministic FSA (5). 

In Table 2, the determinizer’s states are  1μ 1 0 0 ,  

     2 3 4 5μ 0 1 0 , μ 0 0 1 , μ 1 1 0 , μ   

 1 1 1 ,   6μ 1 0 1 ,  and  7μ 0 1 1 .  ♦  

 

 Table 2 

 

The transition table of the determinizer  

of the nondeterministic FSA (5) 

 
1μ  2μ  3μ  4μ  5μ  6μ  7μ  

1u  4μ  3μ  3μ  5μ  5μ  5μ  3μ  

2u  3μ  1μ  2μ  6μ  5μ  7μ  4μ  

Note that the algebraic determinization approach for 

nondeterministic FSA based on partition algebra [5] 

and covering algebra [6] surely yields a deterministic 

FSA with a dimension not exceeding that of the origi-

nal automaton. The reason is that the algebraic ap-

proach does not require preserving information about 

the degree of confidence in the realization of each pos-

sible transition. The fuzzy approach under considera-

tion involves additional useful information about the 

degree of confidence in the realization of each possi-

ble transition during the fault diagnosis procedure, 

providing a potential opportunity to increase (if neces-

sary) the depth of fault isolation. The price for this is a 

significant dimension of the determinizer’s transition 

table.  

The main difference between the descriptions of the 

deterministic FSA ,  1 ,d
sA s N   (the fault diagnosis 

scheme in Fig. 2) and the determinizer  '
sD A  of the 

corresponding semiautomaton sA'  is that the transition 

function of the automaton d
sA  additionally depends on 

the outputs of the original automaton. As a result, ad-

ditional information can be used to adjust the behavior 

and reduce the dimension of the automaton d
sA . Draw-

ing an analogy with the observers of a continuous dy-

namic system, we call the deterministic FSA d
sA  an 

observer of the fuzzy FSA sA . 

 

3. DIAGNOSIS CHANNEL DESIGN 

3.1. The Observer   
  

The further presentation concerns the channel of 

the fault diagnosis scheme intended to isolate a fault 

sf . First, consider a method for finding the transition 

function δd
s  of the observer d

sA  based on a slight 

modification of the relation (3). For vectors 

 μi S X  and  jL S Y , we introduce the notation 

   



,1 ,1 ,2 ,2

, ,

μ ,   min μ ,   ,   min μ ,   , ,  

min (μ ,   ) .

i j i j i j

i n j n

L L L

L

 

 (6) 

Let the transition function      Δ : S X S Y S U 

 S X  of the deterministic FSA d
sA  be defined as 

follows: 

 

     

Δ μ , ,   μ ,   ,

μ ,   ,   . 

k
i j k i j

k
i j

y u L M

S X L S Y M S U

 

  
      

    (7) 
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With μ ,  i jL  used in formula (7) instead of μ i  in the 

determinizer’s transition function (3), we specify the 

values of membership functions (to the corresponding 

fuzzy sets) for the components of the vector x X  

before the transition. 
Example 4. Consider a fuzzy FSA described by the ma-

trices 1M  and 2M  of Example 2 (in the absence of faults). 

Let the output function of this automaton be given by the 

matrix 

1 0 0

0 1 1
L

 
  
 

. 

Its transition errors are a consequence of two faults, 

 1 3 1 1,2
  :f x x  and  2 3 2 1,2

:f x x . The automaton’s 

matrices 
2
1M  and 

2
2M  including an additional erroneous 

transition due to an appropriate fault (indicated by the ma-

trix subscript) have the form 

2 2
1 2

1 0 1 0 1 1

1 0 0 ,   1 0 0 .

0 1 0 0 1 0

M M

   
   

    
   
   

 

The matrix 1M  is unaffected by the fault and retains its 

original form.  

Now we design the observer 1
dA  (in this case, using only 

the matrix 
2
1M ). As in the previous example, let the gener-

ating states be  1μ 1 0 0 ,     2μ 0 1 0 ,  and 

 3μ 0 0 1  . Calculations according to the right-hand 

side of the relation (7) give 

      

 

1
1 1

4

μ ,   min 1,1  min 0,  0 min 0,  0

0.4 0.6 0

0 0 1 0.4 0.6 0 μ .

0 0 1

L M 

 
 

   
 
 

 

By analogy, we find    5 6μ 1 0 1 , 0.4 0.4 0 ,  

   7 8 9μ 0 0 0.6 , (0.4 0 0.4), μ 0.6 0 0 ,   

   10 11 12μ 0 0 0.4 , (0.4 0 0), μ 0 0.6 0 ,   

 13μ 0 0.4 0 ,  and  14μ 0.6 0 0.6  and build the 

transition table of the observer 1
dA  (Table 3). 

In this table, dashes indicate the transitions correspond-

ing to the incompatible values of the observer state and DES 

output. For example, the observer state 2  allows only the 

DES output 2y , which is immediate from the expressions 

for the vector 2  and the matrix L . Hence, the combination 

of 2  and 1y  is impossible during the faultless operation of 

the DES. 

Finally, we compare the dimension of the determinizer 

 D A  (Table 1) and the dimension of the observer 1
dA  

(Table 3), emphasizing that the latter does not exceed the 

former. However, in practice, the observer may have a 

higher dimension than the original fuzzy FSA. ♦ 

Seemingly, this fact should limit the practical real-

izability of the fault diagnosis procedure of DESs 

based on the fuzzy FSA model due to the significant 

dimension of real systems. As expected, these limita-

tions should be less pronounced within the algebraic 

approach [5, 6]. Meanwhile, the actual things differ. 

The point is that the algebraic approach finds a tabular 

description for the transition function of observers (de-

terministic FSA , 1 d
iA i N  ) from the tabular de-

scription of the original finite state automaton model 

of the DES. In contrast, the approach proposed speci-

fies the transition function in a compact analytical 

form, being therefore insensitive to the growth of the 

dimension of the original DES model. Moreover, with 

this feature, the approach proposed is preferable when 

designing fault diagnosis schemes for DESs based on 

the deterministic and nondeterministic FSA models. It 

successfully overcomes the so-called “curse of dimen-

sionality,” inevitably arising for all methods with a 

tabular (or graph-based) description of the FSA model 

of DESs. 

 

3.2. The Decision Block of the Diagnosis Channel 

Assume that during the fault diagnosis procedure, 

the DES output jy  and the state i  of the observer 

d
sA  are generated simultaneously. Let s  denote the 

value of the maximum component of the vector 

μ ,   .i jL  This value will be regarded as the degree of 

 

Table 3 

The transition table of the observer    
  

 
1μ  2μ  3μ  4μ  5μ  6μ  7μ  8μ  9μ  10μ  11μ  12μ  13μ  14μ  

1u  1y  4μ  - - 
6μ  4μ  6μ  - 

6μ  4μ  - 
6μ  - -  4μ  

2y  - 
3μ  3μ  7μ  3μ  10μ  7μ  10μ  - 

10μ  - 
7μ  10μ  7μ  

2u  1y  5μ  - - 
8μ  5μ  8μ  - 

8μ  14μ  - 
8μ  - - 

14μ  

2y  - 
1μ  2μ  12μ  2μ  11μ  12μ  13μ  - 

13μ  - 
11μ  13μ  12μ  
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confidence that the DES behavior corresponds to the 

behavior of the observer .d
sA  In view of the aforesaid, 

we specify the relation s : 

 ,  y  σ 0i j s s    .                   (8) 

Assume now that the relation Ψs  (8) has been ver-

ified as false for a particular pair jy  and μ i  (i.e., 

0s  ). This indicates the presence of an error (fault) 

,kf k s , in the DES. In this case, the corresponding 

residual value is 1sr  ; otherwise ( 0)s  , 0sr  . To 

judge unambiguously the fault type in the DES based 

on the structured residual vector, only one of its com-

ponents should retain the zero value. (The number of 

this component will be the fault number.) If not (sev-

eral residuals take zero values), then extra checks are 

required, e.g., using additional measurements and/or 

special tests [12]. Such checks should be carried out 

sequentially for all faults in the order of decreasing 

degrees of confidence from the list 1{ , 2 ,..., }.N  

4. AN ILLUSTRATIVE EXAMPLE 

The change management process in an IT system was 

described in detail in [5, Fig. 1; 6], including a method for 

obtaining its deterministic and nondeterministic FSA mod-

els. Note that this process is one of the most important for 

IT systems: it is responsible for managing the lifecycle of 

all changes and facilitates the implementation of useful 

changes with minimum interruption of IT services. The 

change management process involves the following partici-

pants:  

– the initiator (an IT department representative who per-

forms the initial processing, assignment, and control of 

changes); 

– the executor (an engineer who makes changes in con-

figuration elements or coordinates the contractor’s work on 

these changes); 

– the Advisory Change Committee (ACC), an advisory 

body that meets regularly to assess and plan changes); 

– the process manager (an IT department representative 

who controls the change management process and forms 

suggestions for its improvement).   

The transition and output tables of the deterministic and 

nondeterministic FSA models of the process were also pre-

sented in the papers cited. The deterministic FSA model 

describes the actions of the process participants in full com-

pliance with the regulations prescribed. In practice, a nonde-

terministic FSA should be used as the initial model due to 

some (non-critical) deviations of the participants’ actions 

from the prescribed regulations, allowed to clarify the regu-

lations or the participants’ knowledge of them. In particular, 

the following situations were considered:  

– The process manager sends the reviewed result of a 

completed task to the ACC for re-approval. 

– The process manager sends a received and agreed task 

back to the initiator.  

– The executor sends a received and agreed task back to 

the initiator.  

– The executor sends a received and agreed task back to 

the ACC for approval.  

The following external events are considered to be mod-

el inputs: 1  u  (work plan completion), 2  u  (plan approval 

by the ACC), 3  u  (transfer of the non-approved plan for 

revision), 4 u  (transfer of a task and a work plan to the ex-

ecutor), 5 u  (work completion), and 6 u  (entering of the 

changes made in the IT system library). The following stag-

es of the regulations are considered to be model states: 1 x  

(formation of a task and an implementation plan), 2 x  (co-

ordination of a task and a work plan by the ACC), 3 x  (co-

ordination of a task and a work plan by the process manag-

er), 4 x  (carrying out works by the executor), 5 x  (check of 

the carried out works by the process manager), and 6 x  

(completed works). Available information about some stag-

es of the regulations is used as outputs (see the output func-

tion below).  

The fuzzy FSA model of the change management pro-

cess in an IT system that describes the error-free work of all 

process participants (the initiator, executor, and manager) 

can be obtained based on the nondeterministic counterpart 

[6, Table 3] and the available statistical information about 

the possible actions of the participants when following the 

regulations: 

1

0 1 0 0

0 0 0 0

,0 0 0 0

0 0 0 0

M

 
 
 
 
 
 
 
 

 

2

0 0 0 0 0

0 0 1 0 0

,0 0 0 0 0

0 0 0 0

0 0 0 0 0

M

 
 
 
 
 
 
 
 

 

3

0 0 0 0

1 0 0 0

,0 0 0 0

0 0 0 0

M

 
 
 
 
 
 
 
 

 

4

0 0 0 0 0 0

0 0 0 0 0 0

0.1 0.1 0 0.8 0 0
,

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

M

 
 
 
 

  
 
 
  
 
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5

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0
,

0.2 0.1 0 0 0.7 0

0 0 0 0 0 0

0 0 0 0 0 0

M

 
 
 
 

  
 
 
  
 

 

6

0 0 0 0

.
0 0 0 1

0 0 0 0

M

 
 
 
 
 
 

 

All these matrices have dimensions 6 6 . The output func-

tion is described by the matrix 

1 0 0 0 0 0

0 1 0 0 1 0

0 0 1 0 0 0

0 0 0 1 0 0

0 0 0 0 0 1

L

 
 
 
 
 
 
 
 

. 

As in [6], we consider the errors of the initiator, executor, 

and process manager:   1 1
1 2 3 , 
:    , 

x u
f x x

  4 5
2 5 6 , 

:    ,
x u

f x x  and   2 2
3 3 4 , 

:   
x u

f x x , respectively. 

The corresponding matrices are 

1
1

0 1 1 0

0 0 0 0

,0 0 0 0

0 0 0 0

M

 
 
 
 
 
 
 
 

  

5
2

 0  0  0 0  0  0

 0  0  0 0  0   0

 0   0  0 0  0   0

0.2 0.1 0  0 0.7 1

0 0 0  0 0 0

0 0 0 0 0 0

M

 
 
 
 

  
 
 
  
 

,  

2
3

0 0 0 0 0 0

0 0 1 1 0 0

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

M

 
 
 
 

  
 
 
  
 

.  

All other matrices retain their values.  

The tables below present the simulations for different 

admissible results of the participants to the change man-

agement process as well as the errors of the initiator, execu-

tor, and process manager. The residuals and auxiliary varia-

bles were generated using the relations (6)-(8) and the 

above matrices. The matrices used are: 
1
1 M , 2M , 3M , 

4M , 5M , and 6 M  (the first channel); 1M , 2M , 3M , 
4M , 

5
2  ,M  and 

6M  (the second channel); 1M , 
2
3M , 4M , 

5M , and 6 M  (the third channel). The following scenarios 

were simulated. 

Scenario 1. The process regulations are implemented 

without any deviations (Table 4). 

Scenario 2. The process regulations are implemented 

with an admissible deviation due to the manager’s transfer 

of task formation and work plan for re-approval by the ACC 

(Table 5).  

Scenario 3. The process regulations are implemented 

with errors made by the initiator, executor, and process 

manager, respectively (Table 6). 

 
Table 4 

Scenario 1 

Characteristics Initial 

value 
Input 

1u  2u  4u  5u  6u  

System 
State x 1x  2x  3x  4x  5x  6x  

Output y 1y  2y  3y  4y  2y  5y  

Channel 1 

State  10  11  12  14  15  16  

Confidence 1  1 1 1 0.8 0.7 0.7 

Residual 1r  0 0 0 0 0 0 

Channel 2 

State  20  21  22  24  25  26  

Confidence 2  1 1 1 0.8 0.7 0.7 

Residual 2r  0 0 0 0 0 0 

Channel 3 

State   30  31  32  34  35  36  

Confidence 3  1 1 1 0.8 0.7 0.7 

Residual 3r  0 0 0 0 0 0 
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Table 5 

Scenario 2 

Characteristics Initial value 
Input 

1u  2u  4u  2u  4u  5u  6u  

System 
State x 

1x  2x  3x  2x  3x  4x  5x  6x  

Output y 
1y  2y  3y  2y  3y  4y  2y  5y  

Channel 1 State  
10μ  11μ  12μ  14μ  *

12μ  
*
14μ  

*
15μ  

*
16μ  

Confidence 1σ  1 1 1 0.1 0.1 0.1 0.1 0.1 

Residual 1r  0 0 0 0 0 0 0 0 

Channel 2 State  
20μ  21μ  22μ  24μ  *

22μ  
*
24μ  

*
25μ  

*
26μ  

Confidence 2σ  1 1 1 0.1 0.1 0.1 0.1 0.1 

Residual 2r  0 0 0 0 0 0 0 0 

Channel 3 State  
30μ  31μ  32μ  34μ  *

32μ  
*
34μ  

*
35μ  

*
36μ  

Confidence 3σ  1 1 1 0.1 0.1 0.1 0.1 0.1 

Residual 3r  0 0 0 0 0 0 0 0 

 

 
Table 6 

Scenario 3 

Characteristics Initial value 

1f  2f  3f  

Input 

1u  1u  2u  4u  5u  1u  2u  

System 
State x 1x  3x  2x  3x  4x  6x  2x  4x  

Output y 1y  3y  2y  3y  4y  5y  2y  4y  

Channel 1 

State  10μ  11μ  11μ  12μ  14μ  15μ  11μ  12μ  

Confidence 1σ  1 1 1 1 0.8 0 1 0 

Residual 1r  0 0 0 0 0 1 0 1 

Channel 2 

State  20μ  21μ  21μ  22μ  24μ  25μ  21μ  22μ  

Confidence 2σ  1 0 1 1 0.8 0.8 1 0 

Residual 2r  0 1 0 0 0 0 0 1 

Channel 3 

State  30μ  31μ  31μ  32μ  34μ  35μ  31μ  32μ  

Confidence 3σ  1 0 1 1 0.8 0 1 1 

Residual 3r  0 1 0 0 0 1 0 0 

 

 
Note that in different scenarios, each stage of the regula-

tions is implemented a different number of times; this fact is 

reflected in the tables. The states of the observers of fault 

diagnosis channels appearing in the tables have the follow-

ing values:  10 20 30 11μ 1  0 0 0 0  0 , μ       

  21 31 12 220 1  1   0 0 0 , μ (0 1 0 0 0 0),      

   32 14 24 340  0 1 0 0 0 , μ   0  0 1 1 0  0 ,  μ μ   μ     

   0.1  0.1 0 0.8  0 0 ,
  15 35μ 0.2 0.1  0  0  0.7  0 ,  

 25 16 26 36μ 0.2  0.1  0  0  0.7 0.8 , μ     

 0  0  0 0 0  0.7 .  The states of the observers of fault diag-

nosis channels appearing in Table 5 have the following val-
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ues:  * *
12 22μ 0  0 0.1  0 0 0 ,    *

32μ 0  0  0.1 0.1 0 0 ,

 * * * * *
14 24 34 15 35μ  μ  μ 0.1 0.1  0 0.1 0  0 , μ μ    

   * *
25 160.1 0.1  0 0 0.1 0 , 0.1 0.1  0 0 0.1 0.1 , μ  

 * *
26 36μ μ 0 0 0 0  0 0.1 .    The subscripts of the states 

are interpreted as follows: the first number corresponds to 

the channel number whereas the second to the input number 

affecting the transition.  

For the sake of convenience, the superscript * indicates 

the newly appearing states in scenario 2 that are generated 

by the same inputs as in scenarios 1 and 3. This is due to 

implementing more steps of the regulations in scenario 2. 

According to Tables 4 and 5, both under the full com-

pliance with the regulations and an admissible deviation 

from the regulations caused by the process manager’s ac-

tion, zero values of the residuals are formed at the channel 

outputs. At the same time (see Table 6), when errors occur 

in the actions of the initiator, executor, and process manag-

er, the resulting structured residual vector allows unambig-

uously concluding on the error type at the time of its occur-

rence. 

CONCLUSIONS 

This paper has proposed a fault diagnosis method 

for DESs described by the fuzzy FSA model. In com-

parison with the nondeterministic counterpart, this 

model can contribute to achieving the required depth 

of fault diagnosis. Indeed, let the generated residual 

vector yield no unambiguous conclusion on the fault 

type. (In other words, the vector contains several zero 

components.) In this case, several additional checks 

may be required to localize the fault. To reduce the 

number of such checks, they should be performed in 

the order of decreasing the degree of confidence 

, 1s s N   . 

Obviously, the method can be extended to simpler 

models in the form of deterministic and nondetermin-

istic finite state automata. Distinctive features of the 

method are as follows: no preliminary tabular descrip-

tion of diagnosis means is required; all calculations are 

carried out directly during the fault diagnosis process 

using compact analytical relations. This allows over-

coming the “curse of dimensionality,” which inevita-

bly arises for the methods with the tabular (or graph-

based) description of the FSA model of DESs. Thus, 

the earlier existing limit on the admissible dimension 

of the model of the DES diagnosed is almost eliminat-

ed. The method proposed can be further developed for 

the diagnosability analysis and verification of DES 

models with a large number of states [13].  
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