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#### Abstract

In some path planning problems for controlled objects, the main criterion is to reduce the integral risk of detection when moving in a threat environment with a given map of potential threats. In this paper, we construct all locally optimal paths in a 2D threat environment. The environment is represented by a fixed number of detectors whose positions are known to an evasive object. This object and the detectors are material points. The original problem is formalized as an optimal control problem and reduced to a boundary value problem based on Pontryagin's maximum principle. The boundary value problem is solved numerically by the shooting method. The case of point-to-point transition of the evasive object with and without the path length constraint is studied, and the results of numerical simulation are provided. A parametric analysis of the problem is carried out.
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## INTRODUCTION

Due to the widespread use of mobile autonomous vehicles in recent years and the continuing development of this field, problems related to moving one or several vehicles to a given point are highly topical. Such missions can be complicated by the presence of different sensors and transducers, stationary or mobile detectors, forming a threat environment for a controlled object [1-4]. In the literature, this class of problems is known as path planning in a threat environment (sometimes, called a conflict environment as well). Methods for solving such problems are well studied in the case where the signal level at a sensor does not depend on the moving object's velocity. For example, we mention the method of potential fields in the obstacle evasion problem [5]. The paper [6] provided a general overview of safe path planning methods; in particular, Dijkstra's, A*, genetic, and ant colony algorithms were described. Also, robot path planning based on the ant colony algorithm was considered in [7].

This paper considers a threat environment [8] represented by stationary detectors and one controlled object (CO) that moves in a water medium with a pos-
sibly variable velocity between two given points and evades detection. By assumption, the location of the detectors forming a threat map [9] is known to the CO. The CO's path and motion parameters are chosen by minimizing the negative impact of the threat environment on it (the probability of its detection by the environment).

In the works [8, 10], analytical solutions were obtained for optimal velocity modes in the 2 D problems with one detector. In [8], the problems with several conflicting objects were also addressed, and their optimal velocity modes were numerically simulated based on Dijkstra's algorithm.

This study proceeds from the assumption that the signal-to-noise ratio at the inputs of the receiving systems of all detectors is small during the object's motion along the entire path. Therefore, the CO minimizes an integral criterion, i.e., the risk of detection over the hydroacoustic field [11, 12].

In [11], the problem with one evasive object and two stationary detectors was solved for such a criterion in polar coordinates. The paper [13] considered a formal statement with stationary sensors and detectors with given detection ranges (circles); Dijkstra's algorithm was verified for the case of one sensor and one
detector, and the problem was solved analytically. In [14], the path planning problem with the path length constraint was analytically studied for a CO evading one detector. The publication [15] was devoted to minimizing the risk of aircraft detection in a 3D statement; in the case of one radar, an analytical solution was obtained using variational principles. In [16], a discrete method for optimizing the path of an evasive mobile object was proposed based on dynamic programming.

In this paper, we consider the 2D problem statement with an arbitrary number of detectors and develop a methodology for constructing a map of locally optimal paths of a CO based on indirect optimization methods. Note that the sufficient (second-order) conditions of optimality are not verified for the resulting extremals.

In addition, we present a computational scheme of the shooting method as well as the results of numerical simulation for the problem without and with the path length constraint. Numerical simulation is carried out for one, two, and three detectors.

## 1. PROBLEM WITHOUT PATH LENGTH CONSTRAINT

### 1.1. Finding Paths in a Threat Environment: Problem Statement

There are $N \geq 1$ stationary detectors (points $S_{i}$ ) in a 2 D space. It is required to optimally move a CO between two given points of this space in a fixed time $T<\infty$. The detectors and the CO are represented by material points. In the simplified motion model under consideration, the control variables are the magnitude and direction of the CO's velocity vector $v$. The problem is to minimize the performance criterion

$$
\int_{0}^{T}\left(\sum_{i=1}^{N} q_{i} \frac{v^{2}(t)}{r_{i}^{2}(t)}\right) d t \rightarrow \min
$$

where $v(t)$ is the magnitude of the CO's velocity vector and $r_{i}(t)$ is the distance to the point $S_{i}$ at a time instant $t$; the value $q_{i}>0$ is the weight factors of the impact of the point $S_{i}$. The location of all points $S_{i}$ and the corresponding values $q_{i}$ are given and known to the CO .

### 1.2. Mathematical Formalization

This problem is formalized as an optimal control problem. Let us introduce the Cartesian frame of coordinates in the 2 D space as follows: the origin coincides with the start; the axis $O y$ passes through the start and finish, being directed from the former point
to the latter one. The unit segment is chosen so that the finish has an ordinate of 1 (Fig. 1). In this frame, the start and finish conditions are as follows:

$$
\left\{\begin{array} { l } 
{ x ( 0 ) = 0 }  \tag{1}\\
{ y ( 0 ) = 0 ; }
\end{array} \quad \left\{\begin{array}{l}
x(T)=0 \\
y(T)=1
\end{array}\right.\right.
$$

The CO's motion in this frame is described by the system of differential equations

$$
\left\{\begin{array}{l}
\dot{x}=v \cos \varphi  \tag{2}\\
\dot{y}=v \sin \varphi
\end{array}\right.
$$

where $\varphi$ denotes the direction of the velocity vector, the angle counted from the positive direction of the axis $O x$.


Fig. 1. A threat environment represented by stationary detectors.
The control variables $v$ and $\varphi$ are assumed to be bounded and piecewise continuous:

$$
\begin{gather*}
0 \leq v(t) \leq v_{\max } \leq \infty \\
0 \leq \varphi(t) \leq 2 \pi \quad \forall t \in[0, T] \tag{3}
\end{gather*}
$$

where $T$ specifies a given finish time and $v_{\max }$ is the CO's maximum velocity (a parameter of the problem).

For bounded piecewise continuous control variables $v$ and $\varphi$, the phase variables $x$ and $y$ will be continuous piecewise smooth functions satisfying the differential coupling equations (2) on the continuity segments of their derivatives.

The CO starts moving at the time instant $t=0$.
Let the points $S_{i}$ have coordinates $\left(a_{i}, b_{i}\right)$. Then the CO's performance criterion takes the form

$$
\begin{equation*}
\int_{0}^{T}\left(\sum_{i=1}^{N} q_{i} \frac{v^{2}}{\left(x-a_{i}\right)^{2}+\left(y-b_{i}\right)^{2}}\right) d t \rightarrow \min \tag{4}
\end{equation*}
$$

The globally optimal solution in terms of the risk of CO's detection is the set of unknown phase variables $x(\cdot), y(\cdot)$ and control variables $v(\cdot), \varphi(\cdot)$ that satisfy the system of differential equations (2), the
control constraints (3), and the start and finish conditions (1) and minimize the performance criterion (4).

We are interested in all locally optimal paths, i.e., those advantageous for the CO that deliver a strong local minimum in problem (1)-(4).

Note that the criterion (4) can increase arbitrarily when the CO approaches a certain detector: the denominator of the corresponding term of the integrand contains the squared distance between the CO and this detector. The criterion grows infinitely as this distance tends to zero. Therefore, the CO is prohibited from passing through any detector.

### 1.3. The System of Necessary Optimality Conditions

Let us apply Pontryagin's maximum principle [17, 18] to the optimal control problem under consideration. For this purpose, we write the main elements of the maximum principle:

- the Lagrange function

$$
\mathcal{L}=\int_{0}^{T} L d t+l
$$

- the Lagrangian

$$
\begin{align*}
L & =p_{x}(\dot{x}-v \cos \varphi)+p_{y}(\dot{y}-v \sin \varphi) \\
& +\lambda_{0} \sum_{i=1}^{N} q_{i} \frac{v^{2}}{\left(x-a_{i}\right)^{2}+\left(y-b_{i}\right)^{2}}, \tag{5}
\end{align*}
$$

- the terminant

$$
l=\lambda_{x_{0}} x(0)+\lambda_{y_{0}} y(0)+\lambda_{x_{T}} x(T)+\lambda_{y_{T}}(y(T)-1),
$$

and

- the Pontryagin function

$$
\begin{gathered}
H=p_{x} v \cos \varphi+p_{y} v \sin \varphi \\
-\lambda_{0} \sum_{i=1}^{N} q_{i} \frac{v^{2}}{\left(x-a_{i}\right)^{2}+\left(y-b_{i}\right)^{2}}
\end{gathered}
$$

Assume the existence of a strongly optimal process in problem (1)-(4) such that, for some $\varepsilon>0$, the CO's path is outside small $\varepsilon$-neighborhoods of the points $S_{i}$ and the following smoothness conditions hold: the right-hand sides of the systems of differential equations (2) and their partial derivatives with respect to the phase variables $x$ and $y$ are continuous in the neighborhood of the optimal path, and the integrand in (4) is continuously differentiable on $[0, T]$ almost everywhere.

For the optimal control problem (1)-(4) with these conditions, according to Pontryagin's maximum principle, there exist Lagrange multipliers, i.e., constants
$\lambda_{0}, \lambda_{x_{0}}, \lambda_{y_{0}}, \lambda_{x_{T}}$, and $\lambda_{y_{T}}$ and functions $p_{x}$ and $p_{y}$, at least one of which being nonzero, such that the following system of necessary optimality conditions is satisfied on the CO's optimal path:

- the Euler-Lagrange equations (stationarity with respect to the phase variables)

$$
\left\{\begin{align*}
\dot{p}_{x} & =-\frac{\partial H}{\partial x} \\
& =-\lambda_{0} \sum_{i=1}^{N} q_{i} \frac{v^{2}}{\left(\left(x-a_{i}\right)^{2}+\left(y-b_{i}\right)^{2}\right)^{2}} \cdot 2\left(x-a_{i}\right) \\
\dot{p}_{y} & =-\frac{\partial H}{\partial y}  \tag{6}\\
& =-\lambda_{0} \sum_{i=1}^{N} q_{i} \frac{v^{2}}{\left(\left(x-a_{i}\right)^{2}+\left(y-b_{i}\right)^{2}\right)^{2}} \cdot 2\left(y-b_{i}\right)
\end{align*}\right.
$$

- the Pontryagin condition (control optimality)

$$
\begin{aligned}
(v, \varphi)= & \arg \operatorname{abs} \max \left(p_{x} v \cos \varphi+p_{y} v \sin \varphi\right. \\
& 0 \leqslant v(t) \leqslant v_{\max } \\
& 0 \leqslant \varphi(t)<2 \pi \\
& \left.-\lambda_{0} \sum_{i=1}^{N} q_{i} \frac{v^{2}}{\left(x-a_{i}\right)^{2}+\left(y-b_{i}\right)^{2}}\right)
\end{aligned}
$$

- the transversality conditions with respect to the phase variables

$$
\begin{align*}
& p_{x}(0)=\frac{\partial l}{\partial x(0)}=\lambda_{x_{0}}, \quad p_{x}(T)=-\frac{\partial l}{\partial x(T)}=-\lambda_{x_{T}}  \tag{7}\\
& p_{y}(0)=\frac{\partial l}{\partial y(0)}=\lambda_{y_{0}}, \quad p_{y}(T)=-\frac{\partial l}{\partial y(T)}=-\lambda_{y_{T}} .
\end{align*}
$$

Note that stationarity conditions with respect to time are omitted: the start and finish time instants in problem (1)-(4) are known constants.

Also, the complementary slackness conditions are omitted because problem (1)-(4) includes no "less than or equal to" conditions. The condition of CO's non-passage near the points $S_{i}$ is checked directly when solving the problem numerically. The nonnegativity condition has the form $\lambda_{0} \geq 0$.

The Lagrange function is homogeneous with respect to the Lagrange multipliers. (The Lagrange multipliers can be chosen within a positive cofactor.) The abnormal case $\lambda_{0}=0$ leads to the CO's straight (linear) path from the start to the finish with maximum velocity, which delivers a minimum only in the absence of detectors on the segment connecting these
points and $T=\frac{1}{v_{\max }}$; otherwise, the controlled process corresponding to $\lambda_{0}=0$ will be inadmissible. The condition $\lambda_{0}=\frac{1}{2}$ is chosen to normalize the problem.

### 1.4. Boundary Value Problem

Based on Pontryagin's maximum principle, the optimal control problem is reduced to a boundary value problem with the boundary conditions (1) and the system of differential equations

$$
\left\{\begin{array}{l}
\dot{x}=\hat{v} \cos \hat{\varphi}  \tag{8}\\
\dot{y}=\hat{v} \sin \hat{\varphi} \\
\dot{p}_{x}=-\sum_{i=1}^{N} q_{i} \frac{\hat{v}^{2}}{\left(\left(x-a_{i}\right)^{2}+\left(y-b_{i}\right)^{2}\right)^{2}} \cdot\left(x-a_{i}\right) \\
\dot{p}_{y}=-\sum_{i=1}^{N} q_{i} \frac{\hat{v}^{2}}{\left(\left(x-a_{i}\right)^{2}+\left(y-b_{i}\right)^{2}\right)^{2}} \cdot\left(y-b_{i}\right)
\end{array}\right.
$$

where

$$
\begin{equation*}
\hat{v}=\min \left(\frac{\|p\|}{\sum_{i=1}^{N} \frac{q_{i}}{\left(x-a_{i}\right)^{2}+\left(y-b_{i}\right)^{2}}}, v_{\max }\right) \tag{9}
\end{equation*}
$$

and the control variable $\hat{\varphi}$ is determined from the re-
lations $\quad \cos \hat{\varphi}=\frac{p_{x}}{\|p\|}, \quad \sin \hat{\varphi}=\frac{p_{y}}{\|p\|} \quad$ with $\|p\|=\sqrt{p_{x}^{2}+p_{y}^{2}} \neq 0$. For $\|p(\tau)\|=0$, at a single point $\tau \in[0, T]$ we obtain the control variable $\hat{\mathrm{v}}=0$, $\hat{\varphi} \in[0,2 \pi]$. If $\|p\|=0$, in the resulting solution the CO will stand still for a time $\Delta$. This solution does not deliver a local minimum in the original problem; see Theorem 3 below.

### 1.5. A Method for Solving the Boundary Value Problem

The resulting boundary value problem (1), (7)-(9) has the fourth order and is nonlinear. In this paper, it will be solved numerically by the shooting method [19, Ch. 2; 20, Sect. 2] using the following computational scheme.

The constants $p_{0}$ and $\psi_{0}$ for the time instant $t=0$, missed for solving the Cauchy problems, are chosen as the shooting parameters:

$$
p_{0}=\|\mathrm{p}(0)\|=\left\|\binom{p_{x}(0)}{p_{y}(0)}\right\|=\sqrt{\left(p_{x}(0)\right)^{2}+\left(p_{y}(0)\right)^{2}} ;
$$

$\psi_{0}$ is found from the equation

$$
\psi_{0}:\binom{p_{x}(0)}{p_{y}(0)}=p_{0}\binom{\cos \psi_{0}}{\sin \psi_{0}}
$$

Setting the shooting parameter vector $\boldsymbol{\alpha}=\left(\mathrm{p}_{0}, \psi_{0}\right)^{\tau}$ somehow and solving the Cauchy problem on the time interval $[0, T]$, we obtain the functions $x(\cdot)[\alpha]$, $y(\cdot)[\boldsymbol{\alpha}], \quad p_{x}(\cdot)[\boldsymbol{\alpha}]$, and $p_{y}(\cdot)[\boldsymbol{\alpha}] \quad$ corresponding to the chosen vector $\boldsymbol{\alpha}$ and, in particular, the values of the phase and conjugate variables depending on $\boldsymbol{\alpha}$ at the time instant $T$. The corresponding expressions from the boundary conditions at the time instant $T$ form the residual vector function

$$
\mathbf{X}[\boldsymbol{\alpha}]=\binom{x(T)}{y(T)-1}
$$

A series of the Cauchy problems in Newton's method were solved numerically by the explicit Runge-Kutta method of the eighth order based on the 8(7)th order Dorman-Prince 8(7) formulas with automatic step selection [21, Chs. II. 4 and II.6; 22].

To solve the boundary value problem, it was necessary to select the values of the shooting parameters $\boldsymbol{\alpha}$ so that $\mathbf{X}[\boldsymbol{\alpha}]=0$.

Thus, the boundary value problem was reduced to a system of two nonlinear algebraic equations with two unknowns. The solution $\alpha$ of the system of algebraic equations $\mathbf{X}[\boldsymbol{\alpha}]=0$ was calculated by Newton's method in the Isaev-Sonin modification [23].

The computer program [24] was implemented in the C language to solve the boundary value problem (1), (7)-(9). The program was tested on numerical examples and provides the following functionality: solution of the systems of nonlinear and linear equations, integration of the Cauchy problem, differentiation, and visualization of the results.

The problem under consideration is multiextremal, and different initial approximations of the shooting parameters $\boldsymbol{\alpha}$ may yield different solutions of the boundary value problem. To classify the CO's paths, the shooting method was repeatedly executed from the points of a bounded rectangular grid in the space of shooting parameters $\left(p_{0}, \psi_{0}\right)$.

### 1.6. Numerical Simulation

The methodology described above is applicable to calculations for any number $N$ of detectors. Numeri-
cal simulation was carried out for $N \leq 10$. This paper presents the simulation results for one, two, and three stationary detectors with $q_{i}=1, i \in[1, N], v_{\max }=2$, and $T=1$.

Figures $2-5$ below show the CO's paths in a threat environment for different numbers of detectors. The CO's motion starts from the point $(0 ; 0)$ and finishes at the point $(0 ; 1)$; they are indicated by black squares. The locations of the detectors are indicated by red circles. In all figures below, the path with a lower value of the performance criterion corresponds to a bolder curve; in this section, the best paths are highlighted in purple color.

Figure 2 shows the Pontryagin extremals in the case of one detector. The calculations yielded three types of paths: those bypassing the detector from the left and from the right as well as the one with a complete revolution around the detector. Along the blue path, the CO first moves from the start to point $A$ on the curve $l_{1}$, then makes a revolution around the detector on the curve $l_{2}$, returning to point $A$, and ultimately moves from point $A$ to the finish point on the curve $l_{3}$.

Despite that the paths with a complete revolution around the detector satisfy the necessary optimality conditions and are obtained through calculations, we will discard them. Indeed, eliminating complete revolutions from such paths will decrease the value of the criterion; moreover, the value of the criterion on these paths is much higher compared to the ones without complete revolutions around detectors.


Fig. 2. CO's paths in the case of one detector located at (0.5; 0.5).

Next, Fig. 3 demonstrates the paths in the case of two detectors: (a) all the paths obtained and (b) those remaining after discarding the paths with complete revolutions around detectors.

Figure 4 shows the paths in the case of three detectors: (a) all the paths obtained and (b) those remaining after discarding the paths with complete revolutions around detectors.

For another configuration of the three detectors, the paths without complete revolutions around detectors are presented in Fig. 5.


Fig. 3. CO's paths in the case of two detectors located at ( $0.1 ; \mathbf{0 . 1}$ ) and ( $\mathbf{( 0 . 3} \mathbf{~} \mathbf{0} \mathbf{0 . 4}$ ): (a) all paths and (b) the paths without complete revolutions around detectors.


Fig. 4. CO's paths in the case of three detectors located at $(0.1 ; \mathbf{0 . 2}),(\mathbf{- 0 . 3} ; \mathbf{0 . 3})$, and $(\mathbf{0 . 1} \boldsymbol{0} \mathbf{0 . 9 ) : ~ ( a ) ~ a l l ~ p a t h s ~ a n d ~ ( b ) ~ t h e ~ p a t h s ~ w i t h o u t ~ c o m p l e t e ~ r e v o l u t i o n s ~}$ around detectors.


Fig. 5. CO's paths in the case of three detectors located at ( $0.05 ; 0.1$ ), $(0.5 ; 0.4)$, and ( $-0.2 ; 0.8$ ), without revolutions around detectors.

### 1.7. Analysis of Numerical Simulation Results

If the velocity value $v_{\text {max }}$ was not reached on the path, the CO's path $y(x)$ remained unchanged in many numerical simulations when varying the parameter $T$ of the problem. In other words, the corre-
sponding path was still a Pontryagin extremal, but the CO moved along it with a different velocity. Let us formulate this observation as follows.

Theorem 1. If the constraint $v \leq v_{\text {max }}$ is not reached on an extremal $\{\hat{x}(\cdot), \hat{y}(\cdot), \hat{v}(\cdot), \hat{\varphi}(\cdot)\}$ of problem (1)-(4), the path $\hat{y}(\hat{x})$ will correspond to some extremal in the modified problem differing from the original one (1)-(4) only by an increased constant $T$.

Proof. Let $T=T_{1}$ be the CO's travel time in the original problem (further called problem 1). Consider problem 2, differing from problem 1 only in the CO's travel time: $T_{2}>T_{1}$. Then the same boundary value problem (1), (7)-(9) with another value of the constant $T$ corresponds to problem 2 . Now, we make the $v$-time substitution [25], i.e., expand the time $\mathfrak{x}$-fold, where $\mathfrak{x}=\frac{T_{2}}{T_{1}}>1$. Direct verification shows that an extremal of problem 1 will also be an extremal of problem 2. In this case, the CO's path $\hat{y}(\hat{x})$ is preserved, but the velocity will be reduced $\mathfrak{x}$-fold compared to problem 1.

Remark 1. The converse is false because the values $v_{\text {max }}$ and $T$ determine the CO's maximum possible path length $\left(v_{\max } T\right)$. Suppose that for a time $T=T_{1}$, there exists an extremal $\{\hat{x}(\cdot), \hat{y}(\cdot), \hat{v}(\cdot), \hat{\varphi}(\cdot)\}$ of problem (1)-(4) with a path $\hat{y}(\hat{x})$ of length $\ell$. For
a time $T_{2}<\frac{\ell}{v_{\max }} \leq T_{1}$, this path will no longer be admissible: either the CO has to take a shorter path closer to some detector to satisfy the constraint, or the solution with bypassing detectors, obtained for a greater time, ceases to exist.

Corresponding path changes can be observed by comparing the left- and right-hand paths in Figs. 6c and 6 d .

Remark 2. As the time $T$ increases, new paths may emerge that are extremals violating the natural path length constraint for a smaller value of $T$.

This can be seen by comparing Fig. 6b and Figs. $6 \mathrm{a}, 6 \mathrm{c}$, and 6 d : under the strict time constraint (Fig. $6 b$ ), there are no paths bypassing detectors on the left and right, only a path passing between them.

Proposition. For the same type of paths $\hat{y}(\hat{x})$ within the conditions of Theorem 1, the value of the performance criterion (4) will decrease $\mathfrak{x}$-fold since the criterion depends linearly on time and quadratically on velocity.

Proof. We apply the change of variable $\tau=t / \mathfrak{w}$ in the integral, transforming the segment $\left[0, T_{2}\right]$ to $\left[0, T_{1}\right]$. In this case, $v(\tau)=\mathfrak{x} v(t)$ and

$$
\begin{gathered}
\int_{0}^{T_{2}} \sum_{i=1}^{N} \frac{v^{2}(t)}{r_{i}^{2}(t)} d t=\int_{0}^{T_{2}} v^{2}(t) \sum_{i=1}^{N} \frac{1}{r_{i}^{2}(t)} d t \\
=\int_{0}^{T_{1}} \frac{v^{2}(\tau)}{\mathfrak{X}^{2}} \sum_{i=1}^{N} \frac{1}{r_{i}^{2}(\tau)} \mathfrak{x} d \tau=\frac{1}{\mathfrak{x}} \int_{0}^{T_{1}} \sum_{i=1}^{N} \frac{v^{2}(\tau)}{r_{i}^{2}(\tau)} d \tau .
\end{gathered}
$$

Remark 3. The shortest possible path is when the CO moves along the segment $(0 ; 0)-(0 ; 1)$ of length 1 . Therefore, for $T=\frac{1}{v_{\max }}$, the solution exists only in the absence of detectors on the segment connecting the start and finish and represents the CO's movement along this segment with the maximum velocity $v_{\text {max }}$; for $T<\frac{1}{v_{\max }}$, there are no solutions in problem (1)-(4) since the shortest path has length 1.

Remark 4. The paths $y(x)$ of all problem extremals lie in some pipe of paths containing the segment $(0 ; 0)-(0 ; 1)$. Regardless of the location of detectors, as the time $T$ tends to $\frac{1}{v_{\max }}$ on the right, the diameter of this tube vanishes.

The corresponding contraction of the CO's path to the segment connecting the start and finish can be seen in Fig. 6 (an example of the path passing between detectors).

Theorem 2. Closed curves with a complete revolution around a certain detector do not deliver the global minimum in problem (1)-(4).

Proof. Indeed, let the CO make a complete revolution around a certain detector (Fig. 2). In this case, the entire path can be divided into three segments: motion along the curve $l_{1}$ to some point $A$, where the CO's path will selfintersect; then a complete revolution around the detector (the curve $l_{2}$ ); and finally, motion along the curve $l_{3}$ from point $A$ to the finish.

Note that if we remove the segment $l_{2}$, the CO's path from the start to point $A$ along the curve $l_{1}$ and then immediately from point $A$ to the finish along the curve $l_{3}$ will be admissible in problem (1)-(4): the problem statement includes no constraints on the curvature of the CO's path and its rate of turning. The criterion (4) is additive and its value strictly increases when moving along the path; hence, removing the segment $l_{2}$ will decrease the value of the criterion. Besides, the total travel time will decrease by $\Delta T$; by the proposition, it is possible to reduce the CO's velocity $\frac{T}{T-\Delta T}$-fold on the remaining part of the path, which will additionally reduce the value of the criterion (4).

Thus, the value of the criterion will be smaller when moving along the path $l_{1} l_{3}$.

Remark 5. According to the proof of Theorem 2, the motion along the path $l_{1} l_{3}$ is better than that along the path $l_{1} l_{2} l_{3}$ in terms of minimizing the risk of detection. Despite this fact, usually, the CO's path is nonsmooth on such paths at the junction point $A$ of the segments $l_{1}$ and $l_{3}$, which corresponds to a control jump and a discontinuity of the conjugate variables. As a result, the controlled process with the CO's motion along the path $l_{1} l_{3}$ is not an extremal in problem (1)-(4).

Theorem 3. The paths of controlled processes $\xi$ with $\|p\|=0$ on some interval $\Delta$ in the boundary value problem (1), (7)-(9) do not deliver a local minimum in the optimal control problem (1)-(4).

Proof. From the condition $\|p\|=0$ it follows that $\hat{v}=0$, i.e., the CO stands still at the same point for a time $\Delta$. For an arbitrarily small $\varepsilon \in(0,1)$, we reduce the time of staying at this point $\frac{1}{\varepsilon}$-fold, from $\Delta$ to $\varepsilon \Delta$, on the path $y(x)$ corresponding to $\xi$. In this case, the travel time along the rest of the path will increase from $(T-\Delta)$ to $(T-\varepsilon \Delta)$. Let us decrease the CO's velocity $k$-fold, where $k=\frac{T-\varepsilon \Delta}{T-\Delta}$. On such a controlled process corresponding to the constructed path, which is close to $\xi$ in the solution space, the criterion (4) will decrease $k$-fold, $k>1$.

CONTROL OF MOVING OBJECTS AND NAVIGATION

## 2. PROBLEM WITH PATH LENGTH CONSTRAINT

### 2.1. Modifications in the Problem Statement. Boundary Value Problem

If the CO's path length is limited, an additional phase variable $z(t)$ (the path length reached at a time instant $t$ ) is introduced to consider this constraint.

Then the boundary conditions (1) are supplemented by the conditions

$$
\begin{equation*}
z(0)=0, z(T) \leq \ell \tag{10}
\end{equation*}
$$

where $\ell$ is a limit of the CO's path length.
In this case, the system of differential relations (2) also includes the relation

$$
\begin{equation*}
\dot{z}=v . \tag{11}
\end{equation*}
$$

The maximum principle-based analysis of this problem statement leads to the following modifications. In the basic elements (5), the term $p_{z}(\dot{z}-v)$ is added to the Lagrangian $L$, the terms $\lambda_{z_{0}} z(0)$ and $\lambda_{z_{T}}(z(T)-\ell)$ to the terminant $l$, and the term $p_{z} v$ to the Pontryagin function $H$.

For the conjugate system, besides equations (6), we obtain $\dot{p}_{z}=0 \Rightarrow p_{z} \equiv$ const.

The transversality conditions (7) are supplemented by the relations $p_{z}(0)=\lambda_{z_{0}}$ and $p_{z}(T)=-\lambda_{z_{T}}$.

In addition, we have the complementary slackness condition

$$
\begin{equation*}
\lambda_{z_{T}}(z(T)-\ell)=0 \tag{12}
\end{equation*}
$$

and the extra nonnegativity condition

$$
\begin{equation*}
\lambda_{z_{T}} \geq 0 \tag{13}
\end{equation*}
$$

Two different cases are possible depending on the zero cofactor in condition (12).

In the first case, the constraint on the path length is valid: $z(T)=\ell$. Then, due to formulas (10) and (11), the optimal control problem reduces to the boundary value problem

$$
\left\{\begin{array}{l}
\dot{x}=\hat{v} \frac{p_{x}}{\|p\|}, \quad \dot{y}=\hat{v} \frac{p_{y}}{\|p\|}, \dot{z}=\hat{v} \\
\dot{p}_{x}=-\sum_{i=1}^{N} q_{i} \frac{\hat{v}^{2}}{\left(\left(x-a_{i}\right)^{2}+\left(y-b_{i}\right)^{2}\right)^{2}} \cdot\left(x-a_{i}\right) \\
\dot{p}_{y}=-\sum_{i=1}^{N} q_{i} \frac{\hat{v}^{2}}{\left(\left(x-a_{i}\right)^{2}+\left(y-b_{i}\right)^{2}\right)^{2}} \cdot\left(y-b_{i}\right),
\end{array}\right.
$$

where

$$
\hat{v}=\min \left(\max \left(\frac{\|p\|+p_{z}}{\sum_{i=1}^{N} \frac{q_{i}}{\left(x-a_{i}\right)^{2}+\left(y-b_{i}\right)^{2}}}, 0\right), v_{\max }\right)
$$

and

$$
\begin{cases}x(0)=0, & x(T)=0 \\ y(0)=0, & y(T)=1 \\ z(0)=0, & z(T)=l\end{cases}
$$

The computational scheme of the shooting method in this case is as follows. The shooting parameters $p_{0}$, $\psi_{0}$, and $\lambda_{z_{T}}$ are used to specify the initial values for the Cauchy problem:

$$
\left(\begin{array}{c}
p_{x}(0) \\
p_{y}(0) \\
p_{z}(0)
\end{array}\right)=\left(\begin{array}{c}
p_{0} \cos \psi_{0} \\
p_{0} \sin \psi_{0} \\
-\lambda_{z_{T}}
\end{array}\right) .
$$

Then the Cauchy problem is solved, and the residual vector function is calculated:

$$
\left(\begin{array}{c}
x(T) \\
y(T)-1 \\
z(T)-l
\end{array}\right)
$$

Finally, the system of nonlinear equations is solved by the method described in subsection 1.5.

In the second case, where $z(T)<\ell$ (the constraint is invalid), we obtain the boundary value problem (1), (7)-(9), which corresponds to the computational scheme described in subsection 1.6; in addition, however, it is necessary to integrate the variable $z$ in the equation $\dot{z}=\hat{v}, z(0)=0$.

If $z(T)>\ell$ on the resulting solution of the boundary value problem, then the corresponding path is discarded due to its inadmissibility. (This path violates the system of constraints.)

### 2.2. Numerical Simulation Results

To illustrate the effect of the path length constraint on the solutions, we consider a scenario with two detectors located at $(0.2 ; 0.3)$ and $(-0.3 ; 0.4)$ and the constants $q_{i}=1, v_{\max }=0.8$, and $T=2$.

Figure 6a shows three Pontryagin extremals in the problem without the path length constraint. The situation in Fig. 6b corresponds to a rigid path length constraint, which fails on the paths bypassing both detec-
tors on the left or right; consequently, they are removed from the family of admissible solutions. In Fig. 6 c , the constraint is weaker and the paths bypassing both detectors on the same side appear again, but the path length constraint forces the CO to move closer to them compared to Fig. 6a. With further relaxation of the path length constraint, we observe paths with a complete revolution around one of the detectors (Fig.

6 d ); they are disadvantageous in terms of the performance criterion and nonoptimal by Theorem 2.

The best solution for the cases in Figs. 6b-6d is still the bolder green path between the detectors (Fig. $6 a$ ), where the path length constraint is invalid. In contrast, the paths passing between the detectors in Figs. $6 b-6 d$ are not extremals: the non-negativity condition (13) fails on them.


Fig. 6. The effect of the path length constraint on the solution: (a) no constraint, (b) $\ell=1.1$, (c) $\ell=1.25$, and (d) $\ell=1.5$.

The effect of varying the parameters $q_{i}$ on the CO's paths was studied in [26]; according to the simulation results in Fig. 2, it is advantageous for the CO to pass further away from the detector with a higher weight $q_{i}$. This outcome agrees with common sense.

Note also that two identical problems with different values of $v_{\max }$ may have different sets of CO's paths if the limit $v_{\text {max }}$ is reached at least in one of the two cases. For example, see Fig. 5 in [26].

## CONCLUSIONS

For a controlled object ( CO ), the path planning problem with an integral performance criterion (risk) depending on the CO's velocity and the location of several detectors, as well as with an integral path length constraint, has been formalized as an optimal control problem. This problem has been solved by indirect optimization methods based on Pontryagin's maximum principle. The globally optimal path is chosen from the resulting set of extremals, and the optimal velocity law on this path is obtained. Numerical simulation has been carried out to assess the sensitivity of the problem parameters (the coordinates of the detectors and the CO's travel time and path length).

This path planning methodology for a CO in a threat environment can be further applied to the inverse problem of optimizing the arrangement of detectors to counteract the stealthy movements of a CO [27].
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