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Abstract. This paper continues the construction of a fundamentally new class of system area 

networks (dual photon networks) with the following features: non-blocking property and static 

self-routing, high scalability with the maximum achievable speed and a small complexity com-

pared to a full switch, and balancing the scalability-speed and complexity-speed ratios. These 

networks are implemented in an extended circuit basis consisting of dual photon switches and 

separate photon multiplexers and demultiplexers. We propose a method for constructing a fault-

tolerant dual network with the indicated properties based on networks with the quasi-complete 

graph and quasi-complete digraph topologies and the invariant extension method with internal 

parallelization. Also, we propose a method for extending the two-stage dual network designed 

previously into four-stage and eight-stage dual networks with high scalability while maintaining 

the original network period and reducing its exponential complexity. 
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INTRODUCTION  

This paper develops a method for constructing a 

fundamentally new class of system area networks [1–

6], the so-called dual photon networks. They are non-

blocking networks with static self-routing [1–3, 5] and 

can have a given degree of channel fault tolerance [6]. 

In what follows, we propose a method for con-

structing non-blocking self-routing photon networks 

with high scalability. These are dual networks based 

on a non-blocking dual pp switch with a signal peri-

od of p cycles [1–3]. For resolving signal conflicts, the 

dual switch combines the bus method (separation of 

conflicting signals to different cycles in one channel) 

and the switch method (separation of conflicting sig-

nals to different channels). The dual switch is a non-

blocking switch on any input traffic if data bits are 

transmitted with a signal period of p cycles. The dual 

switch was developed by the author’s colleagues [1, 2] 

and then applied and named in the joint publications 

[3–5]. This switch turned out to be a prerequisite for 

constructing non-blocking networks with high scala-

bility and acceptable complexity. 

The dual photon switch transmits signal and con-

trol information in parallel at different frequencies for 

each data bit. This method eliminates the problem of 

synchronizing signals from different channels. 

The photon specifics of such networks consist in 

using in-bit channel virtualization with feedback links 

through delay lines with a duration of one cycle and 

control signals at different frequencies to route indi-

vidual bits. The separation of information signals to 

different cycles is accompanied by the separation of 

the corresponding control information to the same cy-

cles. It is used to route the bits by moving them be-

tween different channels without changing the estab-

lished cycle numbers. 

Throughout the paper, the terms “dual switch” and 

“dual network based on dual switches” imply using 

bits with a period of p cycles in them. These bits en-
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sure the non-blocking property in the first stage of the 

network; in the other stages, they remain by “inertia” 

without using the bus method of conflict resolution. 

The scalability of dual networks is provided using 

networks with the quasi-complete graph or digraph 

topology [4], which are implemented in an extended 

circuit basis consisting of dual photon switches and 

separate photon multiplexers and demultiplexers. In 

[1–3, 5], high scalability was achieved using the invar-

iant extension method of system area networks with 

many additional demultiplexers and multiplexers. 

In the papers [5, 6], a new method for extending 

dual networks by their internal parallelization without 

additional devices was developed and applied for the 

first time. Particularly in [5], a two-stage non-blocking 

network was constructed. It consists of networks with 

the quasi-complete digraph topology with N = p
2
 

channels on each stage, whereas the two-stage non-

blocking network has N 
2
 channels in total. On the oth-

er hand, a two-stage non-blocking network with ( –

 1)-channel fault tolerance was constructed in [6]. It 

consists of networks with the quasi-complete graph 

topology with N = p(p – 1)/  + 1 channels, whereas 

the two-stage fault-tolerant non-blocking network has 

N
 2
 channels. 

Below, we construct four-stage and eight-stage 

fault-tolerant networks by developing and applying the 

generalized method of internal parallelization. In this 

case, the same degree of network scalability is 

achieved as in the invariant method, but without using 

external demultiplexers and multiplexers, and the re-

sulting networks have a significantly smaller complex-

ity. 

This paper is organized as follows. Section 1 brief-

ly considers the non-blocking property and channel 

fault tolerance in modern system area networks. In 

Section 2, following [6], we introduce the notions of 

p-permutations (crucial for proving the non-blocking 

property of four- and eight-stage networks) and repeat 

the proofs of the non-blocking property for two-stage 

networks. Section 3 presents four-stage non-blocking 

self-routing switches with one-channel and two-

channel fault tolerance and their performance charac-

teristics. The method of internal parallelization from 

[5, 6] is generalized for four-stage switches. 

Section 4 compares the performance characteristics 

of four-stage non-blocking self-routing switches based 

on switches with the dual quasi-complete graph and 

digraph topologies. Finally, in Section 5, we construct 

eight-stage non-blocking self-routing switches based 

on switches with the dual quasi-complete graph and 

digraph topologies. Moreover, the method from Sec-

tion 3 is generalized for eight-stage switches. Section 

6 discusses the properties of these networks compared 

to other non-blocking networks (particularly their dis-

advantages and possible ways to overcome them). 

In the Conclusions, we analyze the generalized 

method of internal parallelization, which is the core 

for constructing dual non-blocking networks with high 

scalability and low specific complexity. There are 

three main components of the proposed methodology: 

a non-blocking dual switch, a switch with the quasi-

complete graph or digraph topology based on a dual 

switch, and the method of internal parallelization. 

1. NON-BLOCKING PROPERTY AND FAULT TOLERANCE         

IN SYSTEM AREA NETWORKS 

The problem of constructing non-blocking fault-

tolerant system area networks of supercomputers has 

not been completed solved so far. 

A system area network is non-blocking if for any 

packet permutation, conflict-free paths from sources to 

sinks can be built in it. A system area network is self-

routing if conflict-free paths can be built locally over 

network nodes without their interaction based on rout-

ing information in packets only. Finally, self-routing is 

static if any source can independently choose conflict-

free paths to its sink without interacting with other 

sources. 

The existence of non-blocking networks was 

proved by Clos [7, 8]. Self-routing procedures for non-

blocking Clos networks have not yet been developed. 

However, these networks can be a qualitative measure 

for other non-blocking networks. 

A network in the form of a two-dimensional gener-

alized hypercube with the quasi-complete digraph to-

pology is non-blocking, e.g., in the YARK and RO-

SETTA switches used in several networks of different 

structure: a reconfigurable Clos network [9], a three-

dimensional torus [10], and a hierarchy of complete 

and quasi-complete digraphs [11–13]. Unfortunately, a 

quasi-complete digraph has a small number of chan-

nels N = p
2
, where p is the degree of internal switches, 

and a high switching complexity S  N 
2
, exceeding the 

complexities of a complete digraph and a non-

blocking Clos network (in the latter case, considera-

bly). 



 

 
 

 

 
 

63 CONTROL SCIENCES   No. 5 ● 2021  

INFORMATION TECHNOLOGY IN CONTROL 
 

Modern literature widely describes system area 

networks with the fat tree structure (particularly recon-

figurable Clos networks), the generalized hypercube 

structure, the multidimensional torus structure, and 

system area networks with a hierarchy of complete 

and quasi-complete digraphs. 

Fat-tree networks are reconfigurable networks [9, 

14, 15] with conflict-free transmission only according 

to predetermined schedules for specific packet permu-

tations. In the case of arbitrary permutations, these 

networks turn out to be blocking; permutations in 

them are implemented in several jumps between net-

work nodes. The maximum number of such jumps 

determines the network diameter. In reconfigurable 

Close networks, the diameter equals the number of 

network stages. 

Networks with the generalized hypercube structure 

[16–19] are not even reconfigurable [20, 21]. They can 

be made such by increasing the number of channels in 

some dimensions. Generalized cubes have a diameter 

equal to the number of dimensions or less by 1 in the 

extended hypercube [17, 18]. Generalized hypercubes 

with a doubled number of channels in each dimension 

are reconfigurable networks for two permutations 

simultaneously. Note that an attempt to use a general-

ized hypercube as a non-blocking network for a pho-

ton computer [22] seems to be a very dubious venture. 

For arbitrary permutations, networks with the mul-

tidimensional torus structure cannot transmit packets 

over direct channels [11, 23–25]. They implement 

permutations in several jumps between network nodes. 

Multidimensional tori are the simplest, albeit slowest, 

networks due to their large diameters. For example, 

the networks considered in [11, 23–25] have diameters 

measured in tens of jumps. 

On the contrary, networks with a hierarchy of 

complete or quasi-complete digraphs [10, 12, 26] have 

the smallest diameter of three jumps. Many networks 

with small diameters have appeared recently [27–32]. 

All of them have serious problems with balancing 

network load under channel faults. 

Channel fault tolerance is the network’s ability to 

preserve full availability under channel failures while 

maintaining its original performance characteristics 

(the non-blocking property, transmission delays, or 

network diameter). 

Apparently, only networks with the quasi-complete 

graph topology possess channel fault-tolerance in pure 

form. These networks are isomorphic to such a math-

ematical object as an incomplete balanced symmetric 

block design [33]. These networks have an element 

base of pp switches, 1p demultiplexers, and p1 

multiplexers and are non-blocking networks with stat-

ic self-routing. They have direct channels between 

N = p(p – 1)/ + 1 network users and  different 

channels between any two users [4]. 

In other networks, the restoration of full network 

availability under channel faults is accompanied in one 

way or another by an increase in network transmission 

delays. For example, under channel faults in a recon-

figurable Clos network, the load on the remaining 

channels grows, increasing the number of conflicts 

and delays in the transmission of some packets. 

The TOFY network with the three-dimensional to-

rus structure [25] uses three more dimensions to create 

redundant channels. If some network rings fail, their 

integrity is restored by increasing the network diame-

ter by 1. 

Generalized hypercubes with doubled channels in 

each dimension are one-fault-tolerant networks with a 

constant diameter [19]. 

In networks with a hierarchy of complete or quasi-

complete digraphs [10, 12, 26], if some of the chan-

nels fail, the network’s full availability is restored us-

ing bypass paths with a duration of five jumps. In oth-

er words, the transmission delay increases by a factor 

of 5/3. 

2. DUAL QUASI-COMPLETE GRAPH, P-PERMUTATIONS,        

AND DUAL TWO-STAGE SWITCH 

The dual switch SFN1 with the quasi-complete 

graph topology, SQG(N1, p, ), consists of N1 = p(p –

 1)/ + 1 dual pp switches SSp, N1 input 1p demul-

tiplexers, and N1 output p1 multiplexers [6]. They are 

interconnected using the combinatorial method [4]: 

there are  different paths through different dual 

switches SSp. Figure 1 shows the circuit of an SF4 

switch as an SQG (4, 3, 2) graph with one-channel 

fault tolerance. Two paths are highlighted, connecting 

two randomly selected inputs and outputs, (2, 4) and 

(3, 3). 

Any dual switch SFN1 has the same signal period 

T1 as the dual switch SSp included in it. For the switch 

SFN1, the following performance characteristics are 

calculated: the switching complexity S1, expressed in 

the number of switching points, and the channel com-

plexity, expressed in the number of channels. They are 
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written exponentially through the number of channels 

and are called exponential complexities
1
; see Table 1. 

 

 

  
Fig. 1. Dual quasi-complete switch SF4 with signal period of three 

cycles represented by graph SQG(4, 3, 2): (а) original form with duplex 
channels,  (b) application with simplex channels. Dashed lines and dots 

indicate different paths between selected inputs and outputs.  

 

Table 1 

Performance characteristics of dual switches SFN1          

with one-channel fault tolerance 

p N1 T1 S1 L1 

2 2 2 24 = N1
4.58

 8 = N1
3
 

4 7 4 280 = N1
2.9

 56 = N1
2.07

 

6 15 6 1 260 = N1
2.64

 180 = N1
1.92

 

8 27 8 3 888 = N1
2.51

 432 = N1
1.84

 

 

For the dual switch SFN1 with the quasi-complete 

digraph topology [5], the performance characteristics 

are given in Table 2. They are better than their coun-

terparts from Table 1 but without channel fault toler-

ance. 

 

Table 2 

Performance characteristics of dual switches SFN1 

based on the quasi-complete digraph topology 

p N1 T1 S1 L1 

2 4 2 48 = N1
2.79

 16 = N1
2
 

4 16 4 640 = N1
2.33

 128 = N1
1.75

 

6 36 6 3 024 = N1
2.24

 432 = N1
1.69

 

8 64 8 9 216 = N1
2.19

 1 024 = N1
1.67

 

 

We introduce the notion of p-partitions of packets 

transmitted through some cross-section of a network at 

the multiplexer inputs. All packets are divided into 

                                                           
1 This term was introduced by the author. 

groups of variable composition, each containing at 

most p packets. For a common permutation of packets, 

a 1-partition occurs at the input and output of the 

switch. A transmission in which a 1-partition occurs at 

the network input and a p-partition on a given cross-

section will be called a p-permutation. 

For the dual switch SQG(N1, p, ), this cross-

section is through the inputs of the output multiplexers 

and is called the output cross-section. In Fig. 1, the 

output cross-section is indicated by the vertical dashed 

line. According to the property of the dual switch DSp, 

a p-partition occurs on the output cross-section of the 

dual switch SQG(N1, p, ) for any traffic. 

Lemma 1  [6] .  The dual switch SFN1 with a sig-

nal period of p cycles is a non-blocking switch with 

static self-routing under any common permutation and 

has ( – 1)-channel fault-tolerance. 

The papers [5, 6] developed a method for con-

structing two-stage non-blocking switches with N1
2
 

channels. Consider this method on an example of the 

dual switch SF2 with the dual quasi-complete graph 

topology SQG (2, 2, 2) (Fig. 2). 

 

 

  
Fig. 2. Dual non-blocking switch SF2 with one-channel fault tolerance. 

 

On its basis, a four-channel two-stage network N24 

is constructed. This network contains two SF2 switch-

es on each stage, connected by exchange links (Fig. 3). 

The network is blocking on multiplexers of the first 

stage, highlighted in grey, and loses channel fault tol-

erance on them. 

 

 

  
Fig. 3. Dual two-stage blocking network N24 with exchange links.  
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The network N24 can be transformed into a non-

blocking switch S24 with one-channel fault tolerance 

by internal parallelization [5, 6]. The second stage of 

this switch uses two copies of the second stage of the 

N24 network. On the first stage, multiplexers on the 

cross-sections are eliminated, and their inputs are con-

nected to the inputs of the second stage copies: odd to 

the first copy and even to the second copy. These links 

preserve the order of connecting the channels located 

on the second stage in the network N24. The cut-out 

multiplexers are moved to connect the outputs of the 

second stage copies, forming the output multiplexers 

of the switch S24 (Fig. 4), which becomes a non-

blocking switch with static self-routing and one-

channel fault tolerance. 

In the general case (p  2), the dual switch SFN1 

has the dual quasi-complete graph topology 

SQG(N1, p, ) with a signal period of p cycles. On its 

basis, a two-stage blocking network N2N2 (N2 = N1
2
) is 

constructed, where each stage contains N1 switches 

SFN1 with exchange links between the stages. For in-

ternal parallelization, p copies of the second stage of 

the network N2N2 are formed, and the first stage multi-

plexers are used to combine the same-name outputs of 

the second stage copies.  

 

 

  
Fig. 4. Dual non-blocking self-routing switch S24 with one-channel 

fault tolerance. 

 

On the cross-sections of the first stage, there are pN2 

inputs to the multiplexers. They are renumbered top-

to-bottom by I (1 ≤ I ≤ pN2), and the inputs 

i = I(modp)+1 are  connected to the same-name inputs 

of the ith copy of the second stage, maintaining the 

same arrangement of the switches S1N1 as in the net-

work N2N2. 

Lemma 2. The dual switch S2N2 has a p-

permutation on the indicated cross-section. It is a non-

blocking switch with static routing on any common 

permutation and has ( – 1)-channel fault tolerance. 

The switching and channel complexities of the 

switch S2N2 are given by the recursive formulas 

S2 = N1S1 + pN1S1 and L2 = N1L1 + pN1L1, respective-

ly. The performance characteristics of the switches 

S2N2 for  = 2 are presented in Table 3. Note that the 

exponential complexities decrease compared to Ta-

ble 1. 

 
Table 3 

Performance characteristics of dual switches S2N2 

with one-channel fault tolerance 

p N1 N2 = N1
2 

T2 = p
 

S2 L2
 

2 2 4 2 N2
3.58 

N2
2.9

 

4 7 49 4 N2
2.37

 N2
1.97

 

6 15 225 6 N2
2.18

 N2
1.84

 

8 27 729 8 N2
2.09

 N2
1.77

 

 
The performance characteristics of a dual switch 

S2N2 based on the quasi-complete digraph topology [5] 

are combined in Table 4. They are significantly better 

than in Table 2, but without channel fault tolerance. 

 
Table 4 

Performance characteristics of switches S2N2      

based on the quasi-complete digraph topology 

p N1 N2 = N1
2 

T2 = p
 

S2 L2 

2 4 16 2 N2
2.29 

N2
1.95

 

4 16 256 4 N2
1.96

 N2
1.68

 

6 36 1 296 6 N2
1.89

 N2
1.63

 

8 64 4 096 8 N2
1.86

 N2
1.6

 

 
Also, note that the dual switch S2N2 has two stages 

of output multiplexers containing pN2 and N2 multi-

plexers, respectively. For the purposes of Section 3, 

we cut the switch S2N2 through the inputs of the first 

stage of multiplexers; see the dash-and-dot line in Fig. 4. 
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3. FOUR-STAGE FAULT-TOLERANT NON-BLOCKING            

SELF-ROUTING SWITCH WITH TWO-DIMENSIONAL      

INTERNAL PARALLELIZATION 

In the papers [1–3, 5], the number of channels of a 

non-blocking switch was further increased using the 

invariant extension method with external paralleliza-

tion. This method does not change the signal period. 

However, it is of little use for fault-tolerant non-

blocking switches [6]. 

In this section, we increase the number of channels 

without changing the signal period using the general-

ized method of internal parallelization of the network 

by constructing four-stage switches S4N4 from two-

stage switches S2N2 with the number of channels 

N4 = N2
2
 and the signal period T4 = T2 = p. 

The network is constructed using switches S24 as 

an example (Fig. 4). First, the two-stage network N416 

is created. Each stage in this network consists of four 

copies of the S24 switch, and the stages are intercon-

nected by exchange links (Fig. 5). 

 

 

 

 
Fig. 5. Blocking dual network N416 without channel fault tolerance. 

 

In reality, the network N416 consists of four stages 

SQG(2, 2, 2), which explains the subscript in the nota-

tion. The N416 network is blocking due to possible 

signal conflicts on the two stages of the output multi-

plexers M2 (highlighted in grey). There are two layers 

of such multiplexers, W4 = 48 in total. In addition, 

channel fault tolerance is violated on them. The dash-

and-dot cut is made through the inputs to the first 

stage (Fig. 5). For this cut, the notion of a p-

permutation has been formulated in Section 2.  

Then the network N416 is created. It contains the 

first stage of the network N416 and two copies of the 

second stage of the network N416. One parallel circuit 

of the first dimension is created in the network N416 

(Fig. 6). For this, the outer layer highlighted in pale 

grey is first cut out with W2
*
 = 16 multiplexers M2 in 

total. They remain unconnected for now. Then the 

multiplexers M2 of the inner layer highlighted in dark 

grey are cut out, and their odd inputs are routed to the 

inputs of two second-stage copies of the network 

N416. In this case, the W4,1 = 16 cut multiplexers com-

bine the outputs of these two copies.  

The remaining W4,2 = 16 multiplexers M2 high-

lighted in dark grey are used to create the second par-

allel circuit of the first dimension in the same way 

(Fig. 7). Their even inputs are routed to the inputs of 

two additional copies of the second stage of the net-

work N416. 

Looking ahead, note that Figs. 6 and 7 show the 

new connections of the multiplexers of the first and 

second layers. They define the combination of the first 

dimension circuits into the second dimension circuit. 

As a result, two circuits of the first dimension are 

constructed, each consisting of two switches S24 con-

nected in parallel. (The connections of the second cir-

cuit of the first dimension are not shown in Fig. 8.) 

The two circuits of the first dimension form a two-

dimensional circuit. The outputs of the two-

dimensional circuit combine W2
*
 = 16 multiplexers 

highlighted in pale grey, forming the outputs of the 

switch S416. In Fig. 8, the latter connections are indi-

cated by dotted lines and are shown completely in one 

copy only due to the lack of space. (They can be found 

in Figs. 6 and 7.) 

The resulting sixteen-channel network consists of 

16 copies of the switch S24 connected in parallel. 

Their inputs receive sparse alternative direct p-

permutations implemented without conflict according 

to a single static schedule; see Lemma 2. (Alternatives 

p-permutations intersect neither in inputs nor outputs.) 

The paths between sources and sinks in switches S24 

follow two subpaths through different circuits of the 

first dimension. Therefore, the switch S24 has one-

channel fault tolerance since p =  = 2. 
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Fig. 6. Constructing the first circuit of the first dimension. Multiplexers of network N416 not used in this circuit are shown on the left. 
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Fig. 7. Constructing the second circuit of the first dimension using the multiplexers not included in the first circuit of the first dimension. 
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Fig. 8. Non-blocking dual switch S416 with one-channel fault tolerance. 
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In the general case (p > 2 and   2), the network 

N4N4 is first constructed. It consists of two stages with 

N2 switches S2N2 in each, connected by exchange 

links. This network has N4 = N2
2
 channels, and signals 

can conflict at output multiplexers Mp. Therefore, it is 

a blocking network without channel fault tolerance. 

The first stage of the network N4N4 has two layers 

of output multiplexers Mp, W4 = N2V2 = N4(p+1) in 

total. The first inner layer of multiplexers Mp contains 

W4,1 = pN4 multiplexers Mp, which together have p
2
N4 

inputs. 

Then the network N4N4 is created. It contains the 

first stage of the network N4N4 and p
2
 copies of the 

second stage of the network N4N4. The network N4N4 

is constructed with the following structure: copies of 

the second stage of the network N4N4 form p circuits 

of the first dimension, and all together, they form the 

circuit of the second dimension. 

The network N4N4 contains p
2
N2 switches S2N2, 

which have p
2
N4 inputs in total. Further, both layers of 

multiplexers Mp in the first stage of the network N4N4 

are cut out, and the inputs of the first layer of multi-

plexers Mp are connected to the inputs of switches 

S2N2. This is possible since the latter and former have 

the same number of inputs. 

We divide the p
2 

copies of the second stage of the 

network N4N4 in the network N4N4 into p groups, de-

noting by G (1 ≤ G ≤ p) the group number and by I 

(1 ≤ I ≤ p) the copy number. In fact, G is the circuit 

number of the first dimension, and I is the copy num-

ber in the first dimension circuit. 

In addition, we introduce the following notations: J 

(1 ≤ J ≤ N2) is the number of the switch S2N2 in the 

first dimension circuit, and K (1 ≤ K ≤ N2) is the input 

number of each such switch S2N2. Thus, the input of 

any switch S2N2 is given by the composite number G, 

I, J, K. 

Also, we denote by i (0 ≤ i ≤ p – 1) the modp input 

number of each multiplexer Mp in their first layer. 

Each switch in the first stage of the network N4N4 con-

tains pN2 such multiplexers Mp. We divide them into 

N2 groups, denoting by g (1 ≤ g ≤ N2) the group num-

ber and by j (1 ≤ j ≤ p) the number of the multiplexer 

Mp in the group. Let k (1 ≤ k ≤ N2) denote the number 

of the switch S2N2 in the first stage of the network 

N4N4. Thus, the input of any multiplexer Mp in the 

first layer is given by the composite number i, g, j, k. 

An arbitrary input of the multiplexer Mp with the 

number i, g, j, k is connected to the input of the switch 

S2N2 with the number G, I, J, K, where G = i + 1, 

I = j, J = g, and K = k. As a result, p
2
N2 switches S2N2 

are connected in parallel, and their inputs receive 

sparse disjoint direct p-permutations. 

The cut-out multiplexers Mp of the first layer 

combine the outputs of the first dimension circuits. 

The cut-out multiplexers Mp of the second layer com-

bine the outputs of the p circuits of the first dimension, 

forming the outputs of the second-level circuit (the 

outputs of the switch S4N4). 

Switches S4N4 have the following property. 

Lemma 3. The dual switch S4N4 is a non-

blocking switch with static routing on any common 

permutation for any p. It has ( – 1)-channel fault tol-

erance.  

P  r  o  o  f . The first statement is based on using the 

switch S2N2 and Lemma 2. The second statement is based 

on the non-blocking property of the switch S2N2 and the fact 

that the p-permutation on the cross-section consists of 

sparse 1-permutations separated to different channels and 

cycles.  

According to the assignment G = i+1, different inputs 

of one multiplexer in the first layer are connected to differ-

ent one-dimensional circuits (different copies of the second 

stage of the network N4N4), and the inputs of different mul-

tiplexers are connected to the inputs of different switches 

S2N2 in the second stage of the network N4N4. In other 

words, there are  different paths of switches S2N2 along p 

different paths in the switch S4N4. Due to p  , the latter 

switch is therefore ( – 1)-channel fault-tolerant. ♦ 

As a result, the non-blocking self-routing switch 

S4N4 with N4 = N2
2
 channels and ( – 1)-channel fault 

tolerance has the performance characteristics shown in 

Tables 5 and 6. They are calculated using the recursive 

formulas S4 = N2S2 + p
2
N2S2 and L4 = N2L2 + p

2
N2L2. 

The switch S4N4 has four layers of output multiplexers 

Mp, V4 = N4(p
4
 – 1)/(p – 1) in total. 

Note the further decrease in the exponential 

switching and channel complexities of the switch S4N4 

(Table 4) compared to the switch S2N2 (Table 2). 

Abandoning the requirement of channel fault toler-

ance, we can construct a non-blocking self-routing 

switch S4N4 based on the switch with the quasi-

complete digraph topology. Its performance character-

istics are presented in Table 7. Compared to the fault-

tolerant modifications, it has more channels and 

smaller complexity. In addition, the entire set of 

switches has switching and channel complexities less 

than those of a two-stage switch based on a switch 

with the complete graph topology (Table 3) and less 

than those of a switch with the complete graph topolo-

gy (switchboard). 
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4. EIGHT-STAGE NON-BLOCKING SWITCHES             

WITH FOUR-DIMENSIONAL INTERNAL PARALLELIZATION 

BASED ON THE GRAPH AND DIGRAPH TOPOLOGIES 

The method of extending two-stage switches S2N2 

into four-stage switches S4N4 can be generalized to 

construct  eight-stage  switches  S8N8   from  four-stage 

switches S4N4. 

First, the network N8N8 is constructed. It consists 

of two stages with N4 switches S4N4 in each, connected 

by exchange links. This network has N8 = N4
2
 chan-

nels, and signals can conflict at output multiplexers

 Mp of the first stage. Therefore, it is a blocking net-

work without channel fault tolerance. 

The first stage of the network N8N8 has four layers 

of output multiplexers Mp, W8 = N4V4= N8(p
4
 – 1)/(p –

 1) in total. The first inner layer of multiplexers Mp 

contains W8,1 = p
3
N8 multiplexers Mp, which together 

have p
4
N8 inputs. 

Then the network N8N8 is created. It contains p
4
 co 

pies of the second stage of the network N8N8. The 

network N8N8 is created with the following structure. 

The second stage copies of the network N8N8, p in 

total, form the circuit of the first dimension, and p  

circuits  of  the  first  dimension form the second 

 

Table 5 

Performance characteristics of dual switches S4N4 with one-channel fault 

tolerance 

p N1 N4 = N1
4 

T4 = p
 

S4 L4 

2 2 16 2 2 720 = N4
2.85 

1 120 = N4
2.53

 

3 4 256 3 238 080 = N4
2.23 

69 120 = N4
2.01

 

4 7 2 401 4 8 000 132 = N4
2.04

 1 795 948 = N4
1.85

 

5 11 14 641 5 1.35E+08 = N4
1.95

 24 743 290 = N4
1.77

 

6 15 65 536 6 1.41E+09 = N4
1.9

 2.18E+08 = N4
1.73

 

7 21 194 481 7 8.64E+09 = N4
1.88

 1.16E+09 = N4
1.71

 

8 27 531 441 8 4.45E+10 = N4
1.86

 5.25E+09 = N4
1.7

 

 
Table 6 

Performance characteristics of dual switches S4N4 with two-channel fault 

tolerance 

p N1 N4 = N1
4 

T4 = p
 

S4 L4 

3 3 81 3 75 330 = N4
2.56

 21 870 = N4
2.27

 

4 5 625 4 2 082 500 = N4
2.26

 467 500 = N4
2.03

 

5 7 2 401 5 22 161 230 = N4
2.17

 4 057 690 = N4
1.95

 

6 11 14 641 6 3.15E+08 = N4
2.04

 48 754 530 = N4
1.85

 

7 15 50 625 7 2.25E+09 = N4
1.99

 3.01E+08 = N4
1.8

 

8 19 130 321 8 1.09E+10 = N4
1.96

 1.29E+09 = N4
1.78

 
 

dimension circuit. Similarly, the 

third dimension circuit consists of 

p second dimension circuits, and 

the fourth dimension circuit con-

sists of p third dimension circuits. 

The network N8N8 contains 

p
4
N4 switches S4N4, which have 

p
4
N8 inputs in total. Further, all 

four layers of multiplexers Mp in 

the first stage of the network N8N8 

are cut out, and the inputs of the 

first layer of multiplexers Mp are 

connected to the inputs of switch-

es S4N4. This is possible since the 

latter and former have the same 

number of inputs. 

We divide the p
4
 copies of the 

second stage of the network N8N8 

in the network N8N8 into p
3
 

groups, denoting by G 

(1 ≤ G ≤ p
3
) the group number 

and by I (1 ≤ I ≤ p) the number in 

the group. In fact, G is the circuit 

number of the first dimension, and 

I is the copy number of S4N4 in 

the first dimension circuit. 

 

Table 7 

Performance characteristics of dual switches S4N4 based on the digraph topology 

p N1 N2 = N1
2
 = p

4 
N4 = N2

4
 = p

8
 T4 = p S4 L4 

2 4 16 256 2 43 520 = N4
1.93 

17 920 = N4
1.77 

3 9 81 6 561 3 6 101 730 = N4
1.78 

1 771 470 = N4
1.64 

4 16 256 65 536 4 2.18E+08 = N4
1.73 

49 020 928 = N4
1.60 

5 25 625 390 625 5 3.61E+09 = N4
1.71 

6.6E+08 = N4
1.58 

6 36 1 296 1 679 616 6 3.62E+10 = N4
1.70 

5.59E+09 = N4
1.57 

7 49 2 401 5 764 801 7 2.56E+11 = N4
1.69 

3.43E+10 = N4
1.56 

8 64 4 096 16 777 216 8 1.4E+12 = N4
1.68 

1.66E+11 = N4
1.55 



 

 
 

 

 
 

INFORMATION TECHNOLOGY IN CONTROL 

72 CONTROL SCIENCES   No. 5 ● 2021  

In addition, we introduce the following notations: J 

(1 ≤ J ≤ N4) is the number of the switch S4N4 in the 

first dimension circuit, and K (1 ≤ K ≤ N4) is the input 

number of each such switch S4N4. Thus, the input of 

any switch S4N4 is given by the composite number G, 

I, J, K. 

Also, we denote by i (0 ≤ i ≤ p – 1) the modp input 

number of each multiplexer Mp in their first layer. 

Each switch in the first stage of the network N8N8 con-

tains p
3
N4 such multiplexers Mp. We divide them into 

N4 groups, denoting by g (1 ≤ g ≤ N4) the group num-

ber and by j (1 ≤ j ≤ p) the number of the multiplexer 

Mp in the group. 

Let k (1 ≤ k ≤ N4) denote the number of the switch 

S4N4 in the first stage of the network N8N8. Thus, the 

input of any multiplexer Mp in the first layer is given 

by the composite number i, g, j, k. For this purpose, all 

layers of multiplexers Mp in the first stage of the net-

work N8N8 are cut out. The first inner layer contains 

W8,1 = N4p
3
 multiplexers Mp, and their inputs are con-

nected to the inputs of switches S4N4 in the network 

N8N8. 

An arbitrary input of the first layer multiplexer Mp 

with the number i, g, j, k is connected to the input of 

the switch S4N4 with the number G, I, J, K, where 

G = i + 1, I = j, J = g, and K = k. As a result, p
4
N4 

switches S4N4 are connected in parallel, and their in-

puts receive sparse disjoint direct p-permutations. 

The cut-out multiplexers Mp of the first layer 

combine the outputs of the p
3
 first dimension circuits. 

The cut-out multiplexers Mp of the second layer com-

bine the outputs of the first dimension circuits with the 

same number G, forming the outputs of the second-

level circuits with this number. The cut-out multiplex-

ers Mp of the third layer combine the outputs of the 

second dimension circuits with the same numbers G, 

forming the outputs of the third-level circuits with this 

number. The cut-out multiplexers Mp of the fourth 

layer combine the outputs of the third dimension cir-

cuits, forming the outputs of the switch S8N8. 

Switches S8N8 have the following property. 

Lemma 4. The dual switch S8N8 is a non-

blocking switch with static routing on any common 

permutation for any p. It has ( – 1)-channel fault tol-

erance.  

P r  o o f . The first statement is based on using the 

switch S4N4 and Lemma 3. The second statement is based 

on the non-blocking property of the switch S4N4 and the fact 

that the p-permutation on the cross-section consists of 

sparse 1-permutations separated to different channels and 

cycles.  

Channel fault-tolerance holds since the paths between 

sources and sinks in the switch S4N4 are through different  

 
Table 8 

Performance characteristics of dual switches S8N8 with one-channel fault tolerance 

p N1 N8 = N1
8 

T8 = p
 

S8 L8 

2 2 256 2 739 840 = N8
2.44

 304 640 = N8
2.28

 

3 4 65 536 3 4.998E+09 = N8
2.01 

1.451E+09 = N8
1.9

 

4 7 5 764 801 4 4.937E+12 = N8
1.88

 1.108E+12 = N8
1.78

 

 

Table 9 

Performance characteristics of dual switches S8N8 with two-channel fault tolerance 

p N1 N8 = N1
8 

T8 = p
 

S8 L8 

3 3 6 561 3 500 341 860 = N8
2.28

 145 260 540 = N8
2.14

 

4 5 390 625 4 3.345E+11 = N8
2.06 

7.509E+10 = N8
1.94

 

5 7 5 764 801 5 3.331E+13 = N8
2
 6.099E+12 = N8

1.89
 

 

Table 10 

Performance characteristics of dual switches S8N8 based on the digraph topology 

p N1 N8 = N1
8 

T8 = p
 

S8 L8 

2 4 65 536 2 189 399 040 = N8
1.72 

77 987 840 = N8
1.64

 

3 9 5 764 801 3 3.283E+12 = N8
1.64

 9.531E+11 = N8
1.57

 

4 16 4.29E+09 4 3.678E+15 = N8
1.62

 8.256E+14 = N8
1.55

 
 

circuits of each dimension and 

p  . 

The resulting non-blocking 

self-routing switch S8N8 in-

cludes N8 = N4
2
 channels and 

is ( – 1)-channel fault-

tolerant. ♦ 
 The switch S8N8 has 

eight layers of output multi-
plexers Mp, V8 = N8(p

8
 –

 1)/(p – 1) in total. 

Tables 8–10 present the 

performance characteristics 

of the fastest modifications 

of the switch S8N8 for  = 2 

and  = 3. The switching 

and channel complexities 

are calculated by the recur-

sive formulas S8 = N4S4 +  

p
4
N4S4  and L8 = N4L4 + 

p
4
N4L4, respectively. Note 

that the switching and chan-

nel complexities of the 

switch S8N8 based on a di-

graph can be made signifi-

cantly less than those of a 

lumped switch with the 

complete graph topology.  
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5. ANALYSIS OF THE RESULTS. PRACTICAL 

DEVELOPMENT OF THE CONSTRUCTED NETWORKS 

This paper has proposed a method for constructing 

a new class of non-blocking self-routing photon net-

works with high scalability. These are the so-called 

dual networks based on a non-blocking dual pp 

switch with a signal period of p cycles. 

The dual switch is used as an integral part of the 

non-blocking self-routing N1N1 switch S1N1 with the 

quasi-complete graph or digraph topology. In the for-

mer case, the number of channels is N1 = p(p –

 1)/ + 1, and ( – 1)-channel fault tolerance can be 

provided. In the latter case, the number of channels is 

N1 = p
2
, which can be even increased. The switch with 

the quasi-complete (di)graph topology consists of N1 

dual pp switches together with N1 1p demultiplexers 

Dp and p1 multiplexers Mp without delay lines. The 

switching complexity of S1N1 is given by 

S1 = N1(S0 + 2p). The signal period T1 of the switch 

S1N1 equals that of the dual switch: T1 = p. 

Switches S1N1 form two stages to construct a 

blocking N2N2 network N2N2 with N2 = N1
2
 channels. 

Each stage consists of N1 N1N1 switches, and the 

channels between the stages are built using exchange 

links. The network N2N2 is transformed into a non-

blocking self-routing two-stage switch S2N2 by one-

dimensional internal parallelization. 

If the N1N1 switch is based on a quasi-complete 

graph, the switch S2N2 has ( – 1)-channel fault toler-

ance since p  . The switching and channel complex-

ities of the switch S2N2 are given by the recursive for-

mulas S2 = N1S1+pN1S1 and L2 = N1L1 + pN1L1, respec-

tively. By construction, the signal period T2 of the 

switch S2N2 equals that of the switch S1N1: T2 = T1 = p. 

If the N1N1 switch is based on a quasi-complete 

graph, the four-stage switch S4N4 has ( – 1)-channel 

fault tolerance since p  . The switching and channel 

complexities of the switch S4N4 are given by the recur-

sive formulas S4 = N2S2+p
2
N2S2 and L4 = N2L2+p

2
N2L2, 

respectively. By construction, the signal period T4 of 

the switch S4N4 equals that of the switch S2N2: 

T4 = T2 = p. 

Similarly, switches S4N4 form two stages to con-

struct a blocking N8N8 network N8N8 with 

N8 = N4
2
= N1

8
 channels. Each stage consists of N4 

switches S4N4, and the channels between the stages are 

built using exchange links. 

The network N8N8 is transformed into a non-

blocking self-routing two-stage switch S8N8 by four-

dimensional internal parallelization. 

If the N1N1 switch is based on a quasi-complete 

graph, then the eight-stage switch S8N8 has ( – 1)-

channel fault tolerance as well. The switching and 

channel complexities of the switch S8N8 are given by 

the recursive formulas S8 = N4S4 + p
4
N4S4 and 

L8 = N4L4 + p
4
N4L4, respectively. By construction, the 

signal period T8 of the switch S8N8 equals that of the 

switch S4N4: T8 = T4 = p. 

The performance characteristics of the switches 

S2N2, S4N4, and S8N8 have several degrees of freedom. 

First of all, the number of channels grows with in-

creasing the base p, and the speed decreases. In addi-

tion, the exponential complexity decreases with in-

creasing the base p, and the speed can be traded for 

complexity. Also, more channels due to increasing the 

number of stages reduce the exponential complexity. 

The proposed method allows constructing non-

blocking self-routing networks with a self-similar 

structure. The switch S2N2 consists of dual switches 

S1N1 with the dual graph or digraph topology and uses 

one-dimensional internal parallelization. In turn, the 

switch S4N4 consists of switches S2N2 and uses two-

dimensional internal parallelization. Finally, the 

switch S8N8 is composed of switches S4N4 and uses 

four-dimensional internal parallelization. All these 

switches inherit the basic properties of the switch 

S1N1, such as the non-blocking property under static 

self-routing and channel fault tolerance (if necessary), 

but with significantly less complexity. 

The high scalability of non-blocking switches can 

also be achieved by repeated application of the invari-

ant extension method to the switch S1N1 with the di-

graph topology based on a conventional pp switch. 

Such extended switches have a signal period of one 

cycle but increased complexity. Table 11 compares 

the switching complexity of dual switches S4N4 and 

S8N8 and extended switches S1N1. Clearly, the switch-

ing complexity of dual switches is by several orders of 

magnitude lower. 

Note that the dual switch resolves conflicts by the 

bus method only in the first stage of the switch S1N1. 

All other conflicts in all stages are prevented using 

internal parallelization, and the dual switches in them 

are used as common pp switches. Therefore, it seems 

reasonable to use the dual switch in its original form 

[1–3] (the multiplexer–demultiplexer pair): its switch-

ing complexity is p times less. This approach will re-

duce the switching complexity of the dual switches 

S4N4 and S8N8 by several times (1.5–4.5). 

Note that for small p, the complexity of the fault-

tolerant switches S2N2 and S4N4 is greater than that of 

the complete graph; for large p, it is smaller. In this 
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Table 11 

Complexity analysis: dual switches vs. extended digraphs 

Switching complexities of non-blocking four-stage switches (S4, D) 

and extended switches based on the quasi-complete digraph topology (SРО) 

p N4 Dual switch S4N4  

S4, D 

Extended switch S1N1 

SРО 

Ratio  

SРО/S4, D 

2 256 46 080 = N4
1.94

 261 120 = N4
2.25

 5.67 

3 6 561 6 298 560 = N4
1.78

 129 120 480 = N4
2.12

 20.5 

4 65 536 22 282 400 = N4
1.74

 11 453 071 360 = N4
2.09

 514 

Switching complexities of non-blocking eight-stage switches (S8, D) 

and extended switches based on the quasi-complete digraph topology (SРО) 

p N8 Dual switch S8N8 

S8, D 

Extended switch S1N1 

SРО 

Ratio SРО/S8, D 

2 65 536 18 939 9040 = N8
1.72

 17 179 607 040 = N8
2.12

 85.7 

3 43 046 721 3.283E+12 = N8
1.64

 5.55822E+15 = N8
2.06

 1 640 

4 4.29E+09 3.678E+15 = N8
1.62

 4.91906E+19 = N8
2.04

 13 107 
 

 

case, the complexity of switches S8N8 is significantly 

less than that of the complete graph for any p. We em-

phasize the performance characteristics of the switch 

S8N8 for p = 2 and  = 1. With N8 = 65 536 channels 

and half the speed, its switching complexity is compa-

rable to that of a five-stage non-blocking Clos network 

based on a 64-channel YARC router [9] with N = 

32 768 channels constructed as a non-blocking net-

work [7, 8]. The complexity of this non-blocking Clos 

network is estimated as S = N 
1.73

. However, this net-

work has no parallel static or dynamic self-routing 

procedures. The other switches S8N8 with p > 2 and 

 = 1 have even lower switching complexity and high-

er scalability but with lower speed. 

The p-times reduced speed of the switches S2N2, 

S4N4, and S8N8 can be compensated by different proto-

cols. It is possible to choose processors with p inde-

pendent ports, divide packets into p parts and transmit 

them in parallel. The high scalability of these switches 

supports such an operation mode, albeit by reducing 

the number of users by p times and increasing the 

network complexity. An alternative is to apply the 

parallel-serial method for transmitting packets over p 

lines, as in the PCI Express protocol, without reducing 

the number of users. 

A shortcoming of the switches S1N1, S2N2, S4N4, 

and S8N8 is their optimization for the conflict-free im-

plementation of arbitrary permutations. What will be 

their behavior on arbitrary traffic? To determine it, we 

can assign the one-channel property to the multiplex-

ers in the output stages. When receiving several input 

packets, such a multiplexer passes only one packet and 

blocks the others. The blocked packets not acknowl-

edged by sinks are re-transmitted by the sources. 

A considerable disadvantage of the proposed 

method is the need for parallel transmission of signal 

and control information, which significantly increases 

the required bandwidth. This disadvantage is not fatal 

for photon switches since an optical cable can simul-

taneously carry hundreds of different frequencies. 

However, this disadvantage can be generally eliminat-

ed with bit synchronization of signals from different 

channels. This can be done using the method [34, 35], 

locating the mutual arrangement of sources and sinks 

and the corresponding transmission delays from the 

sources. In this case, control information for dual 

switches and demultiplexers can be transmitted, as 

usual, in the form of sets of bits in the packet header. 

A pleasant bonus of bit synchronization is the abil-

ity to construct an arithmetic logic unit (ALU) in the 

channel at each sink’s input using network means. 

Such ALUs were developed for computing in the 

common channel [36]. For implementing them, it is 

necessary to transmit through the channel the digit 

values in the two-signal form: along two lines with 

active signals for values 0 and 1 in each. In the net-

work ALU, an operation is performed over the number 

arriving through the channel and the number at the 

sink; the result is formed in the channel after the ALU. 

In the channel, it is possible to perform addition, mul-

tiplication, and any bitwise logical operations, includ-

ing finding the maximum (minimum). 
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CONCLUSIONS 

This paper has proposed a method for constructing 

non-blocking fault-tolerant photon networks with high 

scalability, considered in [5], but with much less com-

plexity. This method is based on three main compo-

nents: 

 A p-channel dual switch with a signal period of 

p cycles, which turns out to be non-blocking on any 

input traffic (a prerequisite for constructing more 

complex non-blocking networks). 

 A switch with the quasi-complete graph or di-

graph topology and a dual switch inside. As a result, 

the non-blocking property is maintained, and channel 

fault tolerance and higher scalability during cascading 

are provided compared to a pure dual switch. 

 Internal parallelization to maintain the non-

blocking property by preventing conflicts and main-

taining fault tolerance, which provides high scalability 

when cascading non-blocking networks. 

In the paper [5], scaling was implemented by cas-

cade application of the invariant extension method 

with additional external multiplexers and demultiplex-

ers. In this paper, scaling has been implemented by 

cascading smaller non-blocking networks and apply-

ing the generalized internal parallelization method at 

each cascading step. 

The cascading of a non-blocking network with N 

channels is performed by constructing a blocking net-

work with N 
2
 channels. This network consists of two 

stages with exchange links with N original non-

blocking networks in each. Interlocks in this two-stage 

network occur at the output multiplexers of the first 

stage. These interlocks are prevented by separating the 

conflicting channels to multiple copies of the second 

stage and moving the multiplexers to the outputs by 

the second stage part responsible for packet routing. 

No conflicts occur in this part of the network since it 

consists of copies of non-blocking subnetworks that 

route sparse permutations. Sparse permutations are 

united into a complete permutation on a network with 

N 
2
 channels by the moved stages of multiplexers 

without conflict. 

During the first cascading [5], internal paralleliza-

tion is performed using p second stage copies and a 

one-layer stage of output multiplexers. When con-

structing a non-blocking network with N 
4
 channels, 

the second cascading is performed using p
2
 second 

stage copies and a two-layer stage of the output multi-

plexers. When constructing a non-blocking network 

with N 
8
 channels, the third cascading is performed 

using p
4
 second stage copies and a four-layer stage of 

the output multiplexers. Thus, we have designed non-

blocking two-, four-, and eight-stage networks with 

stages consisting of non-blocking dual networks with 

the quasi-complete graph or digraph topology. 

During each cascading, internal parallelization 

maintains the signal period and reduces the specific 

complexity of the non-blocking network. In particular, 

we have constructed non-blocking networks with a 

specific complexity not exceeding that of the theoreti-

cal non-blocking Clos network. 

This method can be a fundamental base for con-

structing practical non-blocking switches with high 

scalability, static self-routing, and channel fault toler-

ance.  
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