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Abstract. The concept and essence of an organizational system are discussed. A general charac-

terization of this concept is provided within the theory of control in organizational systems. Sev-

eral attributes are indicated to classify a given system as an organizational one (the description 

principle of organizational systems). A mathematical model of a general organizational system is 

described, with an illustrative example based on the Cournot duopoly. Extended examples of 

some classes of organizational systems specified using this principle are presented. Such classes 

include special-purpose organizational and technical systems, queuing organizational systems, 

and ecological-economic organizational systems. Typical representatives of each class are de-

scribed within the general model proposed. This paper has a methodological focus and is intended 

to define a standard description of organizational systems. 
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INTRODUCTION 

The topicality of organizational control problems is 

beyond doubt: the quality of this control determines 

labor productivity, economic growth, and thus gov-

ernment capabilities and the welfare of the population. 

The Philosophical Encyclopedic Dictionary gives 

the following definition of organization: 1) internal 

orderliness, the consistency of interaction between 

more or less differentiated and autonomous parts of a 

whole, conditioned by its structure; 2) a totality of 

processes or actions leading to the formation and im-

provement of interrelations between the parts of a 

whole; 3) an association of people jointly implement-

ing some program or goal and acting based on certain 

procedures and rules [1]. The totality of these proce-

dures and rules is called a mechanism of functioning. 

The third meaning of the term “organization” is the 

definition of an organizational system. Methodology 

uses a similar definition [2]: organization is a complex 

activity with the goal of creating internal orderliness, 

the consistency of interaction of more or less differen-

tiated and autonomous elements of the subject of this 

activity (in particular, by forming and maintaining in-

terrelations with specified characteristics between the-

se elements). 

Formal models of organization control are provid-

ed by the theories of active systems and control in or-

ganizational systems (OSs) [3, 4], the information the-

ory of hierarchical systems [5–8], contract theory and 

mechanism design [9], and the theory of sustainable 

management of active systems [10–12]. The possibili-

ties of using artificial neural networks in the study of 

hierarchical organizational systems were shown in 

[13]. To a large extent, we agree with the author’s 

opinion [13] that multistage hierarchical games of 

many persons represent the LANGUAGE of organi-

zational systems control, although models of this con-

trol theory involve other mathematical constructs as 

well. According to the fundamental monograph on the 

theory of control in organizations (TCO) [4], the ob-

ject of research is OSs, the subject of research is con-

trol mechanisms, and the main method of research is 

mathematical modeling. Following this approach, the 

main attention in [4] was paid to control problems and 

control mechanisms, namely, control of the staff and 

structure of OSs, institutional control of activity con-

straints and norms, motivational control of interests 

and preferences, informational control, and control of 

the order of functioning (the sequence of acquiring 

information and choosing strategies by agents). Final-

ly, the OS model is defined by specifying its staff (a 

set of OS participants), structure (a set of various rela-
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tions between OS participants), a set of feasible strate-

gies of OS participants, their preferences, awareness, 

and the order of functioning.  

Meanwhile, where is the watershed between the 

approaches of management and TCO? This issue re-

mains unsettled. Another question deserving a clear 

answer is: what kind of system can be considered an 

organizational system? Indeed, many complex systems 

of the real world are not such.  

This paper has the following contribution: 

 The essence of organizational systems is de-

scribed, and their mathematical formalization defining 

the TCO approach is proposed. 

 Several attributes are indicated to classify a given 

system as an organizational one (the description prin-

ciple of organizational systems). 

 In accordance with this principle, some classes of 

organizational systems are identified and characterized 

in detail. 

In Section 1, we describe the essence of organiza-

tional systems as well as their attributes and general 

mathematical model. In Section 2, the description 

principle of classes of organizational systems is con-

sidered. Section 3 gives extended examples of some 

classes of organizational systems obtained by applying 

this principle. The results and perspectives are dis-

cussed in the Conclusions.  

1. THE ESSENCE AND ATTRIBUTES OF 

ORGANIZATIONAL SYSTEMS 

The following definition was given in the remark-

able book [14]: a social system is a dynamic set of 

autonomous individuals pursuing their goals in inter-

action with an environment. This definition is quite 

close to what should be understood by an OS. Howev-

er, since any complex concept is a synthesis of many 

definitions, it seems more convenient to define an OS 

in a detailed way through its mathematical model. This 

model synthesizes the description from [3, 4] (see the 

Introduction) and the active network model from [15], 

with some essential refinements and additions. We 

suppose that an OS consists of a control (active) sub-

system and a controlled subsystem. (Note that such a 

structure includes organizational and technical systems 

as well.) The OS model has the form 

, , , , , , , ,N A Х I U S  F  J R             (1.1) 

with the following notation: 

0, 1, ,{ ... }N  n  is the set of active agents, which 

form the staff of the OS control subsystem. The num-

ber 0 is associated with a selected agent (Principal), 

representing a single agent for the time being. 

,{( )}A  i j  is the set of different-type links be-

tween active agents ,i j N . A directed graph 

,( )D N A  defines the structure of OS links, which 

are defined by subordination relations as well as sub-

stance, energy, and information flows.  

X is the state set of the controlled subsystem of the 

OS (a subset of some topological vector space).  

0 1 nI I I ...× I   , where iI  is the information 

available to agent i about the OS and its environment. 

Since the deterministic model (1.1) is considered, in 

contrast to [16], this information contains the agent’s 

beliefs about the actions of other agents and their pay-

off functions as well as about the controlled subsys-

tem’s state. All agents, including the Principal, strive 

to maximize their payoffs; in the presence of ambigui-

ty, they are guided by the principle of guaranteed re-

sult [8]. 

0 1 nU =U ×U ×...×U , where iU  is the set of feasi-

ble actions of agent i (a subset of some finite-

dimensional space [8]).  

0 1 ... nS S S S    , where iS  is the set of feasible 

strategies of agent i. A feasible strategy i is S  is a 

mapping i i is : I U  that determines the choice of a 

feasible action by agent i depending on the infor-

mation available to him/her.  

F  is a rule of changing the states under the actions 

of active agents. It can be a system of algebraic, dif-

ferential or difference equations, or an algorithm that 

explicitly defines the transitions between the con-

trolled subsystem’s states. This rule can be treated as a 

generalized operator acting in the state space. 

0 1( , ,..., )nJ J J J  is the set of payoff functionals 

of active agents. A mapping :iJ U X   defines 

the payoff of agent i depending on the actions of all 

agents and the current state of the controlled subsys-

tem. An efficiency criterion of the entire organization 

is the value of a Principal’s payoff functional, which 

generally depends on the actions of all agents and the 

state of the controlled subsystem.  

R is an order of functioning of the OS, which algo-

rithmically determines the sequence of choosing strat-

egies by active agents, the possible transmission of 

information to other agents, and changes in the state of 

the controlled subsystem. 

Accordingly, we distinguish the following attrib-

utes of an OS. 

1. The activeness of agents. Each agent has an in-

dividual payoff functional iJ  and independently 

chooses a feasible strategy i is S . Within the model, 

the optimization of the payoff functional completely 

determines the agent’s interests and preferences. In 
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particular, agents may deliberately distort the infor-

mation transmitted to other agents in their own inter-

ests (the so-called manipulation problem of decision 

procedures [17]). Other manifestations of activity in-

clude the far-sighted behavior of agents [18] and re-

flexion regarding their activity and the activity of other 

agents [16]. 

2. Goal-setting. An organizational system has a 

certain goal, which is established independently or set 

from the outside (e.g., by society or a superior organi-

zation). In the general case, this goal, expressed in the 

form of a constraint, consists at least in fulfilling the 

viability condition *X X  of the organization. (In 

other words, the values of all its essential indicators 

belong to a given range.) Technically, it is possible to 

incorporate the viability requirement into the Princi-

pal’s payoff functional 0J  via a penalty function 

( , *)X X : the latter is 0 when the viability condition 

holds and takes an infinitely large value when it is vio-

lated. In the absence of any viability condition, the 

goal of the OS is only to maximize the functional 0J  

without penalties. 

3. Organization. An organizational system (an ex-

tended active system) is formed by a control subsys-

tem consisting of active agents, including the Princi-

pal, and a controlled subsystem. A controlled subsys-

tem does not contain active agents: it includes tech-

nical, economic, and other components controlled by 

active agents. The interaction between active agents is 

established by an order of functioning R  and deter-

mines the dynamics of the controlled subsystem (the 

change of its state x X  over time by a rule F ) and 

the payoffs iJ  of agents. 

2. THE DESCRIPTION PRINCIPLE OF ORGANIZATIONAL 

SYSTEMS. AN ILLUSTRATIVE EXAMPLE 

Some system is called organizational if and only if it has 

all the three features of OSs listed above: the activeness of 

agents, goal-setting, and a control mechanism. Then it is 

possible to build model (1.1) of this OS and specify the val-

ues of its components. In particular cases, some components 

can be empty sets or take trivial values. 

Consider the following simplified illustrative example, 

known as the Germeier game (the inverse Stackelberg 

game) Γ2 in a Cournot duopoly [8]. Here, {0, 1}N   in the 

expression (1.1). The organization consists of two active 

elements, namely, a Principal and an agent; {(0, 1)}A  . 

The Principal makes the first move by formulating the 

“rules of play” for the agent.  

The Principal knows 0U , 1U , 0J , and 1J , will have 

information about the choice 1 1u U , and is aware that the 

agent chooses an appropriate strategy by maximizing 

his/her own payoff. In other words, the Principal’s strategy 

(control mechanism) is a mapping of the set U1 into U0. The 

agent knows 1U  and 1J . Given the agent’s known strategy, 

the Principal seeks to maximize his/her own payoff 0J . 

Under an ambiguous choice of the agent, the Principal is 

guided by Germeier’s generalized principle of guaranteed 

result [5, 6, 8]. Let  

 

 

0 1 1 2 1

1 2 1 2 2

1 2

,

,

,

J = a c u u u

J = a c u u u

c < c < a

  

    

where 0 1 [0, 1]U U  , 0 1 0 1 1: ,s U U s u  . The model 

is static and contains no controlled subsystem, i.e., the set 

X  and the rule F  are not considered. The goal of the or-

ganization is to maximize the Principal’s payoff 0J . 

The Principal makes the first move by choosing the 

strategy 

1 1

0 1

1 1 1

( ) / 2, 0,
( )

, 0,

a c u
u u

a c u u

 
 

  

 

and reports it to the agent. The agent’s unique optimal re-

sponse is 1 0u  , resulting in 2
0 1( ) / 4,J a c  1 0J   

(otherwise, 1 0)J  . A possible practical interpretation of 

the Cournot duopoly is as follows: firm 0 offers firm 1 some 

terms, becoming the duopoly’s leader. Say firm 0 can offer 

firm 1 a side payment for a higher price in a tender involv-

ing firm 0. This situation is more precisely described by the 

Bertrand duopoly [7], but Cournot’s quantity competition is 

suitable as well. 

3. EXTENDED EXAMPLES 

Here are some examples to demonstrate the description 

approach to OSs. In each subsection below, we provide a 

general characterization of some class of OSs, with its fur-

ther specification to particular OSs within the class.  

 

3.1 Special-Purpose Organizational and Technical 

Systems 

The first extended example of OSs is special-purpose 

organizational and technical systems (OTSs). Here, we con-

sider surveillance and interception systems for opponent’s 

aircraft and missiles. Such systems and their several exam-

ples were characterized in [19]. In the general case, a spe-

cial-purpose OTS has the following components: 

N is the group of surveillance agents. The Principal is 

the group commander. Note that active agents also represent 

the opponent’s side. They are not included in the OS (being 

its environment); however, their actions can be considered 

in the OS model, particularly when determining the state of 

its controlled subsystem and describing other aspects, e.g., 

active confrontation. 
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A  is the set of links between agents. They are deter-

mined by the need for operational interaction during surveil-

lance and interception. 

iI  is the information available to agent i about the ac-

tions of other agents, the Principal, and the opponent as well 

as about the state of the controlled system. 

Ui is the set of feasible actions of agent i (position 

choice, targeting parameters of anti-aircraft mounts).  

Si is the set of strategies of agent i depending on the op-

ponent’s actions. Since these actions affect the system state, 

closed-loop strategies are generally used; they depend not 

only on time but also on the system state. 

1( ,..., )mx= x x X  is the system state vector (the coor-

dinates and velocities of objects under surveillance). 

F is the general rule of changing the system state. This 

rule is determined by the mechanical and geometrical condi-

tions as well as the regularities of system operation. 

Ji is the payoff functional of agent i. It is determined by 

the accuracy of target detection.  

R is the order of decision-making in the special-purpose 

OTS. This order is determined by the rules of some Ger-

meier game [8] in which the Principal acts as the leader 

whereas surveillance agents and opponent agents as follow-

ers with simultaneously chosen actions.  

Let us take the triangulation measurement system 

(TMS) [19] as a particular example of special-purpose 

OTSs. In this case, the set N  (agents) is formed by TMS 

operators, each associated with a separate measuring point. 

The set A  is given by pairwise bilateral links between the 

agents and the Principal. Using these links, the agents 

transmit information about their actions and the state of the 

controlled system to the Principal and the Principal informs 

the agents of his/her strategies chosen. Each agent knows 

the set of his/her actions and the payoff functional, which 

define the set iI . We consider the control problem in a stat-

ic formulation, so the state vector x and the rule F are omit-

ted. 

Let    1 1
[ , ]

NN p p
n n nn= n=

P = x y  be the measuring points of 

the TMS and    1 1
[ , ]

MM s s
m mm= m=

mS = x y  be the points of a 

deception jamming system. Here, N is the total number of 

measuring points, M is the total number of jamming points, 

and x and y are the 2D coordinates of points. The super-

scripts p and s indicate measuring and jamming points, re-

spectively; the subscripts n and m, the point numbers. The 

surveillance agent’s problem can be written as follows: 

min

( , ) | | max,

/ 2 1,

, {1,..., }:|| || ,

, , {1,..., }: ,

p

p s
u

i j

p pp p
i ik k

p p p p
j i j i

J u u N K

K N

i j N P P B

y y x x
i j k N

y y x x

  

   

   

 
  

 

 

where K is the number of measuring points in the jamming 

zone; 1[ ... ]p Nu P P  and 1 1[α , ..., α , ]s M Mu S S ;     de-

notes the integer part of numbers;   means the Euclidean 

norm; m  is the angle of rotation for the jamming sector of 

point m . Here, the condition / 2 1K N     reflects the 

number of working measuring points necessary for normal 

TMS operation (more than half of their total number). The 

other two constraints express requirements for the TMS 

topology: minB  is the minimum allowable distance between 

TMS points; no three TMS points should lie on the same 

straight line. Thus, the set of feasible actions iU  has been 

defined; for the sake of simplicity, by assumption [19], the 

strategies iS  coincide with the actions. 

The value of the goal function ( , )p sJ u u  represents the 

number of working measuring points. The surveillance 

agent maximizes this number under the above constraints. 

On the other hand, the opponent seeks to minimize it 

over us: 

( , ) | | min,

/ 2 1.

s

p s
u

J u u N K

K N

  

   

 

Thus, the payoff functionals 1 2J J J    define an an-

tagonistic game between the surveillance agent and the op-

ponent. According to the condition / 2 1K N    , for the 

value minimizing the goal function, the number of TMS 

points jammed exceeds half of their total number. (Only in 

this case the TMS becomes inoperable.) 

The decision order R is as follows: each agent chooses 

its feasible actions and reports them to the Principal. The 

Principal analyzes the whole situation and approves the 

actions proposed by the agents or corrects them by a com-

mand; after that, the set N can be treated as a single player. 

The opponent acts similarly, thereby determining the out-

come (value) of the antagonistic game and the players’ pay-

offs [19].  
 

3.2 Queuing Organizational Systems 

As the second extended example of an OS, we select 

queuing organizational systems (QOSs). This class of OSs 

was introduced in a series of papers [20–24]. Here:  

N is the set of active agents who serve an incoming flow 

of requests. The Principal is the management of the service 

organization. 

A is the set of links between agents arising in the service 

process. 

Ii is the information available to agent i about the goals 

and capabilities of other agents (especially the Principal) 

and the principles of their decision-making. 

Ui is the set of feasible actions of agent i related to the 

service process (the values of service intensity and quality). 

The Principal assigns a service discipline and deter-

mines the capacity of service units (e.g., through expendi-

tures for their purchase and maintenance), the staff, struc-

ture, and skill levels of agents, as well as the numerical pa-

rameters of administrative and economic mechanisms for 

managing agents. 

Si is the set of strategies of agent i. As in the case of 

special-purpose OTSs, the Principal’s strategies are control 

mechanisms with feedback by agents’ actions. However, 
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degenerate control mechanisms without feedback are also 

possible, e.g., normative regulations. The strategies of the 

other agents can either coincide with their actions (open-

loop strategies) or depend on the state of the controlled sys-

tem (closed-loop strategies) or on the actions of other agents 

(strategies with control feedback).  

1
( ,..., ) X

m
x = x x  is the state vector of the QOS, 

which includes as main variables the time interval between 

successively arriving requests and the service time of one 

request; m is the number of all state variables under consid-

eration. These variables may differ for particular service 

units. The derived variables are the waiting time for a re-

quest and the idle time of the service units. It is also possi-

ble to introduce additional variables reflecting the specifics 

of a particular QOS. 

F is a general rule of changing the QOS state. It is de-

fined by the distribution laws of the above random variables 

and their parameters. 

Ji is the payoff functional of agent i (the difference be-

tween his/her income and the cost of labor effort and skill 

development). The Principal’s main goal in the QOS is to 

keep a balance between the waiting time of a request in the 

queue and the idle time of the service equipment, which 

determines the viability of the system. 

R is the order of decision-making in the QOS. Here, the 

key role is played by the mechanisms of administrative and 

economic management of the Principal; knowing them, 

service agents make their decisions.  

Now consider the “railway station–marine port” QOS 

[20–24]. Figure 3.1 shows the structural diagram of such a 

QOS. The control authority (Principal) is represented by the 

Ministry of Transport of the Russian Federation, regional 

ministries of transport, or another body capable of coordi-

nating the work of given railway station and marine port, by 

order of the government or by voluntary agreement of eco-

nomic entities. Active subsystems (agents) are the manage-

ment and personnel of the railway station and marine ports, 

which define the set N. The set A  is demonstrated in 

Fig. 3.1. 
 

 

 
Fig. 3.1. The “railway station–marine port” QOS [24]. 

 

According to Fig. 3.1, this QOS contains two queuing 

subsystems: “wagon–port” (the left part of the figure) and 

“ship–port” (the right part of the figure). Let us begin with 

the “wagon–port” subsystem. Each wagon will be character-

ized by a set , , , , , ,w y g s j m b  , 

, , , , 0,y Y g G s S j J m b B      , ,  

with the following notation: y is the wagon type from a set 

Y  of different wagon types described by this model; g is the 

cargo kind from a set G  of cargo kinds; s is the cargo type 

from a set S of cargo types; j is the batch number from a set 

J of batch numbers; m is the net weight of cargo in a wagon 

(if the wagon arrives for unloading) or the net weight of 

cargo required for loading (if an empty wagon arrives for 

loading); b is the attribute indicating the type of cargo oper-

ation with a given wagon (1––loading and 0––unloading, 

i.e.,  0, 1 );B     is the train type of the wagon arrived, 

from a set   of train types under consideration. 

The requests of the second (“ship–port”) subsystem are 

the ships arriving at the port for cargo operations. Service 

units for these requests are berths with loading and unload-

ing equipment.  

We introduce the following set of characteristics for 

each ship: 

, , , ,G S J l   . 

Here, G G  is a set of transported cargo kinds; S S  is a 

set of transported cargo types; J J  is a set of cargo batch 

numbers; l is the ship length; : +G×S×J ×B×   is 

a mapping that specifies the ship loading structure, i.e., for 

each triple (g, s, j) is assigns a triple (m, b, d), where

m   is the weight of cargo of the gth kind and the sth 

type in the jth batch on the ship to be unloaded (loaded),

b B  is the type of cargo operation (loading or unloading), 

and d  is the natural number specifying the order of 

cargo operation with the given cargo. The state variables x 

and their change rule F were described in detail in [20–23]. 
The dynamic hierarchical control model of the QOS has 

the following form [21–23]: 

      

       

1 2 1 1 1

0

2 2 2 1 2

, 

,

T

H s s k s t V y t

k s t y t ds t ds t dt 

 

  



           (3.1) 

        

 

1

1 1 1 1 1 1 11

0

3 1 1

,

] ,

T

C y s c y t k s t V y t

c x t p P dt



 


 

        (3.2) 

       

    

1

2 1 1 2 2 2 22

0

4 1 2 3 2

,

,

T

C y s c y t k s t y t

c x t p k Q y t dt



 



  



        

(3.3) 

      

      

1 1 0 1 1 1

2 2 0 2 1 2

, , , ,

, , , ,

s s t s t s T

s s t s t s T

 

 
              (3.4) 

      

      

1 1 0 1 1 1

2 2 0 2 1 2

, , , ,

, , , ,

с c t c t c T

с c t c t c T

 

 
              (3.5) 

     

     

min max
1 1 1

min max
1 1 1

,

, 

s t s t s t

y t y t y t

 

 
                (3.6) 
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     

     

min max
2 2 2

min max
2 2 2

,

,

s t s t s t

y t y t y t

 

 
                  (3.7) 

       max
1 1 1 21 ,x t x t y t y t                (3.8) 
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Here,  H , and 1 2,C C  are the profit functions of the Principal 

and agents for time t;  1 s t  is the Principal’s control action 

for agent 1 (a railway transport company) at time t (i.e., the 

price of renting a docking place for railway customers); 

 2 s t  is the Principal’s control action for agent 2 (port) at 

time t (i.e., the port fee paid when transporting goods); 

 1y t  is the control action of agent 1 (i.e., the amount of 

goods sent from the company’s warehouse to the port); 

 2 y t  is the control action of agent 2 (i.e., the amount of 

products sent as delivery from the port warehouse); ( )ix t  is 

the amount of cargo not delivered to the final consumer by 

agent i; ( )ic t  is a penalty coefficient; 1 2,p p  are price coef-

ficients; P  is additional costs; , ,    are tuning parame-

ters; finally, 1 2 3, ,k k k  are coefficients for dimensionality 

matching [20–22]. 

Model (3.1)–(3.11) describes the elements iJ  and iU  of 

the general model (1.1). The order of functioning R  is as 

follows. The Principal selects its control actions 1 2( ), ( )s t s t  

and reports them to the agents. Knowing the Principal’s 

control actions, the agents simultaneously and independent-

ly choose the values of their control actions 1 2( ), ( )y t y t , 

respectively. Thus, the strategies of the agents and the Prin-

cipal coincide with their actions (the dynamic Germeier 

game 1 )t ; the mutual awareness iI  of the players has been 

described as well.  
 

3.3 Ecological-Economic Organizational Systems 

The third extended example of a class of OSs is 

ecological-economic organizational systems (EEOSs). 

Control mechanisms for EEOSs with the specifics of their 

controlled subsystems were described in the monographs 

[25, 26] and papers [27–30]. In general, the components of 

EEOSs can be characterized as follows. 

N  is the set of agents (exploiters of natural resources) 

associated with an ecosystem forming the environmental 

basis of the ecological-economic system under 

consideration. These include enterprises of manufacturing, 

agriculture, recreation, transportation, and other economic 

sectors located in the territory of the ecosystem (or adjacent 

to its water area) as well as the local population. The 

Principal is the public administration of the territory. 

A  is the set of transport, economic, and administrative 

links between agents.  

iI  is the information available to agent i about the 

actions and payoff functions of the other agents (especially 

the Principal).  

iU  is the set of feasible actions of agent i. The Principal 

assigns permissible quotas for the exploitation of natural 

resources (fishing, logging, mining, etc.) and maximum 

permissible concentrations (emissions) of pollutants in the 

environment, as well as the numerical parameters of 

economic regulation mechanisms (taxes, fines, benefits, or 

subsidies). Economic agents choose production outputs, 

product prices, and the parameters of environmental 

protection measures.  

iS  is the set of strategies of agent i. As a rule, the 

Principal’s strategies are control mechanisms with feedback 

by the actions of agents. In particular, when considering 

opportunistic behavior, the control system has a feedback 

loop by the amount of agents’ bribes, paid to the Principal, 

e.g., to relax environmental requirements or allocate 

additional resources. However, control mechanisms without 

feedback are also possible, such as legislative regulations. 

The strategies of other agents can either coincide with their 

actions (open-loop strategies) or depend on the state of the 

controlled system (closed-loop strategies) or on the actions 

of other agents (strategies with control feedback).  

1( ,..., )mx x x X   is the state vector of the ecological-

economic system. It seems natural to divide its components 

into two subsets describing the ecological and economic 

subsystems of the EEOS, respectively.  

F  is a general rule of changing the EEOS state. In fact, 

it also consists of two parts: first, material balances and 

production functions describing economic activity; second, 

the rules of changing the values of ecological indicators. In 

turn, the second part is subdivided into the description of 

the natural dynamics of the environment and its anthropo-

genic change (pollution, exploitation of natural resources, 

environmental protection, etc.). 

iJ  is the payoff functional of agent i. Here, as active 

agents, we consider economic entities: their payoff is profit 

after the deduction of environmental protection costs and 

possible ecological penalties. The Principal has two criteria: 

economic growth in the territory and compliance with eco-

logical requirements.  

R  is the order of decision-making in the EEOS. The 

main role here is played by the Principal’s mechanisms of 

administrative and economic control, reported to the agents. 

Knowing these mechanisms, economic agents make their 

decisions. 

Now we take an EEOS arising in fishery management 

[31]. Here, active agents are fishing enterprises and the 

Principal is an environmental authority. The links are lim-

ited by the Principal’s impact on the agents. The latter max-

imize the goal functionals 
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under their control constraints (the permissible actions of 

agents) 

( ) ( ) , 1,..., ,i i iq t u t r i N                  (3.13) 

due to the bioresource dynamics equations 

0
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dt
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 



                (3.14) 

(the rule F  of changing the scalar state variable x P ). 

Here, 0 ,P ( )P t  are the initial and current values of the bio-

resource (fish population biomass), and *P  is its ideal val-

ue fully satisfying the population viability requirements. 

When violating the viability condition, the agents are penal-

ized with a coefficient 1M  ; a  is the unit price of fish 

biomass;   is the natural growth coefficient of the fish pop-

ulation;   is the self-limiting coefficient;   is the discount 

factor; finally, ,   are tuning parameters of the model. 

A simplified linear version of model (3.12)–(3.14) was 

also considered in [31]. 

By assumption, each agent allocates his/her resource be-

tween social and private interests. Therefore, his/her payoff 

is made up of two components, namely, the income from 

the private activity and the share of damage from the social 

evil that the agents jointly fight against. Agents (fishing 

enterprises) 1,...,i N  maximize the income from fishing 

considering a possible penalty for violating the viability 

condition of the fish population. The viability condition (the 

Principal’s control goal) is written as ( ) *t P t P   or, in a 

weaker form, as 2[ ( ) *]t P t P    . 

The agent’s control action ( )iu t  is the share of the re-

source ir  allocated to social needs. (Then ( )i ir u t  is the 

share of the resource allocated to the private activity.) In 

this model, ( )i ir u t  is the investment in increasing the 

fishing effort; then the share of fish caught by enterprise i is 

calculated as a function of the fishing effort: 

( ) ( ( ))i i i iv t h r u t  . Without essential loss of generality, let 

( ) ( ( )) , 0 1ip
i i i i iv t k r u t p    , where ,i ik p  are tuning 

parameters of the model. The value ( )iu t  is the allocations 

to improve sustainable fishery and fish farming.  

Model (3.12)–(3.14) is an N-player differential game 

with the viability conditions incorporated into the goal func-

tionals via the penalties 2[ ( ) *]M P t P . The variables 

 
1

( ) ( )
N

i i
s t s t S


   are naturally interpreted as economic 

controls (impulsion) of the Principal as a top-level state 

control authority (e.g., the Fisheries Service) such that 

1

0 ( ) 1, 1; 0, 1,...,

N

i i

i

s t s t i N



     .       (3.15) 

The Principal can also use administrative control (com-

pulsion)  
1

( ) ( )
N

i i
q t q t Q


   0 ( ) , 0i iq t r t    , se-

lecting the values of the variables ( )iq t  from the condition  

0 ( ) , 0, 1,..., .i iq t r t i N                (3.16) 

The Principal’s interests are supposed to be described 

by maximization of the following functional (the utilitarian 

social welfare function): 

1

N

i

i

J J



 → max.                       (3.17) 

Then model (3.12)–(3.17) is a hierarchical differential 

game between the Principal and several active agents of the 

lower control level. We make several assumptions concern-

ing the order R of such a game: all players use open-loop 

strategies; the Principal chooses the economic (3.15) or ad-

ministrative (3.16) control actions (functions of time only or 

those of time and the agents’ control actions); in particular, 

the Principal assigns penalties; under known Principal’s 

strategies, the agents simultaneously and independently 

choose their actions, which leads to a Nash equilibrium in 

the normal-form game of the agents [31]. All players, in-

cluding the Principal, know their strategy sets and payoff 

functionals; the awareness of players regarding the strategy 

sets and payoff functionals of other players is determined by 

the rules of some Germeier game [6–8]. 

 

CONCLUSIONS 

Traditional management as a science and TCO 

have the same object, i.e., control of organizations. 

However, the subject of management is organization-

al-economic and socio-psychological relations and 

control methods, and the subject of TCO is mathemat-

ical models, information technologies, and methods of 

their application in control of organizations. We em-

phasize that mathematical models in TCO are used 

exclusively as tools for solving control problems 

(building and improving control mechanisms) and not 

as abstract formal-logical constructs of pure mathe-

matics to be studied. By the way, in the classifier of 

the State Commission for Academic Degrees and Ti-

tles of Russia (VAK RF), the first direction corre-

sponds to specialty 5.2.6 “Management (economic 

sciences)” whereas the second to specialty 2.3.4 “Con-

trol in organizational systems (engineering).”  

This paper has proposed a general mathematical 

model describing an organizational system from the 

standpoint of TCO. The construction of such a model 

and its application to the analysis and control of a par-

ticular organization or class of organizations allows 

referring this study to TCO (the description principle 
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of OSs). Extended examples of some classes of OSs 

(special-purpose OSs, queuing OSs, and ecological-

economic OSs) and their particular representatives 

have been provided and described in terms of the 

mathematical model proposed. Of course, the range of 

currently known control models of OSs (with active 

agents and a controlled subsystem of a certain nature) 

is much wider. In this context, we should mention 

production systems [32, 33], organizational and tech-

nical systems [33], project management [33], military 

operations [34], and others.  

For the sake of simplicity, the model has been giv-

en in a deterministic formulation. The functioning of 

real OSs is inevitably accompanied by significant un-

certain factors. In view of the problems addressed 

above, the consideration of uncertainty will only com-

plicate the understanding. However, it undoubtedly 

forms the first important direction of further research. 

The second natural direction of refining the model 

is to consider the bounded rationality of active agents 

(H. Simon, R. Heiner, R. Selten, D. Kahneman, A. 

Tversky, etc.). 

The third direction is the study of OSs with multi-

ple Principals (the case of distributed control) as well 

as multilevel OSs. 

Note that the controlled subsystem of an OS can be 

of technical, biological, economic, or other nature. 

Considering the specifics of the controlled subsystem, 

determined by the characterization of its state, the rule 

of state change, and other elements of the model, is 

essential when designing and implementing control 

mechanisms for OSs. Despite the general character of 

the regularities of control processes and the structure 

of control mechanisms, in practice, it is impossible to 

control an OS successfully without understanding its 

technical and economic specifics. Therefore, the mod-

el description of the controlled subsystem dynamics 

and its viability conditions is crucial in TCO along 

with the consideration and coordination of interests of 

its active agents. 
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