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Abstract. This paper introduces an approach to building decision support systems based on a 

semiotic domain model and natural language processing methods. The knowledge base of this 

model is a text corpus of linguistic information obtained from the Internet. The text corpus is 

relevant to the subject domain in which the subjective semiotic model of the situation is con-

structed. A method for solving the inverse problem in a semiotic system is proposed. The ob-

tained solutions are interpreted in the subject domain using a semantic calculator. The semantic 

calculator extracts generic relations from the text corpus based on lexico-syntactic patterns and 

determines the frequency of joint occurrence of words in the solution based on the distributive 

analysis of the text corpus. The generalized structures of monitoring and decision-making sub-

systems with the semiotic model of the situation and natural language processing methods are 

described. A software layout of the decision-making subsystem is developed. The effectiveness 

of this approach is demonstrated by experiments. 
 

Keywords: decision-making, semiotic system, subjective model, natural language processing, distributive 

analysis.  
 

 

 

INTRODUCTION  

Currently, decision support methods in complex 

socio-economic and political systems under uncertain-

ty can be classified as follows. The first class of meth-

ods (Data Mining) obtains general trends of a subject 

domain by extracting knowledge from data represent-

ed in numerical scales. 

Another class of methods directly extracts expert 

knowledge (the best solution in choice models or situ-

ation forecasting models according to experts’ views). 

These methods use the subjective preferences of ex-

perts, their assessments and knowledge of the general 

trends of the subject domain, etc. However, in this 

case, there are difficulties in constructing a mathemat-

ical model of the object and measuring its parameters. 

Under uncertainty, such an expert model conceptually 

simulates and qualitatively reflects the main trends of 

the situation. In such conditions, the model of the situ-

ation is difficult to verify; therefore, the simulation 

results are difficult to interpret in terms of the subject 

domain and are unreliable.  

Decision-making methods using linguistic infor-

mation about a controlled object were investigated 

within situation management [1]. Here, the natural 

language description of an object is represented in a 

restricted natural language through core structures, 

which include language elements and various relations 

between them. Such a description is called the object’s 

state, and management is possible if there exists a nat-

ural language description of the control action for 

some target state. In situation management, it is neces-

sary to enumerate all possible states of the controlled 

object and assign a control action in the natural lan-

guage to each state. For complex objects, this problem 

becomes difficult to solve and requires much expert 

work. 

The ideas of situation management were further 

developed within applied semiotics [2]. Here, the 

model of an object is constructed using sign-symbols. 

A sign-symbol was defined by German logician G. 

Frege as a triplet consisting of a name, a sense, and a 

sign meaning [3]. A sign symbol relates the 

knowledge of an expert (name and sense) with an ob-

ject of the real world (sign meaning). 

In [4], a sign was defined as a quadruple: a name, 

an image (percept), a meaning, and a personal sense. 

Here, the mathematical model of a sign, the operators 

of binding all its elements, and the operations on dif-
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ferent sets of sign elements were defined. The authors 

placed emphasis on the recognition of perceptual im-

ages in the form of the connected sign picture of the 

world; this picture determines the behavior of a sub-

ject based on its experience (personal meaning). 

In [2], the model of a semiotic system known as 

Pospelov’s semiotic square was introduced. 

Pospelov’s semiotic square includes the following el-

ements: a metasign that defines the name of a semiotic 

system (the set of sign symbols); a syntax that defines 

the rules of building a sign system; semantics that de-

fine the basic properties of the semiotic system; prag-

matics that define the basic actions performed within 

this semiotic system. 

The main aspects of semiotic systems (syntax, se-

mantics, and pragmatics) were formulated in the clas-

sical works of logicians Ch. Peirce [5] and J. Morris 

[6]. 

The semiotic approach has the following applica-

tions: information systems design [7]; computer sys-

tems design (computer semiotics) [8]; system interface 

representation in different but equivalent sign systems 

(algebraic semiotics) [9]; conceptual modeling in da-

tabases [10] (the extended entity-relationship model 

with frame algebra and data images).  

The semiotic approach was adopted to solve com-

plex strategic problems in power engineering and oth-

er critical infrastructures; for details, see [11, 12]. 

This paper considers the construction of semiotic 

decision support systems under uncertainty. For this 

purpose, we combine a qualitative semiotic model of 

the situation and technologies for obtaining relevant

information from the Internet with various natural lan-

guage processing methods. The qualitative subjective 

semiotic model is used as a pattern for obtaining rele-

vant information from the Internet. The following 

problems are considered: situation monitoring and 

forecasting; decision support to manage the situation, 

including the interpretation of solutions and search for 

their precedents on the Internet.  

1. THE ARCHITECTURE OF A SEMIOTIC DECISION 

SUPPORT SYSTEM 

The architecture of control systems based on ap-

plied semiotics [1, 2, 13] was formed as part of re-

search on situation management systems for complex 

objects.  

The architecture of a semiotic decision support sys-

tem is oriented to work with objects (situations) de-

scribed in a natural language. It includes the following 

subsystems (Fig. 1):  

 an input language interpreter, which translates 

unstructured linguistic information about the control 

object in a natural language into the internal language 

of the system; 

 an analyzer, which preliminarily classifies the 

current situation into situations requiring (and not re-

quiring) control;  

 a classifier, which generalizes and reduces the 

current situation to one or more classes of typical situ-

ations from a knowledge base to apply one-step con-

trol actions; 

           

 

 

 
Fig. 1. The architecture of a semiotic system [13]. 
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 a correlator, which forms adequate control ac-

tions for the controlled object in the current situations 

and the current world model from the knowledge base 

of the system;  

 an extrapolator, which assesses the obtained 

solution based on situation forecasting in the current 

world model and possibly corrects it (by adjusting the 

world model in the “analyzer–classifier–correlator” 

cycle; 
 an internal language interpreter, which pre-

sents the resulting solution in the natural language. 
The main element of this architecture is a 

knowledge base, which includes a set of typical situa-

tions and models of possible worlds. The sequential 

transfer of the results from the interpreter to the ana-

lyzer, classifier, and then the correlator and extrapola-

tor forms an operation cycle of the semiotic architec-

ture.  

In management systems built on the principles of 

applied semiotics, mathematical modeling of situa-

tions alternates with control design within fixed formal 

world models represented in the knowledge base. Se-

miotic modeling restructures formal world models 

based on knowledge about the subject domain and real 

situations that arise during the operation of the object 

and control system [13]. 

In this semiotic architecture, the models and possi-

ble worlds for decision-making represented in the 

knowledge base are closed with respect to knowledge 

of the problem domain.  

Under uncertainty, the semiotic system must be 

open, i.e., it must have the capability to supplement 

knowledge. Therefore, the main distinctive feature of 

the semiotic decision support system considered here 

is that it uses information from the Internet as a 

knowledge base.  

International and Russian standards provide differ-

ent definitions of information. For example, in infor-

mation technology, information is knowledge about 

facts, events, things, ideas, and concepts that has a 

particular meaning in a definite context (ISO/IEC 

2382:2015); in information processing, information is 

any data, in electronic or any other form, to be pro-

cessed by information and decision-making systems. 

Federal law no. 149-FZ “On Information, Information 

Technology, and Information Protection” interprets 

information as “knowledge (messages, data) regard-

less of its form of presentation.” 

Data are defined as the presentation of information 

in a formalized way suitable for communication, in-

terpretation, or processing (ISO/IEC 2382-1:2015).  

Depending on the form of presentation, there exist 

structured and unstructured data. Structured data are 

organized according to a predefined set of rules. A 

predefined set of rules that regulates the basis of struc-

tured data must be clearly established and made pub-

lic; it can be used to manage data structuring (ISO/IEC 

20546:2019(ru), 3.1.35). Examples of structured data 

are data from database tables or manually or automati-

cally marked-up text. During the markup procedure, 

certain labels (tags) are assigned to text words. As a 

result, information can be presented in tabular form 

and processed. 

Unstructured data are characterized by the absence 

of any structure other than that at the record or file 

level. An example of unstructured data is free text 

(ISO/IEC 20546:2019(ru), 3.1.37). Formally, free text 

has a syntactic structure and conveys a particular 

meaning. However, text has to be preprocessed with 

natural language processing and intelligent analysis 

methods to retrieve information from it.  

Note that the architecture described in [13] is ab-

stract. The main ideas were formulated therein: how 

such a semiotic system and its subsystems can func-

tion. Unfortunately, this architecture is impossible to 

implement. Below, we propose a possible implementa-

tion of a semiotic decision support system under un-

certainty. The proposed architecture includes a semiot-

ic model, a subsystem to monitor the situation, and a 

subsystem to generate solution alternatives and ex-

plain them. The internal language is set by a subjective 

semiotic model built by an expert. The input language 

interpreter is the state monitoring subsystem. This 

subsystem obtains free text from the Internet and rep-

resents it in the internal language of the semiotic sys-

tem. The decision-making subsystem is based on solv-

ing the inverse problem in the semiotic system. In ad-

dition, this subsystem implements an interpreter of the 

internal language. The interpreter translates the solu-

tions obtained in the semiotic system into natural lan-

guage, naming the class of solutions and explaining 

the context in which the name is used (this sentence is 

free text). 

Under uncertainty, we propose using unstructured 

Internet data (free text) as a knowledge base, which is 

pre-structured by natural language processing meth-

ods.  

2. THE SEMIOTIC MODEL OF THE SITUATION 

The semiotic model of a subject domain proposed 

in [14] serves as a qualitative subjective model of the 

situation. The semiotic model of the situation [14] is a 

subjective qualitative model that represents expert’s 

knowledge of dynamic systems. Its elements are G. 

Frege’s sign model [3] connecting the real world (de-
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notation) with mental representations about the world 

(knowledge) in the form of a sign name (symbol) and 

meaning, defining its main features (properties). The 

semiotic model describes the situation in three aspects: 

syntactic, semantic, and pragmatic. Syntax is respon-

sible for representing the relations between signs de-

scribing the reality. Semantics studies the relationship 

between signs and their significations in the real 

world. Pragmatics is responsible for the relationship 

between signs and their users. In the case under con-

sideration, the sign system user is the decision maker 

(DM). 

The syntactic model. When constructing a syntac-

tic model, we employ a logical-linguistic representa-

tion for the main elements of the system under study 

[15]. In logical-linguistic models, the basic elements, 

relations between them, and their possible states (val-

ues) are represented in a natural language. The syntac-

tic model describes the main parts of the system as a 

set of their names D = {di}, i = 1,..., M. The “part–

whole” relation is defined on this set:   D  D. For 

each constituent part di of the simulated situation, the 

names of its parameters form the set Fi = {fij}, where j 

is the parameter number of the ith part. The value set 

Zi = {Zij} of each parameter is defined as an ordered 

set of linguistic values, i.e., Zij = {zij1,..., zijq}, where 

zijq+1   zijq, q = 0,..., n – 1. The vector Z(t) = (z1je,..., 

znjq) with the values of all situation parameters at a 

time instant t is called the state of the situation.  

The logical-linguistic model is intended to repre-

sent the dynamics of all situation parameters and solve 

the inverse problem (find the parameter values for 

changing the current state of the situation to the target 

state). To model the dynamics, we have to determine 

the cause-and-effect (causal) relations between the 

parameters and their strength.  

The strength of a causality is defined in a natural 

language from the set of possible values, e.g., RF = 

{“Heavily strengthens,” “Strengthens,” “Slightly 

strengthens”}. The strength of a causality defines a 

binary relation between the sets of possible parameter 

values. For example, RF(“Heavily strengthens”)  Z1j 

 Z2u means that the jth parameter of the first subsys-

tem (cause) is related to the uth parameter of the se-

cond subsystem (effect). The strength of influence is 

defined by the pairs of values from the set Z1j  Z2u. As 

an example, we take the “Heavily strengthens” rela-

tion; for this relation, the pairs of values (z1j2, z2u3;..., 

z1jn, z2um) mean that changing the value of the jth pa-

rameter of the first subsystem to the second element 

(z1j2) of the value set Z1j (cause) will increase the value 

of the uth parameter of the second subsystem to the 

third element (z2u3) of the set Z2u, etc.  

In the syntactic model, the causal relations between 

different parameters are determined through expertise 

as a relation W on the value sets of all parameters. 

Consider this relation in the form of logical-linguistic 

equations for the system with fi parameters (i = 1,..., n) 

and their value sets Zi. To forecast the situation, we 

write a causal relation W as a mapping [15]  

W: Z(t)Z(t + 1),   (1) 

where Z(t)  
i
  Zi, Z(t) = (z1e,..., znq) is the state vector 

of the situation, and 
i
  Zi denotes the set of all possible 

state vectors (i = 1,..., n). 

Situation forecasts in the model specified by logi-

cal-linguistic equations are often calculated using the 

theory of fuzzy sets and systems [16]. In this case, 

membership functions and fuzzy causal relations have 

to be defined for all parameters. Note that for fuzzy 

forecasting, all theoretical issues have been settled. 

However, the procedure of constructing the member-

ship functions and defining the fuzzy relations requires 

much expert work.  

In [17], B. Kosko proposed a fuzzy causal algebra 

without the need to construct membership functions: it 

suffices to obtain ordered linguistic values of the 

strength of causal relations. His idea is to calculate the 

influence of one parameter on another through chains 

of causal relations. The strength of influence of a 

chain is determined by the minimum of all strengths in 

the chain, and the aggregate strength of all chains is 

determined as the maximum of all strengths for the 

parameter of these chains. 

In what follows, we forecast the situation using the 

method proposed in the paper [18].  

We construct the linguistic scale of a parameter    

Zij = {zij1,..., zijq} as a mapping into a numerical set Xij 

= {xij1,..., xijq} whose elements are defined on a seg-

ment of the numerical axis [0, 1], i.e., xij1,..., xijq      

[0, 1]. The points of the numerical axis form an or-

dered set Xij of numerical points ordered the same way 

as the linguistic values: if zijq+1   zijq, then xijq+1   xijq. 

Thus, a mapping : Zij  Xij is defined. The inverse 

mapping 
–1: Xij Zij allows interpreting any value  

xijq  [0, 1] into a linguistic value zijq Zij q.  

In this case, the strength of a causality can be treat-

ed as a real-valued gain. The values of the cause and 

effect parameters have the relationship xijq = wijpt
*
 xpto, 

where xijq  Xij is the value of the effect parameter and 

xpto  Xpt is the value of the cause parameter. The gain 

is wijpt
*
 = 1 for the “Strengthens” relation, wijpt

*
 > 1 for 

the “Heavily strengthens,” and wijpt
*
 < 1 for the 

“Slightly strengthens.” The issues of determining the 
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strength of causalities (gains) were described in detail 

in [18]. 

The linear relationship between the values of the 

cause and effect parameters is justified under uncer-

tainty with subjective assessments of the strength of 

the causality.  

The situation forecast in the numerical system is 

calculated from the finite-difference equation 

X(t + 1) = W
*
 X(t),  

where: X(t) and X(t + 1) denote the situation parame-

ters vectors at sequential time instants; W
*
 = | wij

*
 |nn 

is the gain matrix; finally,  specifies a rule for calcu-

lating the forecast values.  

We calculate the forecast vector X(t + 1) by aggre-

gating the max-product values (multiplication and tak-

ing the maximum). Therefore, the ith element of the 

forecast vector is given by the following rule:  

xi (t + 1) =
1,...,

max ( )r i r

r n

x t w
  

i. 

The forecast vector can be written in the linguistic 

form: Z(t + 1) = 
–1

 (X(t + 1)).  

Thus, the syntactic model is defined by the quadru-

ple 

F, Z, W, Z(t),                          (2) 

where: F is the set of parameters; Z is the set of pa-

rameter value sets; W is a causal relation on the set of 

parameter values; finally, Z(t) is the state (the vector 

of all parameter values).  

The semantic model. The semantic model of a 

subject domain describes possible states of the syntac-

tic model (2) as a partially ordered set of the named 

classes of states. 

Such a representation is based on interpreting the 

space of possible states of the dynamic system (1),    

SS =
i
  Zi, as a semantic space. 

In the feature semantic space, the situation states 

are represented as notions. Real situations 

(states-denotations) are defined by the names and val-

ue vectors of the attributes characterizing their content 

(meaning). In semantic spaces, situations with close 

parameter values form classes of states, and certain 

relations are defined between different classes (“class–

subclass” or “genus–species”). In other words, a no-

tional structure is defined.  

The paper [19] proposed a method for structuring 

the state space SS of the dynamic system (1) into nest-

ed domains of possible states: SS(d
H
)  SS. These do-

mains have artificial names d
H
 determining the class of 

states of system (1), i.e., SS(d
H
)  d

H
, H = 0,..., 3

N
, 

where N is the number of parameters.  

For a system with two parameters (features), this 

method is illustrated in Figs. 2–5 below. 

In particular, Fig. 2 shows an example of the se-

mantic space for a situation with two features F =    

{f1, f2} and value sets Z1 = {Z11,..., Z1n} and Z2 = 

{Z21,..., Z2m}, respectively. The initial state Z(0) of the 

situation is indicated by a point with the coordinates 

Z(0) = (Z1q, Z2s) in the space SS = Z1  Z2. 

 
          

 
 

 
Fig. 2. The domain of the basic class of states. 

 
The neighborhoods of the initial state point by fea-

tures 1 and 2, 1 = {Z1p,..., Z1r} and 2 = {Z2o,..., Z2p}, 

respectively, are assigned through expertise. They are 

called the initial state tolerance intervals by features 1 

and 2. The semantic space domain SS(d
0
)  SS ob-

tained by the direct product of all tolerance intervals 

(by all features of the state Z(0)) defines the basic 

class of states: SS(d
0
) = 1 2. Any state Z(t) of sys-

tem (1) from the basic class SS(d
0
), i.e., Z(t)  SS(d

0
), 

has the name d
0
. In other words, the basic class defines 

the class of indistinguishable, equivalent states.  

Figure 3 demonstrates the semantic space domains 

SS(d
1
), SS(d

2
), SS(d

3
), and SS(d

4
). For example, the 

domain SS(d
3
) is defined as SS(d

3
) = {Z2o,..., Z2p}   

{Z11,..., Z1r} = 2 
  3. Since the domains SS(d

1
), 

SS(d
2
), SS(d

3
), and SS(d

4
) include the domain of the 

basic class of states SS(d
0
), they are said to generalize 

this class. Moreover, the domains SS(d
1
) and SS(d

3
) 

generalize the domain SS(d
0
 ) by feature 2 whereas 

SS(d
2
) and SS(d

4
) by feature 1. The domains SS(d

1
), 

SS(d
2
), SS(d

3
), and SS(d

4
) have the corresponding 

names (those of the state classes d
1
, d

2
, d

3
, and d

4
, re-

spectively). In the following, we operate the names of 

the state classes.  
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Fig. 3. The domains of generalized state classes by features 1 and 2. 

 
Figure 4 shows the semantic space domains 

SS(d
5
), SS(d

6
), SS(d

7
), and SS(d

8
). For example, the 

domain SS(d
5
) is defined as SS(d

5
) = {Z2o,..., Z2m}   

{Z1r,..., Z1n} = 4   3.  These domains include the 

basic class domain and generalized domains by one of 

the features. For example, SS(d
5
) includes the domains 

SS(d
1
) and SS(d

2
) and the basic class domain SS(d

0
). 

Due to such nesting, these domains generalize general-

ized domains by one feature and the basic state class 

by two features. These domains are denoted by the 

names d
5
, d

6
, d

7
, and d

8
.  

 
          

 

 
Fig. 4. The domains of generalized state classes by two features. 

As shown in [16], the names d
H
 form a partially 

ordered set {d
H
} of the names of state classes CF = 

({d
H
},  ≤) by the nesting SS(d

H
) of the state domains. 

This set is called a qualitative conceptual framework, 

which defines a qualitative ontology of the subject 

domain with the syntactic model (2).  

A Hasse diagram in Fig. 5 defines a partial order of 

state class names. The first level of class names gener-

alizes the basic class, whereas the second level gener-

alizes the first-level names. Such a qualitative ontolo-

gy determines a notional system of an ill-defined sub-

ject domain. 

 
                  

 

 
Fig. 5. The conceptual framework of a subject domain. 

 

Thus, the semantics of the syntactic model (2) is 

defined by the qualitative conceptual framework 

CF = ({d
H
}, ≤),                          (3) 

where d
H 
 SS(d

H
) are the names of state classes that 

uniquely define the semantic space domains.  

Note that at different time instants, the syntactic 

model states Z(t) may belong to different domains 

SS(d
H
) and, therefore, have different names d

H
, Z(t)  

SS(d
H
).  

Also, we emphasize that the conceptual framework 

(3) is an idealized semantic model of the subject do-

main. Here, only the name d
0 

of the basic notion 

(class) is explicitly defined: for all other state classes, 

we have artificial names d
H
 and the corresponding se-

mantic domains SS(d
H
) they define. 

Under uncertainty, when it is impossible to con-

struct an ontology of the subject domain, the concep-

tual framework defines “reference points” of possible 

state classes. These points have the “class–subclass”
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relationship with the basic class. The real (not artifi-

cial) names of state classes correspond to the solutions 

of the inverse problem. We will find them by unstruc-

tured data processing (free text processing) methods 

on the Internet. 

The pragmatic model. In semiotics, pragmatics is 

responsible for the relations between signs and their 

users. The pragmatic model assesses the utility of the 

system state for the DM. Assessment is based on de-

termining the values of the expert’s preference coeffi-

cients αj with respect to the parameter values in the 

state vector (Z(t)). 

The state estimate O(Z(t)) is given by the linear 

convolution 

O(Z(t)) = ( )j j

j

x t ,  j = 1,..., n,             (4) 

1j

j

a  , 

where xj(t)  [0, 1] is a mapping  of the linguistic 

parameter values zj(t) on a segment of the numerical 

axis [0, 1], i.e., : zj(t)  xj(t)  [0, 1], zj(t)  Z(t), 

O(Z(t))  [0, 1]. 

The three models have common parameters; there-

fore, a change in the state of one model will cause a 

change in the states of the others. 

The general statement of the decision problem in 

the semiotic system is as follows. For the semiotic de-

scription (2)–(4) of a complex system, it is necessary 

to find a new description in the syntactic and semantic 

models with a better pragmatic assessment O
*
 com-

pared to the existing one O. A solution method for this 

problem was proposed in [20]. The method is based on 

solving the inverse problem in the semiotic model by 

defining a target in the pragmatic model, solving the 

inverse problem in this model, and sequentially trans-

ferring the solution results from the pragmatic model 

to the syntactic model and then to the semantic model.  

The inverse problem in the syntactic model is 

solved using methods for solving such problems for 

systems with qualitatively defined or fuzzy parame-

ters. The methods were considered in [21, 22]. 

3. THE METHOD FOR SOLVING THE INVERSE PROBLEM 

Consider the general algorithm for solving the in-

verse problem. The relation W = |wij|n  n between the 

situation features and the target vector G = (g1, g2,..., 

gn) of their values are given. The problem is to find the 

set of input control vectors  = {Uk} such that        

Uk W = G k for all Uk = (uk1, uk2,..., ukn). This prob-

lem is solved in a numerical system, i.e., the elements 

of the relation W, the target vector gi  G and the vec-

tor of control actions uij  U are defined as real num-

bers: wij  R, gi  [0, 1], and uki  [0, 1].  

Recall that the situation is forecasted using the 

max-product composition. Therefore, we consider al-

gorithms for solving inverse problems for the max-

product composition rule. In this case, it is required to 

find an inverse mapping for the max-product composi-

tion. 

An iterative algorithm developed in [22] yields a 

set of solutions of the inverse problem in the form  = 

{Umax, Umin}: one maximum solution Umax and a set of 

minimum solutions Umin = {U1, U2,..., Uq}, where 

Umax, U1,..., Uq are the value vectors of the situation 

parameters. The iterative algorithm includes the fol-

lowing steps. 

1. Find the vector Umax = (u1max,..., unmax) of the 

maximum solution Umax = min(W
’
G

T
), where 

wij  gj = 

1 if ,

otherwise.

ij

j

ij

g w
j

g

w







 

The ith element of the vector Umax is given by  

ui max = 
1

min
n

ir r
r

w g


 . When determining the vector 

Umax using the max-product composition, conventional 

matrix multiplication is replaced by the operation  

and conventional matrix summation by the minimum 

operation. 

2. Find the set of minimum solutions 

Umin = { max Ф[((WG
T
)(Umax)

Т
)]}. 

2.1. Here, the operation  is defined as follows: 

U = wij  gj = 

j j0 if or 0,

otherwise.

ij ij

j

ij

g w g w

g

w

  





 

The ith element of the row vector U  = (u1,..., un) 

is given by ui = 
1

max
n

ir r
r

w g


 . 

2.2. The operation  for the matrices U and Umax
Т
  

is defined as follows: 

U = ui  ui max = 
max

max max

0 if ,

if .

i

i i

u u

u u u





 




 

The elements of the matrix U = |uij|nn are given by  

1
1

β( γ )
j ,...,n,
i ,...,n

.i max jij
u u u





  

2.3. The operation (U) forms a set of matrices 

(U) = {(Uk)} from U by the following rule: 
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 Each column of the matrices (Uk) contains 

only one non-zero element, and all other elements are 

zeroed. Hence, the sum of elements in each column of 

the matrix (Uk) equals its non-zero element. 

 Any matrix (Uk)  (U) contains a unique 

combination of nonzero column elements of the origi-

nal matrix Uk.  

2.4. The operation max((U)) forms all mini-

mum solutions of the inverse problem by taking the 

maximum over the rows of each matrix (Uk) = |ukij|. 

The minimum solutions are given by Uk =
1,...,

max
i n

(Uk), 

Uk = (uk1,..., ukn). Thus, the algorithm generates the 

column vectors (U1,..., Uk) of the solutions.  

Applying the inverse mapping 
–1 

to the elements 

of the solution vectors, we obtain the vector of linguis-

tic values for the solution of the inverse problem, i.e., 

Z
*
k = 

–1
(Uk) = (zk1,..., zkn) zki  Zi.  

All solutions of the inverse problem are represent-

ed as points in the structured semantic space CF(3). 

Then the solutions (the points in the semantic space) 

fall into different domains SS(d
H
) characterizing state 

classes with different names d
H
. Thus, the formal solu-

tion of the inverse problem gives a set of names for 

solution classes, which are structured by the nesting of 

the domains SS(d
H
) corresponding to these names in 

the form of a qualitative ontology (the conceptual 

framework of solutions).  

The formal names of solution classes are given by 

the mathematical symbols d
H
. In the paper [20], the 

solution classes in a subject domain were named using 

methods based on classification [23] and categoriza-

tion [24] processes studied by psychologists. In partic-

ular, a method for determining the compound name of 

a new class was proposed: This method supplements 

the name of the basic class d
0
 with an estimate of a 

distinctive feature or features. We explain this method 

below. 

The semantic model defines the basic class domain 

SS(d
0
) = 

i
i, where i = zi0  i  is the tolerance inter-

val for the ith feature, zi0  Zi is the feature value in the 

initial state, and i  specifies the tolerance interval 

limits for the feature fi. The solution of the inverse 

problem is the vector Zk = (zk1,..., zkn), zki  Zi. The so-

lution of the inverse problem in the semantic model 

(3) will be written as the vector Ak = (ak1,..., akn), aki  

{–1, 0, 1}, where aki = –1 if uki < zi0 – i , ai = 1 if uki > 

zi0 + i, and ai = 0 if uki  zi0  i.  

The component aki {1, 0, –1} in the solution vec-

tor Ak = (ak1,..., akn) qualitatively assesses the value of 

the ith parameter (fi) in the inverse problem solution: if 

aki = 1 (aki = –1), the parameter has a large value (a 

small value, respectively). This vector can be repre-

sented as a vector with the linguistic assessments Lk = 

(lk1,..., lkn), where lki = “Large” if aki = 1, and lki = 

“Small” if aki = –1. Then the solution class has the 

compound artificial name 

dk
H
 = d

0 

)0( k

&


i
ai

 lki. 

For example, consider a basic class with the name 

d
0
 = “Inflation.” For this class, possible compound 

names of new classes by the feature “Inflation rate” 

are dk
1
 = “Inflation high” or dk

2
 = “Inflation low.”  

For each solution from the set Zk k, this com-

pound artificial naming method gives a solution ex-

pressed in a restricted natural language: the name of 

the basic solution class d
0
 and the assessments (lki) of 

the feature values differing from the feature values of 

the basic class.  

Psychology suggests another naming method for 

solution classes based on the psychological theory of 

prototypes (categories) [24]. In this theory, a prototyp-

ical name is determined by the name of the most char-

acteristic and frequently used name of a representative 

of this class. Note that a prototype has a sociocultural 

context. This means that a prototypical name may 

have different meanings in different social or cultural 

communities. The meaning in G. Frege’s definition [3] 

is information about an object (in other words, the set 

of its properties). 

In the case under consideration, the prototypical 

solution class with the name dk
H
 is the words (sign 

symbols) often used with the compound name of the 

solution class dk
H
 in the context of the subject domain. 

Semiotic models have a peculiarity: under uncer-

tainty and incomplete knowledge, they represent the 

set of alternative syntactic models of the situation as a 

partially ordered set containing the names of state 

classes of the semantic model (the conceptual frame-

work of the subject domain).  

Subjective qualitative semiotic models suffer from 

the following drawbacks: they are difficult to verify, 

and the subjective interpretations of modeling results 

are multiple. The problem essence and some remedies 

were described in [25, 26]. In this paper, we apply 

natural language processing methods for a relevant 

text corpus from the Internet to support the interpreta-

tion of solutions in the subject domain.  

4. SITUATION MONITORING  

Monitoring refers to the process of observing and 

recording the state of some object or situation. In the 

case of a technical object with measurable parameters 

in numerical scales, the monitoring process can be 

often implemented without difficulties. The parame-

ters of social and political situations are represented in 
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linguistic scales, which reflect opinions, points of 

view, and the behavior of social groups or individual 

politicians. For such situations, the program imple-

mentation of monitoring is much more complicated.  

Comprehensive linguistic analysis (Knowledge Ac-

quisition) involving the morphological, syntactic, and 

semantic analysis of the text yields a semantic network 

of subject domain concepts. Due to the theoretical dif-

ficulties of natural language processing, knowledge 

acquisition is an unreasonable approach to determin-

ing the state of the situation.  

The situation monitoring subsystem can be treated 

as an interpreter of the input language in the semiotic 

architecture of a decision support system [13].  

Figure 6 shows the generalized structure of a situa-

tion monitoring subsystem with textual information 

processing technologies based on the subjective semi-

otic model.  

It includes two main subsystems: 

 – a subsystem for acquiring and processing unstruc-

tured data from the Internet, 

 – a subsystem of the semiotic situation model. 

Situation monitoring is based on the subjective 

semiotic situation model (2)–(4). The parameters of 

this model are used as parameters in the information 

retrieval subsystem for obtaining unstructured data 

about the current state of the situation from the Inter-

net. The current state means the state of the situation at 

the observation instant, Z(t). The current state may 

differ from the initial one Z(0). Unstructured data from 

news lines are analyzed. 

In this subsystem, the situation parameter names of 

the semiotic model, fi  F, and their linguistic values 

Zi are used for constructing a pattern base {fi}, {Zi}. 

The situation parameter names fi  F and the basic 

class name d
0
 are used when forming a query for the 

Information Retrieval subsystem. The textual infor-

mation about the parameter values (the current state of 

the situation) is extracted from the retrieved infor-

mation.  

To extract information from text, we will apply the 

technology presented in [27–29]. This technology is 

oriented to the semiotic model of the situation and us-

es the following parameters of the syntactic model: 

{fi} (the set of parameter names) and {Zi} (the set of 

their possible values). The method constructs patterns 

on a text corpus of a subject domain. During the pat-

tern construction procedure, a reference element is 

defined in the sentences of the subject domain (the 

name of the semiotic system parameter fi. In the sen-

tence to the left or right of the reference element, an 

expert uses a text markup program to determine the 

text values of this parameter.  

For example, for the parameter “Social tension,” 

possible text values are as follows: “Single picket,” 

“Mass rally,” etc. An expert assigns possible linguistic 

assessments to these text values: “Very much grows,” 

“Strongly grows,” “Grows,” “Slightly grows,” “Does 

not change,” “Slightly decreases,” “Decreases,” 

“Strongly decreases,” and “Very much decreases.” For 

example, the text value “Single picket” in the current 

state may be assessed as “Weakly grows” whereas the 

text value “Mass rally” as “Strongly grows.” In this 

technology, the value scale of each parameter Zi also 

has a linguistic assessment scale (see the previously 

listed  assessments).  Any  textual  assessment  identified  

 

 

 

 
Fig. 6. The generalized structure of the situation monitoring subsystem. 
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by the expert in a text corpus is given the linguistic 

value of the parameter scale Zi if their assessments 

coincide. Thus, a text pattern is formed: it consists of 

the parameter name, the text value in the text corpus, 

and the corresponding linguistic value of the parame-

ter scale. 

The quality of the information extraction method 

depends on the number of constructed patterns. But 

constructing each pattern requires much expert work. 

Each text pattern is unique and can be identified only 

in a particular text. To reduce the amount of expert 

work and improve the quality of identifying facto-

graphic information, the authors proposed an intelli-

gent thesaurus revealing the synonyms of possible text 

values of the parameters. 

The final pattern is formed through the conceptual 
assembly of a text pattern considering the synonyms 

of text values and the concepts of the subject domain 
ontology  (the “general–particular”  relationship).  The 

pattern base contains conceptual patterns, which are 
employed to identify classes of similar factographic 

information considering synonymy and the “part–
whole” relationships in the ontology. 

Thus, the information extraction subsystem pro-
duces the situation parameter vector by extracting the 

linguistic parameter values: Z
*
 = (z

*
1h,..., z

*
nq), z

*
ij  Zi. 

This vector is normalized, : Z
* 
 X

*
, X

*
 = (x

*
1h,..., 

x
*
nq), x

*
ij  [0, 1], and then passed to the situation state 

table. 

If the newly obtained state Z
*
 differs from the cur-

rent one Z(0), the semiotic model will forecast the sit-

uation. In the syntactic model, the forecast is the value 
vector Z(n); in the semantic model, the state class 

name (d
H 
 CF); in the pragmatic model, the new state 

assessment O(Z
*
).  

The main elements of the monitoring subsystem 
are two technologies: Information Retrieval and In-

formation Extraction. These technologies are studied 
by many researchers and engineers; different methods 

and algorithms were proposed for their implementa-
tion. With the quality estimations of these technolo-

gies available in the literature, we can understand and 
assess the effectiveness of the proposed monitoring 

approach based on the semiotic model. 

The information retrieval technology is described 

as a set of Internet search services to get information 

from the Internet based on queries. Queries include 

parameters of the semiotic model (the parameter 

names and basic class names). 

The quality of this technology (the completeness 

and relevance of the retrieved information) is provided 

by the developers of the corresponding services, and 

the results can be used due to libraries for different 

programming languages. Hence, the technology is ap-

plicable to end-user software development for specific 

tasks. 

This technology extracts information from the text 

with a pattern contained in the pattern base; patterns 

include the semiotic model parameters. This quality of 

this subsystem is satisfactory for structured data with 

an explicitly identifiable pattern.  

However, in the case of unstructured data (no pat-

tern), this system works only after solving specific 

linguistic tasks: defining named entities, settling the 

coreference referential identity, and constructing rela-

tionships and scenarios. All these tasks are complex: 

for example, even an approximate solution of the co-

reference referential identity problem is possible only 

in some subject domains with an available knowledge 

base [29]. According to the presentations at the Mes-

sage Understanding Conference (MUC-6, 1995), the 

best solutions of the coreference referential identity 

problem reached 59% of completeness under 72% of 

accuracy. Human performance in this case was esti-

mated at 80% [30]. These figures are considered some 

quality limit of Information Extraction when analyzing 

unstructured data, reflecting the natural language 

properties. Further quality improvement of this sub-

system for unstructured data incurs considerable costs 

[30]. 

Methods for extracting generic relations from text 

to supplement the taxonomies, thesauri, and ontologies 

of subject domains are of interest. Several internation-

al conferences and competitions [31–33] were orga-

nized on hyperonym extraction algorithms for the au-

tomatic or automated enrichment of the existing tax-

onomies of English and other Western European lan-

guages. 

At the Dialogue 2020 conference (Moscow, 2020) 

the task was set to extract hyperonyms for the auto-

mated enrichment of RuWordNet, a Russian-language 

thesaurus [34]. The task was to find hyperonyms for a 

target word (noun or verb) based on text corpus analy-

sis [35]. The developers proposed combined methods 

with calculating the co-occurrence vectors of the target 

word and the set of words from the text corpus [35]. 

The set of candidate hyperonyms from the co-

occurrence vector is selected using different tech-

niques (word weighting based on heuristics, closeness 

estimation for the text corpus word vectors and the 

vectors of known taxonomies and thesauri marked 

manually). 

Different dictionaries (e.g., Wiktionary), lexical 

templates, and pre-trained multilingual neural net-

works (R-BERT) [36] are used to extract hyperonyms 

as well. 

Nowadays, there are many commercial systems 

implementing Information Extraction. Most of them 
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preliminarily prepare and structure text corpora and 

extract numerical information about the values of 

some parameters. 

We note GATE (General Architecture for Text 

Engineering), a modular natural language processing 

system developed at the Department of Computer Sci-

ence, the University of Sheffield [37]. ANNIE 

(ANearly-NewIEsystem) [38], an information extrac-

tion system, was developed based on GATE’s archi-

tecture. 

Presently, it seems reasonable to apply the infor-

mation extraction technology together with the subjec-

tive semiotic model in situation monitoring to prelimi-

narily structure text corpora and construct patterns for 

identifying situation dynamics. This approach elimi-

nates a considerable part of the routine work of the 

analyst in situation monitoring. 

5. DECISION-MAKING IN THE SEMIOTIC SYSTEM 

The monitoring subsystem assesses the situation 

forecast, outputting O(Z(n)). If O(Z(n)) is worse than 

the current assessment O(Z(0)), the decision-making 

problem arises. In [20], decision-making was reduced 

to solving the inverse problem in the semiotic model. 

In this case, the target vector G = (g1, g2,..., gn) is set 

(Section 3). Its elements contain parameter values that 

will improve the pragmatic assessment of the situation 

from the expert’s point of view, i.e., O(G) > O(Z(n)).

Solving the inverse problem with a given target in the 

syntactic model yields the set of solutions Umax, U1,..., 

Uk. These solutions are the control actions (solution 

alternatives) for achieving the target and, consequent-

ly, improving the pragmatic assessment. These solu-

tions are described in the semantic model by the com-

pound names of the solution classes dk
H
. The com-

pound names are represented in the internal formal 

language of the expert (the developer of the subjective 

expert model). Under uncertainty, the expert’s reason-

ing, justification, and choice of an acceptable solution 

using the subjective model are possible within his 

knowledge, which may be incomplete and contradicto-

ry. In this case, an external knowledge base is needed 

to support the expert’s work, e.g., unstructured data 

(free text) from the Internet. 

The decision-making subsystem based on the se-

miotic model is intended to find the interpretations of 

artificial compound names of solution classes on the 

Internet and explain them. 

The generalized structure of the decision-making 

subsystem with textual information processing tech-

nologies based on the subjective semiotic model is 

shown in Fig. 7. 

The decision-making system includes the follow-

ing main subsystems: 

– the semiotic model subsystem, 

– the unstructured Internet data processing subsystem, 

– the alternative solution subsystem (generation and 

explanation).  

 
       

 
 

 
Fig. 7. The generalized structure of the decision-making subsystem. 
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5.1. The Unstructured Internet Data Processing 

Subsystem 

This subsystem includes the following blocks: in-

formation retrieval on the Internet; text corpus; the 

dictionary of “hyperonyms–hyponyms”; the vector 

model. 

Text corpus. The information retrieval block is to 

find as much information relevant to the query as pos-

sible. An information retrieval query on the Internet 

includes the names of the basic concepts of the semiot-

ic model. As a result, we obtain a text corpus relevant 

to the name of the basic concept of the semiotic mod-

el. However, the text corpus needs normalization con-

sidering the syntactic relationships of the generic rela-

tions to build the word2vec vector model [39]. For this 

purpose, a syntactic window separates the nouns in the 

text corpus and reduces them to the normal form 

(nominative case, singular). 

The vector model. The vector model of a text cor-

pus is based on the distributive analysis of texts. Ac-

cording to [40], distributive analysis is a method to 

study languages depending on the environment (distri-

bution) of individual linguistic units in the text without 

information about their lexical or grammatical mean-

ing. In distributive analysis, each word (word combi-

nation) in some text is represented as a vector of 

words used jointly with this word in a given context. 

Each  pair of words  in this  vector is  characterized by 

the frequency of their co-occurrence in this context. 

Under the hypothesis formulated in [41], the linguistic 

units occurring in similar contexts have the close vec-

tors of jointly used words. 

Formally, this technology can be represented as 

follows. Consider a given text corpus, i.e., a set of sen-

tences characterizing a subject domain. In distributive 

analysis, syntactic relationships in sentences are ig-

nored. The subject domain is characterized by the 

word set of all sentences, Tp = {vgh}, where g is the 

sentence number and h is the word number in the sen-

tence (text corpus). The words without repetitions are 

defined on the set of all words as a word subset V  

Tp, called a subject domain dictionary. It has the form 

V = {vr}, where r = 1,..., q are the word numbers in the 

dictionary. The joint usage of dictionary words in a 

given context is defined as the relation 

Rw2v: V  V  rij, 

where rij  [0, 1] characterizes the co-occurrence of 

the words vi and vj in the subject domain under consid-

eration. 

For each dictionary word vr  V, the vector Rp = 

(v1/rp1,..., vq/rpq), p = 1,..., q, characterizes its co-

occurrence rpi with other words (v1,..., vq) of the con-

sidered subject domain (the so-called context vector). 

A slash in the context vector separates a dictionary 

word and its co-occurrence with other words.  

Currently, the mapping Rw2v is constructed by the 

machine learning of an artificial neural network [39] 

in which the training sample is a text corpus Tp.  

The word2vec technology introduces operations 

with word vectors to define new vectors determining 

the joint usage frequency of individual words from a 

dictionary V with other words of a subject domain. 

Operations in the word2vec technology can be repre-

sented as a mapping 

w2v:(()(v1,..., vp)) R
*
w,  

where the resulting vector R
*

w characterizes the joint 

usage frequency of words (v1,..., vn) with other words 

of a subject domain. 

Here () are the operations defined in word2vec as 

positive() and negative(). The resulting vector R
*

w of 

the positive() operation characterizes the joint usage 

frequency of the argument-specified words with other 

words of a subject domain. The resulting vector R
*

w of 

the negative() operation characterizes the frequency of 

subject domain words that are not used with the argu-

ment-specified words. 

The operation of such vector models can be illus-

trated by Google’s browser. When typing a word in 

the search line, the system shows a word vector fre-

quently used with this word; adding one more word, 

we get another hint (a word vector frequently used 

with two words), etc. All typed words are arguments 

of the positive() operation. The word2vec technology 

allows searching for words that are not used jointly 

(the argument of the negative() operation). This opera-

tion also outputs a word vector. 

Context vectors in this technology include words 

and their co-occurrence with other words of a subject 

domain. In this paper, words are the names of signs 

(G. Frege [3]) that denote a real object or situation and 

determine its properties (the meaning of the object or 

situation). In G. Frege’s definition, the meaning is in-

formation about an object (i.e., a set of its properties in 

the word usage context). Given a word denoting an 

object, we can determine its properties (meaning). 

In other words, the word2vec technology defines 

the function 

w2v(positive(vt,..., vs); negative(vq,..., vn)) = R
*

w, (5) 

where (vt,..., vs)  V are the argument-specified words 

of the positive() operation and (vq,..., vn)  V are the 

argument-specified words of the negative() operation. 



 

 
 

 

 
 

46 CONTROL SCIENCES   No. 5 ● 2022  

 

INFORMATION TECHNOLOGY IN CONTROL 

Recall that the name of a solution class is a proto-

type name, which is determined by the frequency of 

use to denote a category. The context vector contains 

information about the co-occurrence of words. There-

fore, we assume that words with large co-occurrence 

values with the argument-specified words of function 

(5) can be prototype names.  

The dictionary of hyperonyms-hyponyms. This 

dictionary reflects the generic relations extracted from 

a text corpus of a subject domain. They are extracted 

using lexico-syntactic patterns [42]. A lexico-syntactic 

pattern is a structural pattern of a linguistic construc-

tion reflecting its lexical and surface-syntactic proper-

ties. In the general case, a pattern defines a sequence 

of linguistic construction elements and sets grammati-

cal agreement conditions for them. 

In the scientific literature, there are many works 

devoted to extracting generic relations from English 

and Russian texts, assessing the identification quality 

of relations, and constructing and debugging patterns 

and their applications. According to the authors, the 

patterns proposed in [43] allow extracting 78.5% of 

generic relations contained in a text. 

The patterns [43] were adopted to develop algo-

rithms for extracting generic relations from a typical 

text of a subject domain. The morphological character-

istics of the words in the analyzed sentences were used 

to develop the algorithms implementing the patterns. 

In particular, hyperonyms and hyponyms were consid-

ered to be nouns with the same animate characteristic. 

The patterns involved the agreement rule of case end-

ings for the hyperonyms and hyponyms in a sentence.  

The rules based on morphological analysis can im-

prove the quality of extracting generic relations in sen-

tences.  

In distributive analysis, the words on the left and 

right of a given word are equivalent since the syntactic 

relationships between them are excluded. To eliminate 

this drawback of distributive analysis, it was proposed 

to use separate dictionaries for model words and con-

texts [44, 45]. We include the context explaining the 

generic relations in the dictionary of hyperonyms–

hyponyms.  

Lexico-syntactic patterns allow forming the dic-

tionary of hyperonyms–hyponyms of a subject domain 

and the context dictionary associated with these words 

[46]. In the cited work, the context dictionary was ex-

tended to the explanatory dictionary, which contains 

sentences with generic relations extracted using pat-

terns. Adding the context to the dictionary of hypero-

nyms–Hyponyms helps to select a hyperonym as a 

prototype, focusing on its usage context in the subject 

domain. 

This is how the dictionary of hyperonyms–

hyponyms and sentences describing generic relations 

is formed. Thus, the corresponding structure is de-

scribed by the triplet  

HYPER, HYPO, Context.  (6) 

HYPER and HYPO are the sets of hyponyms and 

hyperonyms, respectively, of a subject domain re-

duced to the normal form; Context is the set of sen-

tences with defined generic relations. 

Note that the generic relations included in the dic-

tionary reflect the structure of knowledge about the 

subject domain. As a matter of fact, they are elements 

of the subject domain ontology. In the semantic mod-

el, we have introduced a qualitative ontology of an ill-

defined subject domain as an idealized conceptual 

structure with artificial names (the conceptual frame-

work (3)). The identified hyperonyms can replace the 

artificial names of the state class of the conceptual 

framework, and hyponyms can serve as the name of 

this class. By extracting generic relations, we try to 

identify possible names of the state classes of the ide-

alized conceptual framework obtained from the text 

corpus of the subject domain. 
 

5.2. The Alternative Solution Subsystem            

(Generation and Explanation) 

The subsystem for generating solution alternatives 

and their explanations includes a conceptual frame-

work of solutions, a semantic calculator, and a block 

for identifying and explaining alternatives for solution 

class names. 

The conceptual framework of solutions. The 

formal solution of the inverse problem in the semiotic 

model gives a set of names of solution classes struc-

tured as a qualitative ontology (a conceptual frame-

work of solutions). These solutions are sign symbols 

with names and content and are expressed in an inter-

nal language of the semiotic model. They must be in-

terpreted in the subject domain under consideration.  

The solution of the inverse problem in the semantic 

model (3) is written as the vector Ak = (ak1,..., akn), 

where aki  {1, 0, –1}, where aki qualitatively assesses 

the value of the ith parameter (fi) in the solution: aki = 

1 if the parameter has a large value and aki = –1 other-

wise. 

For example, the solution vector (1, 0, 0) means 

that the value of the first feature in the inverse prob-

lem solution is significantly larger than its counterpart 

in the basic notion d
0
, whereas the other two features 

remain the same. This vector defines a domain of the 

semantic space SS(dk
H
 ) and correspondingly the name 



 

 
 

 

 
 

47 CONTROL SCIENCES   No. 5 ● 2022  

 

INFORMATION TECHNOLOGY IN CONTROL 
 

of a solution class. All solution class names (dk
H
) can 

be represented as a partially ordered set by the nest-

ings of the semantic space domains they define,     

(dk
H
, ). As demonstrated above, all solution classes 

have compound names. These names will be em-

ployed below to search a text corpus for prototype 

names using a semantic calculator.  

The semantic calculator. It is intended to deter-

mine the joint usage vector for words included in the 

compound name of the inverse problem solution class 

obtained in the semiotic model (on the one part) and 

the words of a text corpus of the subject domain (on 

the other part). The semantic calculator is based on the 

trained distributive model of the subject domain. Its 

operation is described by function (5), where the ar-

guments are the artificial names of the inverse prob-

lem solution classes. The compound name of a solu-

tion contains the basic notion name and qualitative 

assessments of the dynamics of different parameters: 

“Large,” “Small”, or their synonyms.  

In the semantic calculator, the inverse problem so-

lution Ak = (ak1,..., akn) in the semantic model is written 

as  

w2v (positive(d
0
, ft|akt = 1,..., fs|aks = 1); 

negative(fq|akq = –1,..., fn|fakn = –1)) = R
*
w,  

where ft and fs are the names of the model parameters 

for which the element akt = 1 is included in the argu-

ment of the positive() operation, and fq and fn are the 

names of the model parameters for which the element 

akq = –1 is included in the argument of the negative() 

operation. The basic class name (d
0
) is also added to 

the argument of the positive() operation. 

The calculator yields the word vector R
*

w = 

(vi/ri1,..., vn/rin), which orders the joint usage of words 

(rij), the model parameters determined in the inverse 

problem solution, and all words of a text corpus of the 

subject domain included in the dictionary vi  V. As 

stated above, words with a high frequency of occur-

rence can be regarded as name prototypes for a solu-

tion class. 

Alternatives names of solution classes and their 

explanation. Solutions in the semiotic system are pos-

sible names of solution classes. The hyperonyms ex-

tracted from a text corpus can be the names of solution 

classes since they define the elements of the ontology 

of the subject domain. Therefore, we find the intersec-

tion of all hyperonyms from the word dictionary (6) in 

the solution vector R
*

w to obtain alternative solution 

classes. Let the possible names of solution classes be 

written as 

(V HYPER); Context,  

where the intersection of the set V = {vi} R
*

w and the 

set of hyperonyms from the dictionary (5) gives the set 

of solution class names, and Context (the sentence 

text) helps to choose the desired name. 

6. AN EXAMPLE AND EXPERIMENTS 

The proposed semiotic system was experimental 

tested for the decision support subsystem [46]. The 

semiotic model of a sociopolitical situation was devel-

oped. The following elements were defined in the syn-

tactic model: “Power” (d1
0
), “Population” (d2

0
), 

“Economy” (d3
0
), and “Oligarchs” (d4

0
) as the basic 

notions; the features of these notions, fi  F; the possi-

ble values Zi  Z of the features and a causal net-

work W.  

The basic notion “Oligarchs” was assigned the fea-

tures “The level of discontent” and “The level of patri-

otism.” For a given target O(Z(t)), when solving the 

inverse problem, the feature “The level of discontent” 

was increased for “Oligarchs.” Thus, the new notion 

d4
1
 (“Oligarchs” with a high value of “The level of 

discontent”) was obtained. In the semantic model, this 

solution is formally represented by the vector A4 =    

(1, 0) and denoted by the artificial name d4
1
 = “Dis-

contented oligarchs.” 

It is required to interpret this solution in the subject 

domain.  

For this purpose, a program layout was developed 

in Python3.  

WebScraper was developed to extract relevant in-

formation from the Internet and build the text corpus. 

Information from 150 URLs (sites) was read; in addi-

tion, the text corpus was supplemented with the book 

[47] devoted to Russia’s oligarchs. The Google li-

brary, googlesearch, was used as a search engine with 

the following parameters: the name of the basic notion 

and the number of links to the retrieved web pages. 

The syntactic analysis of the html code of the retrieved 

web pages (parsing) was carried out using Beautiful-

Soup, a Python3 library. 

Lexico-syntactic patterns were developed and de-

bugged to build the dictionary of hyperonyms–

hyponyms. When constructing the patterns, the mor-

phological analysis of the Russian text was performed 

using Pymorphy2 [48]. 

The vector model of the text corpus was obtained 

using word2vec. The word2vec model was trained 

with the following parameters: the training model––

skipgram, the training window––5, training iterations–

–10, the aggregation method–– softmax, the word oc-

currence threshold––3, and the word vector dimen-

sion––150. 
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The dictionary and vector model were stored in a 

SQLite-3 database. 

SQL queries to the SQLite-3 database were devel-

oped to generate solution alternatives and their expla-

nations. They return the names of solution classes with 

comments. 
Example. To interpret the inverse problem solution d4

1
= 

“Discontented oligarchs”, we normalized it and substituted 

the result in the semantic calculator:  

w2v(positive(“Oligarchs,” “Discontent”)) = R
*
w. 

The trained word2vec model yielded the word vector 

R
*

w reflecting the joint usage frequency of the words “Oli-

garchs” and “Discontent”:  

 

R
*

w  = (Harm/0.904; Fact/0.885; Respondent/0.873; 

Expert/0.872; Annexation/0.866; Regret/0.863; 

Position/0.852; Factor/0.844; Trend/0.833; Claim/0.830; 

Distrust/0.817; Effectiveness/0.813; Advantage/0.808; 

Character/0.806; Request/0.805; Reason/0.805;... ) 

Then we obtained possible names of the solution classes 

by intersecting the word vector R
*

w  with the hyperonyms of 

the subject domain:  

(W HYPER) = (Harm/0.904; Fact/0.885; Regret/0.863; 

Position/0.852; Claim/0.830; Distrust/0.817; 

Character/0.806;...;). 

Clearly, in the word vector, “Harm” is the closest word 

to the inverse problem solution with the name “Discontent-

ed oligarchs”: the co-occurrence is 0.904. Therefore, a pos-

sible new class of solutions is the one named “Harmful oli-

garchs.”  

The context of the candidate hyperonym was analyzed 

to select the solution class names through expertise. For 

example, the following context was found for the word 

“Distrust” with a co-occurrence of 0.817: “Between this 

category of business and the conditional “collective Putin” 

there has been a steady mutual distrust: the former has al-

ways feared the seizure of property, whereas the “collective 

Putin” has feared disloyalty.”
1
 ♦ 

Thus, the proposed semiotic architecture of the de-

cision support system allows getting alternative names 

of the solution classes and choosing a solution based 

on relevant text analysis.  

Note that the text corpus of the example included 

about 30 000 sentences describing different aspects of 

the subject domain. With the described approach, the 

possible names of solution classes were determined by 

analyzing a much smaller number of sentences. This 

illustrates the effectiveness of the method: the routine 

analytical work of an expert is reduced, and his intel-

lectual productivity is improved accordingly. 

                                                           
1 https://carnegie.ru/commentary/76115 (Accessed February 24, 
2022.) 

CONCLUSIONS 

This paper has proposed a semiotic decision sup-

port system in complex dynamic systems under uncer-

tainty. The support is based on extracting, processing, 

and structuring information from the Internet and a 

relevant semiotic model of the situation. This model 

includes three parametrically interconnected submod-

els: syntactic, semantic, and pragmatic. The inverse 

problem solution in the semiotic model has been rep-

resented as a qualitative ontology of solution classes 

(the conceptual framework of solutions). Methods for 

determining and interpreting solution class names ex-

tract relevant information from the Internet. Lexico-

semantic patterns in a text corpus of a subject domain 

serve to define the dictionary of generic relations (hy-

peronyms–hyponyms) and the contextual dictionary. 

Distributive semantics methods (word2vec) have been 

applied to construct a semantic calculator. This calcu-

lator determines the meanings of the solution class 

names in the conceptual framework. 

Experimental testing of the proposed architecture 

has shown its effectiveness. Further experimental re-

search will aim at improving the quality of the pro-

posed approach by increasing the volume of text cor-

pora of a subject domain, using the free dictionaries of 

hyperonyms–hyponyms, and performing the additional 

semantic analysis of sentences containing solution 

vector words with a high co-occurrence with the com-

pound name of the solution class. 
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