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Abstract. This paper considers the problem of allocating reentrant resources when performing a 

set of interdependent works that are represented by a network graph. By assumption, the work 

completion time linearly depends on the resource amount used. We justify a solution algorithm in 

the case of a set of works with a predetermined sequence of events in the network graph. Also, we 

propose an algorithm for reducing the general problem to an auxiliary one with ordered event 

times and an algorithm for constructing an optimal solution of the original problem. The conver-

gence of this algorithm is ensured by finite iterations at each stage. The overall computational 

complexity of the algorithm can be estimated as O(n
2
), where n denotes the number of vertices in 

the original network graph. It seems promising to apply this algorithm for planning the sets of 

interdependent works using reentrant resources.  
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INTRODUCTION  

A considerable amount of literature and scientific 

publications have been devoted to network scheduling 

problems. In particular, several statements of optimi-

zation problems on network graphs were given in the 

monograph [1]; however, unlike the dynamic resource 

allocation problems considered below, they are static. 

The problems described in [1] involve separable re-

sources, which are often called inventory or material 

and technical resources. This paper deals with another 

type of resources, i.e., those that can be reused in dif-

ferent works at different times, e.g., personnel or 

equipment.  

Such resources will be called reentrant; in the liter-

ature, they are often called non-stock or power-type 

resources. Let us briefly review the results for prob-

lems of this type. 

According to the book [2], there are no exact algo-

rithms for finding an optimal resource allocation in the 

general case, but there exist several heuristic algo-

rithms. The general case was understood as follows: a 

set of works given by an arbitrary network graph; the 

availability of several resources in known amounts; 

each work is performed by one type of resources; 

works are performed with a fixed intensity (i.e., the 

intensity remains the same from the beginning to the 

end). The authors of the book presented results for 

independent works with concave intensity functions. 

As was noted, when a single work is performed by 

several types of resources, but with a fixed distribution 

of resource use shares (a particular structure for each 

work), the results will remain valid. Moreover, if the 

intensity functions are not concave (the general case), 

then there always exists an optimal solution containing 

at most n intervals of constancy on which the intensi-

ties do not change. The result for independent works 

with convex intensity functions was provided. In the 

case of fixed intensities and independent works, the 

cited authors proposed an optimization algorithm, 

which is an analog of the simplex method for a partic-

ular class of problems.  

The paper [3] considered the case of projects with 

dependent works (an arbitrary network graph) that are 
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performed with a priori fixed given intensities. The 

weighted average completion time of all project works 

was adopted as a schedule efficiency criterion.  

In the publication [4], a standard transportation 

problem was studied and a criterion was derived under 

which the set of matrix plans of the problem contains a 

matrix whose elements do not exceed a fixed value. 

Also, identities were constructed to define the general 

properties of all matrix plans with their element con-

straints. The criterion and identities allow finding the 

minimax matrix (the one with the minimal largest el-

ement) and the minimax value as well. Necessary and 

sufficient conditions were established under which the 

minimax matrix is unique. 

The work [5] discussed the issues of estimating the 

parameters of network project management models. 

The peculiarities of building network models were 

described under different network planning conditions 

in applications. The impact of model aggregation on 

the accuracy of schedules was assessed. 

Dynamic resource management problems with a 

close statement were addressed in [6]. Based on physi-

cal analogies and laws, the author demonstrated that 

the optimal use of resources in a hydrostatic model is 

achieved at the minimum of an objective functional 

expressing potential energy. 

The paper [7] considered problems of scheduling 

theory with non-stock resources and their solution al-

gorithms based on branch-and-bound methods. 

In addition, we mention several publications by 

foreign researchers. The work [8] considered the re-

source-and-material-flow-constrained project sched-

uling problem (RCMPSP). Some resource allocation 

algorithms on network graphs were compared in [9]. 

The authors [10] surveyed the results on dynamic re-

source allocation on network graphs, including a de-

tailed bibliography on the subject.  

1. PROBLEM STATEMENT 

Consider a certain set of interdependent works lj 

(j = 1,..., m). Let each work have two numerical char-

acteristics, namely, Qj > 0 and τj > 0 (j = 1,..., m), 

where Qj denotes the volume of work lj and τj is the 

completion time of work lj. Assume that the sequence 

of works is restricted by the structure of a directed 

graph {M, N}, where M = {zi}, i = 0,..., n, is the set of 

vertices (events) and N = {lj}, j = 1,..., m, is the set of 

arcs (works). Problems of this type are investigated 

within the theory of network planning and scheduling. 

Methods for building such network models and ana-

lyzing their characteristics are known; for example, 

see [1]. Following this theory, for each event zi, we 

define a new variable, i.e., the event time ti 

(i = 1,..., n). The main constraints in network planning 

are as follows. First, the event corresponding to a giv-

en vertex cannot occur before the completion of all 

incoming works. Second, any work outgoing from 

some vertex cannot be started before the occurrence of 

the event corresponding to this vertex. 

By the definition of a network graph, we assume 

the following conditions for the graph {M, N} [1]: 

(a) There exists a unique vertex z0 with no works 

of the form (zi, z0), where z0 is the beginning of the set 

of works. (In the case of several such vertices, they 

can be merged by assigning the time *
0t  (the beginning 

of the set of works) to them.) 

b) There exists a unique vertex z0 with no arcs of 

the form (zn, zi). (Otherwise, we combine these notions 

by letting their event times be *
nt , where *

nt  is the 

completion time of the set of works.) 

c) The graph has no closed paths. 

d) For any vertex zi (i = 1,..., n – 1), there exists a 

path from z0 to zn passing through zi. For any arc lj 

(j = 1,..., m), there exists a path containing this arc. 

These conditions define the concept of a network 

graph. 

Suppose that the resource amount cj allocated for 

work lj does not change during its completion time. 

This time, denoted by τj, depends on the resource 

amount cj as follows: 

τj = 2
j – 1

j  =
j

j

Q

c
, j = 1,…, m. 

Let work lj correspond to network arc (zj1, zj2). 

Then its start and end times and the times of the start 

and end events are related by  

1 2
1 2, 1,..., ,j j j jt t j m     

where 1
j  and 

2
j  

are the start and end times of work 

lj, respectively. 

Due to these relations, the event zj2 cannot occur 

before the completion of all incoming works of vertex 

zj2. In addition, the start time of all works, *
0t , and the 

completion time of all works, *
nt , are specified. 

It is required to determine the event times ti 

(i = 1,..., n – 1), the start and end times of all works 
1( j ,

2
j ) (j = 1,..., m), and resource allocation func-

tions cj(t) that minimize the maximum resource 

amount used to perform the given set of works.  

This problem can be mathematically stated as fol-

lows: 

 
* *
0

, ,

min max ,

n
t t t t

u t
  

 

                           (1) 

1 2 1 2
1 1 1 1( ,..., ), ( , ,..., , );n m mt t t         
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where j1 and j2 are the start and end vertices of arc j. 

Proposition 1. If there exists an admissible solu-

tion ( , )t 
 
of problem (1) such that 

,)(
*

0

*

1

tt

Q

ctu
n

m

j

j







],[ **

0 nttt ,            (2) 

then the vector ( , )t   is its optimal solution. 

P r o o f. If a solution of problem (1) is admissible, we 

have the relations 

2* *

* * 1
0 0

2 1
1 1 1

( ) ( ) .

jn n

j

t tm m m
j

j j

j jj j jt t

Q
u t dt c t dt dt Q



  

  
 

      

Assume the existence of an admissible solution ( , )t   

with the dynamic resource use function  1u t  such that 

* *
0

1
[ , ]
max ( ) .

nt t t
u t c


  

Then  
*

* *
0*

0

* * * *
1 1 0 0

[ , ]
1

( ) max ( )( ) ( ) .

n

n

t m

n n j
t t t

jt

u t dt u t t t c t t Q




      

Hence, contrary to the assumption made, the vector 

( , )t   is not an admissible solution. This contradiction 

proves the validity of Proposition 1.  

2. THE PROBLEM WITH ORDERED EVENT TIMES 

We begin with problem (1) under the condition 

that the event times are strictly ordered, i.e., the events 

occur in the same order in all admissible solutions of 

problem (1). Let us order the events by their times:
*

11

*

011 ...),...,,( nnn ttttttt   . 

In this case, problem (1) can be written as 

* *
0

, [ , ]
min max ( ),

n
t t t t

u t
 

                          (3) 

)...,,( 11  nttt , 
1 2 1 2
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Theorem 1. There exists an optimal solution of 

problem (3) that satisfies relation (2). 
P r o o f. It suffices to establish the existence of an ad-

missible solution ( , )t   for which the conditions of Theo-

rem 1 are valid. Its optimality will follow from Proposi-

tion 1. Let  
1 2

1 1 1, .j j j jt t                              (4) 

We verify the constraints (3) in this case. Indeed, since 
1

1 1 1j j jt t     2
2j jt   , we have 

1 1 12 1
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Therefore, for k = 0,..., n–1 and 1[ , ]k kt t t  , 
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Further, letting 
* *
0( ) , [ , ],nu t c t t t   gives the system of 

equations 

1
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1

: ,
1

( ), 0,..., 1.j k k

j j k
j k
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This system includes n equations whereas the number of 

unknowns is (n–1). We show the linear dependence of these 

equations. Let k = (n–1) and 1( , )m n nl z z . Then  
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Obviously, if condition (5) holds for k = 0,..., (n–2), it 

will be valid for k = (n–1). Hence, this condition for    

k = (n–1) can be eliminated from the system of equations 

(5). The remaining equations admit an explicit analytical 

solution: 

1

2

: ,
1

1 1 1

*
0 0

( ,..., ), ,

1,..., 2, .

j

j j k
j k

n k k

Q

t t t t t
c

k n t t


 

   

  


            (6) 

Based on equations (4), we calculate the vector 
1 2 1 2
1 1( , ,..., , )m m      . Obviously, the vectors t  and   

satisfy the problem constraints (3). By the construction pro-

cedure, the function ( )u t  does not change over the entire 

interval 
* *
0[ , ]nt t t ; according to Proposition 1, ( , )t   is 

the optimal solution of problem (3). ♦ 

Remark. Due to the linear dependence of the sys-

tem of equations, the last one has not been used. How-

ever, any other equation can be excluded as well. 

When discarding the equation with number i, the ex-

plicit solution is given by 

1

2

1

2

: ,
1 *

1 0 0

: ,
1 *
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j

j j k
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j
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Q

t t k i t t
c

Q
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
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3. THE PROBLEM WITH UNORDERED EVENT TIMES 

In its original statement, problem (1) does not im-

ply a given sequence of events. We can prove that the 

sequence of events zi and zj is predetermined if and 

only if there exists a path between the vertices zi and 

zj. (By the properties of network graphs listed above, 

this condition is equivalent to the existence of a path 

between z0 and zn that contains the vertices zi and zj.)  

Theorem 2. Problem (1) always has an optimal 

solution that satisfies relation (2). 
P r o o f. Suppose that the times of some events zi1 and 

zi2 are unordered. We modify problem (1) by merging the 

events zi1 and zi2 and assigning the same time it   
to them: 

1 2i i it t t  . 

This modification of the problem corresponds to merg-

ing the vertices of the network graph {M, N}. It can be 

demonstrated that the modified graph still meets all the re-

quirements for network graphs. Obviously, the transformed 

network graph satisfies conditions a), b), and d) (see Section 

1). To verify condition c), we note that the merging opera-

tion in a network graph may cause a closed path if and only 

if there exists a path between the vertices being merged in 

the original graph. Due to the unordered times of these 

events (see the assumption above), such a path is absent; in 

this case, condition c) holds. 

Now, we show that if the vectors 1( , ...,t t 

1, ..., ),i nt t   
1 2 1 2
1 1( , ,..., , )m m       are an admissible solu-

tion for the modified network graph, then 

1 1 2 1

1 2 1 2
1 1

( , ..., , ..., , ..., ),

( , ,..., , ),

i i n

m m

t t t t t 

     
                 (7) 

where 1 2 ,i i it t t    is an admissible solution for the origi-

nal network graph. Since the events zi1 and zi2 are unor-

dered, there is no path between them in the graph. In this 

case, the constraints on the components of the vectors t  and 

  will coincide in the modified and original problem up to 

the change of variables. 

Let the network graph be modified as described above. 

If it still contains pairs of events with an unspecified order, 

we repeat the merging operation for these vertices. Obvi-

ously, applying this procedure finitely many times, we will 

obtain a graph with an ordered set of events. By the results 

of Section 2, there exists an optimal solution of such a prob-

lem with the function satisfying condition (2). This solution 

has the general form 
1 2 1 2
1 1( , ,..., , )m m       and 

* * *
1( , ..., ).qt t t  Let the vector t  in the original problem 

have dimension (n–1). Then q < (n–1). Successively split-

ting the merged events, we construct a vector t  containing 

(n–1) components that are the components of the vector 
*t ; 

this vector will be admissible for problem (1). Next, we 

calculate the function u(t) using the components of the con-

structed vectors ( , )t  . As is easily verified, it satisfies 

condition (2). In this case, by Proposition 1, the vector 

( , )t   is the optimal solution. ♦ 

Apparently, one could consider other ways of re-

ducing the general problem to the one with ordered 

event times. For example, it is possible to declare 

some order of occurrence for the unordered events. 

However, the merging procedure discussed above is 

advantageous: it reduces the number of variables. 

Theorem 3. Relation (2) is valid for any optimal 

solution of problem (1). 
P r o o f. Assume on the contrary that condition (2) fails 

for some optimal solution ( , )t  , i.e., ( )u t c . Based on 

Theorem 1, we have ( ) ,u t c
* *
0[ , ].nt t t  All components 

of the vector ( , )t   belong to the interval 
* *
0[ , ]nt t ; we de-

note their set by  

* * 1 2 1 2
0 1 1 1 1{ , , ..., , , , ,..., , }.n n m mT t t t t      
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On each interval formed by the neighbor points of this 

set, the function u(t) is a constant. Hence, there exist points 

1 2,T T     such that 1 2( ) , [ , ].u t c c t      Hence,  

* *
1 2

* *
1 20 0

*
1 0 2 1

* * *
2 0

1

( ) ( ) ( ) ( )

( ) ( )

( ) ( ) .

n nt t

t t

m

n n j

j

u t dt u t dt u t dt u t dt

c t c

c t c t t Q

 

 



  

      

     

   



 

This strict inequality contradicts Proposition 1, and the 

proof of Theorem 3 is complete. 

4. AN ALGORITHM FOR OBTAINING THE OPTIMAL 

SOLUTION 

Let us summarize the results presented above. For 

the dynamic resource allocation problem (1) on a net-

work graph, there always exists an optimal solution for 

which the integral dynamic resource use function is 

given by (2). 

In this paper, we have actually justified the follow-

ing algorithm for obtaining the optimal solution.  

1) Forming the modified network graph. Applying 

a pathfinding method for graphs [11], we find and 

merge the events with unordered times of their occur-

rence. This can be implemented, e.g., using the back-

tracking algorithm [12]. If the graph structure is speci-

fied by the adjacency matrix, the computational com-

plexity of this algorithm can be estimated as O(n
2
), 

where n denotes the number of graph vertices. 

2) Solving the modified problem. The optimal solu-

tion elements are calculated based on relations (4) and 

(6). 

3) Solving the original problem. By splitting the 

identified events, we obtain the solution of the original 

problem in the form (7). 

The convergence of this algorithm is ensured by 

finite iterations at each stage; see the considerations 

above. The computational procedures in Stages 2 and 

3 have a complexity not exceeding O(n
2
). In view of 

the computational complexity of Stage 1, the overall 

computational complexity of the algorithm can be es-

timated as O(n
2
), where n is the number of vertices in 

the original graph. 

CONCLUSIONS 

This paper has been devoted to the dynamic re-

source allocation problem when performing a set of 

interdependent works with the minimum total amount 

of available resources. The problem has been solved 

under the linear dependence of the work completion 

time on the resource amount used. We have justified a 

solution algorithm in the case of a set of works with a 

predetermined sequence of events in the network 

graph. Also, we have proposed an algorithm for reduc-

ing the general problem to an auxiliary one with or-

dered event times and an algorithm for constructing an 

optimal solution of the original problem. The conver-

gence of this algorithm is ensured by finite iterations 

at each stage. The overall computational complexity of 

the algorithm can be estimated as O(n
2
), where n de-

notes the number of vertices in the original network 

graph. It seems promising to apply this algorithm for 

planning the sets of interdependent works using reen-

trant resources. 
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