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Abstract. This paper considers a linear discrete-time dynamic system subjected to arbitrary 

bounded exogenous disturbances described by a matrix from a convex affine family. A simple 

approach to designing a parametric quadratic Lyapunov function for this system is proposed. It 

involves linear matrix inequalities and a fruitful technique to separate the system matrix and the 

Lyapunov function matrix in the matrix inequality expressing a stability condition of the 

system. Being well known, this technique, however, has not been previously applied to dynamic 

systems with nonrandom bounded exogenous disturbances. According to the numerical 

simulations, the parametric quadratic Lyapunov function-based approach yields appreciably less 

conservative results for the class of systems under consideration than the common quadratic 

Lyapunov function-based one. 
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INTRODUCTION  

The study of dynamic systems with parametric 

uncertainty and exogenous disturbances is of great 

theoretical and practical interest. A classical 

approach to solving this class of problems is based 

on designing a common quadratic Lyapunov function 

for the entire family of systems [1–4], and the 

apparatus of linear matrix inequalities [5] is a 

convenient technique. 

However, as is well known [6], using a common 

Lyapunov function often yields rather conservative 

results. In this regard, let us consider the problem of 

designing a parametric Lyapunov function for 

continuous- and discrete-time systems with 

uncertainty. In the papers [6–8], the advantages of a 

parametric quadratic Lyapunov function were 

presented; as shown therein, this approach decreases 

the solution’s degree of conservatism compared to 

the common quadratic Lyapunov function-based one. 

Among the relatively recent publications on the 

subject, we mention, e.g., [1, 9–11]. In the paper [8], 

an efficient method was proposed for designing a 

parametric quadratic Lyapunov function using linear 

matrix inequalities when analyzing the stability of an 

affine family of continuous-time systems. Later on 

[7], this approach was extended to the case of 

discrete-time systems with parametric uncertainty. In 

the paper [12], the result of [7] was generalized to the 

case of a discrete-time system with parametric and 

structured matrix uncertainty. 

In this paper, we design a parametric quadratic 

Lyapunov function for an affine family of discrete-

time systems subjected to arbitrary bounded 

exogenous disturbances. Such problems often arise in 

applications and have a transparent physical 

motivation; for example, see [9, 13]. As an important 

technique, we employ and generalize an equivalent 

representation of the system’s stability condition in 

the form of a matrix inequality, first proposed in [7] 

(also, see [14]). This representation allows separating 

the system matrix and the Lyapunov function matrix 

in the matrix inequality. The technique gave rise to 

several further generalizations, but it has not been 

previously applied to dynamic systems with 

nonrandom bounded exogenous disturbances. The 

corresponding assertion (see Theorem 1 below) is 
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novel, like Theorem 2 obtained on its basis. 

According to the numerical simulations, the 

parametric quadratic Lyapunov function-based 

approach yields appreciably less conservative results 

for the class of systems under consideration than the 

common quadratic Lyapunov function-based one. 

A rather close problem was examined in [6], 

where new sufficient conditions for robust quadratic 

stability of a discrete-time system with parametric 

uncertainty were established. The problem statement 

introduced below is more general, and the apparatus 

of linear matrix inequalities is used as a convenient 

technique. 

This paper is organized as follows. Section 1 

describes the problem statement and the approach to 

solve it. The main results are formulated in Section 2. 

The numerical simulation results are presented and 

discussed in Section 3. 

Throughout the paper,   denotes the Euclidean 

norm of vectors and the spectral norm of matrices, 

the symbol 
T
 indicates transposition, I  is an identity 

matrix of compatible dimensions, and all matrix 

inequalities are understood in the sense of positive or 

negative (semi-) definiteness of the corresponding 

matrices. 

1. PROBLEM STATEMENT AND SOLUTION 

APPROACHES 

Consider a linear discrete-time dynamic system 

described by  

 1 ,k k kx A x Dw                           (1) 

where 
n

kx   denotes the state vector, 
0x  is an 

initial condition, and 
m

kw   is an exogenous dis-

turbance satisfying the constraint  

1  ,      1,  2,kw k                       (2) 

Let n mD   and the matrices   n nA    

belong to the convex family  

   
1 1

:    ‍, 1, ‍‍ ‍0 .,
N N

i i i i

i i

A A A
 

 
     


  


  (3) 

Assume that the system (1) is stable: all matrices 

 A    are Schur (their eigenvalues lie inside the 

unit circle), and the pair  ,A D  is controllable. 

The main problem is to design a parametric 

quadratic Lyapunov function for the system (1) and 

(2). 

First of all, we discuss an approach to designing a 

parametric quadratic Lyapunov function for the 

dynamic system  

1 ,      1,    1,  2, ,k k k kx Ax Dw w k            (4) 

with matrices n nA   and n mD  , the state 

vector 
n

kx  , an initial condition 
0x , and an exog-

enous disturbance 
m

kw   (2). 

According to the paper [15] (also, see the 

monograph [16]), a matrix 0 n nP    satisfying 

the linear matrix inequality 

 Τ T1 1
  0

1
APA P DD  

 
               (5) 

for some 0 1  will define a quadratic Lyapunov 

function of the form  

  T 1V x x P x  

for the system (4) and (2). 

For further presentation, we need the following 

technical result. 

Theorem 1. The assertions below are equivalent: 

I. There exists a matrix 0P   such that  

 Τ T1 1
  0

1
APA P DD  

 
                  (6) 

for some 0 1 . 

II. There exist matrices T0 n nP P     and 
n nG   such that  

 
 

Τ Τ Τ

Τ

0   0

0 1

P AG D

G A G G P

D I

 
 

    
   

       (7) 

for some 0 1 . 

P r o o f. Applying Schur’s complement lemma to the 

matrix inequality (7) two sequential times gives the 

equivalent relations 

 

 

T

T T T

1

1   0
P DD AG

G A G G P

 
   

   
 

          (8) 

and  

 T T 1 T T1 1
( ) 0.

1
P DD AG G G P G A    

 
 (9) 

Letting TG G P   in (9), we arrive at inequality (6). 

Thus, Assertion I implies Assertion II. 

Now, we prove the converse. Multiplying (8) on the 

left by 
1

I A
 

 
 

 and on the right by T1

I

A

 
 
   

 yields 

 

T

T

T T T

1
1 1   01

IP DD AG
I A

A
G A G G P

                   
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or T T T T 11 1 1 1

1
P DD AG A AGA A G G     

   

 T 0.P A   This condition is equivalent to (6). The proof 

of Theorem 1 is complete. ♦ 

Well, Theorem 1 reduces inequality (5) to the 

equivalent form (7), linear in the matrix variables P  

and A . 

Let us return to the system (1). Due to the 

convexity of (3), a solution 0P   of the combined 

matrix inequalities  

T T1 1
0,     0 1,      1, , ,

1
i iA PA P DD i N      

 



 

or, by Theorem 1, of the equivalent ones 

 
 

T T T

T

0   0,     0 1,

0 1

i

i

P AG D

G A G G P

D I

 
 

       
    

  (10) 

will define the common quadratic Lyapunov function 

  T 1V x x P x  for the affine family (1)–(3). 

Note a rather high degree of conservatism for this 

result: an appropriate matrix 0P   must satisfy all 

inequalities (10) for the same value  . 

Appreciably less conservative results are obtained 

using the parametric quadratic Lyapunov function 

   T 1V x x P x   with the matrix  

  T

1

,     0 .
N

n n

i i i i

i

P P P P 



             (11) 

Resting on Theorem 1, we will establish a 

sufficient condition for the existence of a parametric 

quadratic Lyapunov function (11) for the affine 

family (1)–(3); see the next section.  

2. MAIN RESULT 

Due to the convexity of (3) and the structure of 

the parametric quadratic Lyapunov function (11), it 

suffices to require that the component 
iP  correspond 

to the vertex 
iA  in the system (1). The following 

assertion is the main result of the paper. 

Theorem 2.  Assume that there exist matrices 
T0 n n

i iP P     and n nG   such that 

 
 

T T T

T

0   0,      1, , ,

0 1

i i

i i

P AG D

G A G G P i N

D I

 
 

      
   

   (12) 

for some 0 1 . 

Then the system (1), (3), and (2) has a parametric 

quadratic Lyapunov function with the matrix  

 
1

‍.
N

i i

i

P P


                           (13) 

P r o o f. Due to (5), a matrix 0iP   satisfying the 

matrix inequality  

T T1 1
0

1
i i i iA P A P DD 

 



              (14) 

for some 0 1    will define the quadratic Lyapunov 

function   T 1

iV x x P x  for the system (1) at the vertex 

iA . 

According to Theorem 2, condition (14) is equivalent 

to the matrix inequality  
 

 
 

T T T

T

0   0

0 1

i i

i i

P AG D

G A G G P

D I

 
 

    
   

           (15) 

for some 0 1   . 

Multiplying (15) by 
i  and summing over 1, ,i N  , 

we obtain  

 

 

1 1 1

T T T

1 1 1

T

1 1

‍0 ‍ 0.

0 1

N N N

i i i i i

i i i

N N N

i i i i i

i i i

N N

i i

i i

P A G D

G A G G P

D I

  

  

 

  
    

  
  
        
  
 
   
 
 

  

  

 

 

Since  
1

N

i i

i

A A


    and 
1

1
N

i

i

  ,  

 

 

 

 

1

T T T

1

T

‍

‍0 ‍ 0.

0 1

N

i i

i

N

i i

i

P A G D

G A G G P

D I





 
  

 
  

       
  

 
  
 



  

Thus, the matrix (13) defines the parametric quadratic 

Lyapunov function    T 1V x x P x   for the system 

(1)–(3). The proof of Theorem 2 is complete. ♦ 

Clearly, this approach is conservative primarily 

because conditions (12) must hold for the same value 

 . However, as we will see below, the proposed 

approach yields less conservative estimates than the 

common quadratic Lyapunov function-based one. 

3. AN EXAMPLE 

As an illustrative example, we consider the system 

from [4] with the vertices  

1

0.0061 0.2630 0.2748

0.1266 0.1242 0.3029 ,

0.5100 0.4678 0.9712

A

 
 

  
   
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2

0.1330 0.2009 0.1672

0.1224 0.5987 0.3100 ,

0.5235 0.0297 0.4784

A

 
 

  
   

 

 
3

0.2733 0.1868 0.0077

0.0253 0.2828 0.6112 ,

0.2412 0.0844 0.8024

A

   
 

   
    

 

and the bounded exogenous disturbances with  

1

1 .

0

D

 
 

  
 
   

Using Theorem 2, we solve the corresponding optimi-

zation problem min ‍ii
P  and find the matrices 

 4

1

1.1381 0.8630 0.2336

0.8630 1.1608 0.2290 10 ,

0.2336 0.2290 0.

ˆ

8764

P

 
 

  
  

 

 4

2

1.1552 0.8149 0.2110

0.8149 1.3914 0.1546 10 ,

0.2110 0.1546 0.

ˆ

3824

P

 
 

  
  

 

 and 4

3

1.2724 1.1669 0.1901

1.1669 1.4113 0.2095 10

0.1901 0.2095 0 0

ˆ

.541

P

 
 

   
  

 

of the parametric quadratic Lyapunov function 

   3T

1
‍ ˆ .i ii

V x x P x


   

For comparison, we calculate the matrix of the com-

mon quadratic Lyapunov function for this system by solv-

ing the optimization problem min P  subject to the con-

straint (10):  

 4

2.5519 0.3322 1.2518

0.3322 4.7636 0.5922 10 .

1.2518 0.5922 3.2 6

ˆ

17

P

  
 

   
  

 

As is well known, the matrix of a quadratic Lyapunov 

function is associated with the so-called invariant ellip-

soid. (For more details, see the monograph [16].) Recall 

that the system’s trajectory starting at a point inside the 

invariant ellipsoid will remain there under all admissible 

exogenous disturbances. 

Let us compare the invariant ellipsoids determined by 

the parametric and common quadratic Lyapunov func-

tions. The figure shows the projections of the correspond-

ing invariant ellipsoids onto the plane  1 3, .x x  The notice-

able differences confirm the reduced degree of conserva-

tism of the proposed approach. 

Also, this figure shows the projection of the system’s 

trajectory with an initial condition from the invariant ellip-

soid with the matrix  P̂   under the so-called worst ex-

ogenous disturbance [16] of the form 

 
    T 1sign ,      1,2,ˆ

k kw D P A x k    
 

 
 

Projections of invariant ellipsoids and system’s trajectories 

 
The calculations were performed in Matlab using cvx 

[17]. 

CONCLUSIONS 

This paper has proposed an approach to designing 

a parametric quadratic Lyapunov function for an 

affine family of discrete-time systems with arbitrary 

bounded exogenous disturbances. The approach is 

remarkable for simplicity and a reduced degree of 

conservatism, as the numerical simulations show. 

Further research will focus on extending these 

results to the design problem for a family of discrete-

time control systems with parametric uncertainty. 
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