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Abstract. This paper describes the approaches underlying ISAND, an information system for 

scientific activity analysis in the field of control theory and its applications. ISAND is being de-

veloped at the Trapeznikov Institute of Control Sciences, the Russian Academy of Sciences. The 

ISAND ontology is oriented toward the representation and collection of knowledge in the field of 

control theory and its applications, namely, scientific knowledge (the ontology of control theory) 

and knowledge related to the scientific activity of agents (organizations, journals, conferences, 

and individual researchers) in this field. Based on this ontology, the ISAND architecture is a 

complex program system to collect, store, and analyze publications and their metadata from ex-

ternal sources. The ISAND algorithm for building the thematic profiles of scientific objects (pub-

lications, researchers, organizations, journals, and conferences), as well as ISAND text processing 

and network analysis capabilities, are presented. Finally, the main possibilities of using ISAND 

are considered.  
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INTRODUCTION 

The rapid growth of scientific publications over the 

last decades has demanded the development of com-

puter systems for the automated handling of large ar-

rays of publications. Such a system should contain a 

database of publications and, accordingly, some tools 

to update and maintain this database. However, the set 

of analytical tools for handling publications varies in 

different systems, depending on the goals of system 

developers. The Web of Science, Scopus, RSCI, 

Google Scholar, ResearchGate, OpenAlex, etc. are 

well-known databases intended to analyze the citations 

of publications and calculate scientometric indicators 

for publications and their authors (the Hirsch index) as 

well as for scientific journals (the impact factor).  

Content analysis of scientific texts is a more com-

plex and less studied problem. There are far fewer sys-

tems of this class. Note Semantic Scholar 

(www.semanticscholar.org), the American system 

specializing in computer science and medicine, and 

iFORA, the system handling scientific publications, 

patents, market analytics, etc. developed at National 

Research University Higher School of Economics 

(https://issek.hse.ru/ifora). 

ISAND, an information system for scientific ac-

tivity analysis, is being developed at the Trapeznikov 

Institute of Control Sciences, the Russian Academy of 

Sciences (ICS RAS). Its current test version is availa-

ble at https://isand.ipu.ru. ISAND aims to analyze the 

content of scientific publications in the field of control 

theory and applications. The database of this system 
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contains the arrays of publications of the ICS RAS 

staff since 2005, journal articles from Control Scienc-

es (2003–2023), Advances in Systems Science and Ap-

plications (2017–2020, 2022–2023), etc., conference 

papers from “Large-Scale Systems Control” (2009, 

2011–2018, 2021–2023), “Management of Large-

Scale System Development” (2007–2023), etc. In the 

future, the database will be significantly expanded 

with retrospective information from other sources and 

regularly updated and maintained. 

Most tasks related to content analysis of scientific 

texts are based on the positioning of texts in a thematic 

space. Traditional thematic space structuring meth-

ods––universal classifiers such as UDC [1], the classi-

fier of the OECD [2], the classifier of the RSF [3], the 

State Rubricator of Scientific and Technical Infor-

mation [4], etc.––do not fully match the tasks of 

ISAND for two reasons. The first reason is universali-

ty, whose advantages turn into the following draw-

back: scientific directions have a too large segmenta-

tion and, accordingly, a too weak differentiation of 

sections within them. The second reason is unidimen-

sionality due to the strictly observed taxonomic prin-

ciple: each classification object should be character-

ized by exactly one vertex of the classifier tree. This 

requirement complicates the classification of interdis-

ciplinary research works; moreover, it neglects that, 

e.g., two researchers using different mathematical ap-

paratus in the same field have essentially different 

competencies, which should be positioned differently 

in the thematic space. Therefore, the ISAND classifier 

developed in the ISAND system is multidimensional 

and involves modern ontology design principles. This 

classifier is based on the 3D ontology of control sci-

ences proposed in [5]. See Section 4 for a detailed de-

scription of the ISAND classifier.  

The classifier structuring the thematic space can be 

used to characterize the main objects of scientific ac-

tivity in terms of this space, namely, scientific publica-

tions, researchers, journals, research and educational 

organizations, and scientific conferences. These char-

acteristics are called profiles; see Section 3 of the pa-

per. Based on the profiles, the ISAND system solves 

analysis tasks related to the given objects of scientific 

activity. For example, a researcher is interested in pub-

lications on a given topic; the management of an insti-

tution needs experts with particular competencies; the 

editorial office of a scientific journal or conference 

organizers seek a competent reviewer for a submitted 

paper, etc. Examples of such tasks are provided in 

Section 6. 

Other sections of this paper describe the ISAND 

architecture and intelligent text and network analysis 

methods based on ISAND objects. 

1. ISAND ONTOLOGY DEVELOPMENT 

An ontology is a formally specified agreed descrip-

tion (conceptualization) of a subject domain (in T. 

Gruber’s sense [6, 7]) that is developed by a group of 

experts and interpreted by both machines and people. 

In other words, an ontology is a formalized description 

of expert-agreed concepts in a particular subject do-

main, developed to be unambiguously understood by 

people and machines. Web Ontology Language 

(OWL) [8, 9] is a language proposed by the World 

Wide Web Consortium (W3C) as a practical tool for 

creating particular structured ontologies in order to 

formalize knowledge in some subject domain using 

classes, relations, individuals, and logical constraints. 

OWL ontologies simplify information exchange (both 

between people and software agents), enable 

knowledge reusability, support the inference of new 

knowledge, and serve as a foundation for building 

knowledge bases of knowledge-driven information 

systems. 

In the case under consideration, the development 

of a subject-oriented OWL ontology includes the fol-

lowing steps: 
1. analysis of the requirements and scenarios of in-

formation system usage; 
2. creation of basic classes, their attributes, and re-

lationships between classes; definition of logical con-
straints on classes and properties; 

3. formalization within the OWL language select-
ed; 

4. ontology validation and testing; 

5. ontology deployment and integration; 
6. ontology maintenance and updating. 

The development of the ISAND ontology (as well 
as the information system itself) is motivated by the 

requests of the following potential users (agents): 

 researchers, 

 editorial boards of scientific journals and organ-
izers of scientific conferences, 

 heads of research and educational organizations, 
departments, and teams, 

 science organizers. 

Researchers need information support for their re-

search, including analysis of current research trends, 

exploration of key concepts, and identification of in-

fluential agents (researchers, journals, conferences, 

and organizations) and scientific publications. 

Editorial boards of scientific journals and confer-

ence organizers strive to make submissions appropri-

ate for the journal or conference and find qualified 

reviewers and potential conference participants. 

Heads of research and educational organizations 

are interested in finding new employees and project 
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participants and analyzing the topicality of scientific 

directions within the organization. 

For science organizers, relevant issues are con-

nected with organizational structures (scientific organ-

izations, departments, teams, and researchers) as well 

as with the forecast and assessment of the prospects of 

scientific directions and the effectiveness of agents. 

Thus, the ISAND ontology is oriented toward the 

representation and collection of knowledge in the field 

of control theory and its applications, namely, scien-

tific knowledge (the ontology of control theory) and 

knowledge related to the scientific activity of agents 

(organizations, journals, conferences, and individual 

researchers) in this field. 

Let us consider the ontology of scientific 

knowledge and the ontology of scientific activity in 

control theory. 
 

1.1. The Ontology of Scientific Knowledge (the Ontology 

of Control Theory) 

The ontology of scientific knowledge is intended 

to systematize and classify knowledge in the field of 

control theory. The classifier proposed in [10] is a 

“coordinate system” of the thematic space that imple-

ments the view of a set of scientific directions from a 

certain standpoint and reflects the possible multi-

theme nature of a scientific document or the diversity 

of researcher’s competencies. In this space, an object 

is characterized by a profile vector; see Section 3. 

Note that this classifier was partially described in [11] 

(also, see [12]); it covers the earlier publications on 

the terminology of control theory [13–15]. 

The ISAND ontology of scientific knowledge is a 

significantly extended version of the ontology of con-

trol theory proposed in [5]. It has a four-level struc-

ture, and all levels (except the lower one) represent a 

tree. The levels are numbered from 0 to 3. The zero 

level contains four fixed vertices, namely, General 

Scientific Problems, Mathematical Apparatus, Subject 

Domain, and Scope of Application. By assumption, 

this level will not change under possible extensions of 

the ontology. It reflects not particular themes of con-

trol theory but various aspects of scientific research: a 

mathematical apparatus used in studies (game theory, 

probability theory, ...), a subject domain, i.e., some 

applied theory (automatic control, data analysis, theo-

ry of control in organizations, ...), and a particular 

scope of application (moving objects, manufacturing, 

power engineering, finance, medicine, ...). The zero-

level vertices will be called metafactors. 

Each zero-level vertex is the root of a thematic 

subtree revealing its content. For example, the Math-

ematical Apparatus subtree contains, among others, 

the Game Theory vertex (the first level) and its se-

cond-level detailing vertices (Theory of Noncoopera-

tive Games, etc.). The Subject Domain subtree con-

tains the Theory of Control in Organizations vertex. 

Accordingly, the Subject Domain subtree contains, 

among others, the Theory of Control in Organizations 
vertex and its second-level detailing vertices, e.g., 

Planning Mechanisms; the Scope of Application sub-

tree contains the Power Engineering vertex (the first 

level) and the Nuclear Power Engineering vertex (the 

second level). Each factor of the lower (second) level 

is characterized by a fixed set of terms. 

The classifier was built by experts of ICS RAS for 

control theory and its applications. At the moment, it 

includes 4 zero-level factors, 53 first-level factors, 161 

second-level factors, and over 300 000 terms; see 

https://www.ipu.ru/sites/default/files/page_file/Classifi

erCS.xlsx. Figure 1 shows a fragment of the classifier 

graph. 

 

 
 

Fig. 1. The classifier graph: one fragment. 

 
The key terms of control theory (about 1000 items) 

were given definitions and descriptions with hyper-

links to other terms of this conceptual system; see [11, 

12] and https://www.ipu.ru/education/glossary.  

 

1.2. The Ontology of Scientific Activity 

The ontology of scientific activity is intended to 

describe agents (organizations, communities, or per-

sons) and the results of their actions. The current ver-

sion of this ontology includes 45 classes in the taxon-

omy (e.g., Publication), 23 object properties (e.g., “af-

fects”), and 37 simple properties (e.g., “title”). 

The ontology includes 9 upper-level classes, par-

ticularly Agent, Action, Result, Category, Role, and 

Profile. Figure 2 shows a small fragment of the ontol-

ogy with the main upper-level classes and relations; 

see https://www.ipu.ru/sites/default/files/page_file/ 

isand_ra_ontology.pdf for the complete version.  

https://www.ipu.ru/sites/default/files/page_file/ClassifierCS.xlsx
https://www.ipu.ru/sites/default/files/page_file/ClassifierCS.xlsx
https://www.ipu.ru/education/glossary
https://www.ipu.ru/sites/default/files/page_file/isand_ra_ontology.pdf
https://www.ipu.ru/sites/default/files/page_file/isand_ra_ontology.pdf
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Fig. 2. The main classes in the ontology of scientific activity. 

 

The Agent class models individual and collective enti-

ties (scientific organization, department, team, etc.). 

These entities perform some actions (the Action class), 

producing certain results (the Result class). The sub-

classes of the Agent class are Individual (Person and 

Software Agent), Organization, Community, Scientific 

Team, etc. The Organization class participates in vari-

ous relations with other types of entities; in particular, 

this class has the “is member of” relation to the Person 

class. Category thematically classifies other entities of 

the ontology (e.g., the results of actions). 

In general, the classes in the ontology and the rela-

tions between them correspond to the research meth-

odology; for details, see the monograph [16]. 

 

1.3. ISAND Ontologies and Information System 

Development 

Ontologies are the foundation of the ISAND 

knowledge base, implemented as a Resource Descrip-

tion Framework (RDF) repository. RDF is a W3C 

standard for describing resource metadata on the In-

ternet. This standard is used to integrate and manage 

data from different sources. The repository supports 

query processing in SPARQL, a special language de-

signed for RDF data with flexible management of se-

mantics and metadata. Web applications using such a 

repository can easily adapt to changes in the ontology 

model. The description of the data structure and the 

instance data can be retrieved from the repository 

equally efficiently. This knowledge base is the core of 

the ISAND architecture; see the next section of the 

paper. 

2. THE ISAND ARCHITECTURE 

ISAND is a complex program system to collect, 

store, and analyze publications and their metadata 

from external sources. 

The system works with two external information 

flows. The first flow consists of uploads from data 

sources such as scientific journals, conferences, pub-

lishers, and digital libraries. They provide their data-

base of publications for uploading to ISAND. Depend-

ing on the capabilities of the source, data retrieval can 

be either one-time or regular. The second information 

flow is the interaction of users with the system. They 

can add and correct data about their publications as 

well as receive information search and analysis results. 

For this purpose, appropriate website methods are 

provided. In addition, electronic services can be used 

to obtain data for other information systems. 

The system has a multilevel architecture with the 

Request–Response pattern to organize interaction be-

tween components. The main subsystems and their 

links are presented in Fig. 3.  
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Fig. 3. The ISAND architecture. 

 
The ISAND inner loop (Fig. 3) contains several 

main subsystems: 

 the file repository and the data uploading subsys-
tem, 

 the knowledge base, 

 the subsystem of intelligent information analysis, 

 the subsystem of experimental methods and mod-
els, 

 the backup subsystem, 

 data processing services, 

 the ISAND website. 
All publication files or files with meta-information 

about publications, including compiled archives, enter 
the data uploading subsystem, where they are stored in 
their original form and copied to the structured data 
module for separate indexing and storage. When ar-
chived, they are automatically extracted into separate 
files. Publications from the structured data module are 
read-only to the rest components of the system. 

For each file, the data uploading subsystem applies 
methods from the intelligent information analysis 
module to check its integrity, language, and encoding 
and segment the publication into individual blocks. 
Such methods can be called primary. Note the im-
portant segments of a publication: title, keywords, au-
thors, and bibliographic references. Additionally, pri-
mary analysis methods determine the composition and 
number of terms from the ontology of scientific 
knowledge (see subsection 1.1). The results generated 
by these methods are stored in the structured data 
module and are also available to the rest components 
of the system. ISAND is a developing system in which 

information analysis models evolve and the ontology 
of scientific knowledge is refined in the sense of terms 
and classification factors. After such changes, the pri-
mary analysis methods of the system will be repeated 
for the entire structured archive. 

Note that some data sources provide segmented in-
formation instead of text files of publications. There 
exist many data formats with different segments. 
Therefore, another part of the primary methods con-
vert them into a single internal format for universal 
subsequent processing.  

The knowledge base stores information in the 
graph form according to the RDF model. To define 
entities and relations between them, the knowledge 
base operates the ontologies of scientific knowledge 
(subsection 1.1) and scientific activity (subsection 
1.2). The information in the database is updated using 
the results of primary processing methods, located in 
the file repository in internal format. The database up-
date software regularly accesses the file storage sub-
system and receives the list of new arrivals. Since the 
data come from different sources, duplicates of previ-
ously uploaded articles periodically appear. Before 
uploading, the identity of the incoming entities to the 
existing ones in the database is comprehensively 
checked; however, the exact comparison cannot be 
performed automatically due to incomplete incoming 
data. For example, consider the Person entity; its in-
stances cannot be matched only by surname, first 
name, and patronymic. Additional information is re-
quired here, e.g., e-mails or identifiers of external sys-
tems (including ORCID iD, Scopus Author ID, or Re-
searcherID). Publications often have no additional in-
formation about Person, or this information is contra-
dictory; in this case, uploading results in duplicate 
records about the same entity. Due to these problems, 
the database is designed so that all incoming data are 
stored considering their source. At the same time, one 
task of information analysis methods is to identify du-
plicates and merge the same entities. 

The information analysis subsystem is the ISAND 
core; besides primary uploading and duplicate detec-
tion, it calculates thematic profiles (Section 3) and 
performs intelligent data processing (Section 4) and 
intelligent network analysis (Section 5). This module 
is implemented as services on several servers. 

An important task of ISAND is to implement new 
models and methods of researchers. For this purpose, 
the system includes a special module, the subsystem of 
experimental methods and models. This module has 
access to non-public data and methods but works in an 
isolated environment: the results of such methods do 
not enter the main system. In the case of successful 
implementation, experimental methods and models 
can be transferred to the subsystem of intellectual in-
formation analysis. 
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Of course, the backup system is implemented to 
save the accumulated processed information. Infor-
mation from the file repository and database is dupli-
cated on a separate server. 

A standardized application programming interface 
(API) based on representational state transfer (REST) 
is implemented to provide common access to system 
data and information processing methods. The services 
are accessed via the HTTP protocol from the internal 
loop and the HTTPS protocol from the external loop. 

The ISAND website also works via REST API, 
providing the user with convenient graphical access to 
the system. The website displays meta-information 
about publications and the results of analysis methods; 
it can be used to edit information about publications 
depending on the user’s rights. 

3. THE THEMATIC PROFILES OF SCIENTIFIC OBJECTS 

The classifier in the ISAND system is the ontology 
of scientific knowledge of control theory; see Section 
1. It reflects the possible multi-theme nature of scien-
tific objects. In this section, scientific objects are either 
agents (researchers, organizations, journals, and con-
ferences) or publications. Each object is characterized 
by a vector (its thematic profile) in the thematic space. 

According to Section 1, the ontology of control 
theory has the four-level structure (metafactors, fac-
tors, subfactors, and terms). The levels are numbered 
from 0 to 3.  

We denote by V = {v1, …, vn} the set of first-level 
vertices (factors). First-level vertex i is connected with 

the set Vi = {vi1, …, 
iinv } of second-level vertices 

(subfactors). Let m be the total number of subfactors: 

m = 
i

i N

n


 . 

The third level consists of term vertices character-
izing subfactors. As a rule, each term characterizes 
one subfactor. (In some cases, the tree ontology may 
be violated.) 

The algorithm for calculating the profiles of sci-

entific objects was presented in [10]. We introduce 
the following notations: 

K  is the set of researchers; 
L  is the set of publications; 

Δlij  is the total occurrence of the basic terms of 

subfactor ij in publication l; 

 
1if researcher authors publication 

,
0 otherwise;

k l
k l


  



 

r(l) is the number of authors of publication l. 
Following the algorithm described in [10], we de-

fine the second-level profile of publication l by 

 1, , , , , l l lij lnmx x x x  

 

where ,   ,    ,    .

i

lij

lij i

lij

i N j N

x l L j N i N

 


   


 

Obviously, this vector is stochastic, i.e., 
,

1.lij

i j

x   

Remark. In the future, it is possible to consider 
more sophisticated profile definitions (including those 
based on the network links (references) of publica-
tions). 

To find the first-level profile of publication l, for 
each factor, we sum the components of the second-
level profile that correspond to the associated sub-
factors: 

 1,  ,  ,  ,  , l l li lnX X X X  

 where , , .

i

li lij

j N

X x l L i N


    

Finally, to find the zero-level profile of publication 
l, for each of the three zero-level vertices, we sum the 
first-level profile components that correspond to the 
associated first-level vertices. 

Thus, each publication is characterized by its three-
dimensional zero-level profile vector, n-dimensional 
first-level profile vector, and m-dimensional second-
level profile vector. The three vectors are stochastic. 

Publication profiles can be used to define the pro-
files of other scientific objects associated with publica-
tions. 

Based on the additive aggregation principle, we de-
fine the second- and first-level profiles of researcher k 
using the array of his or her publications: 

 
 

 
 

,

,  

,

  ,    ,    ,
i

lij

k l L
ij

lij

i N j N l L

i

x
k l

r l
y

x
k l

r l

k K j N i N



  







  




 

,    ,    .

i

k k
i ij

j N

Y y k K i N


    

The zero-level profile is defined by summing, for 
each of the three zero-level vertices, the first-level pro-
file components that correspond to the associated first-
level vertices. 

To proceed, we define the profiles of the journal 
where the researchers’ papers were published. Let 

U L  be the set of papers published in journal p  P, 

where P denotes the set of journals. Then the profiles 
are defined by 

, ,    ,    ,

i

lij

p l U
ij i

lij

i N j N l U

x

w p P j N i N
x



  

   




 

,    ,    .

i

p p
i ij

j N

W w p P i N


    



 

 
 

 

 
 

41 CONTROL SCIENCES  No. 3 ● 2024  

INFORMATION TECHNOLOGY IN CONTROL 

Similarly, the dimensions of journal profiles are m 

(the second level) and n (the first level). 

Along with thematic profiles, an important charac-

teristic is the number of papers published in a journal, 

i.e., the number of elements in the set U . 

Remark. The profile of a scientific conference can 

be calculated by analogy with the journal profile.  

Since the profiles of a publication, a researcher, an 

organization, a journal, and a conference represent 

stochastic vectors, the degree of proximity between 

these scientific objects can be calculated uniformly. 

We propose the following distance between two pro-

files given by stochastic vectors  1,  ,  n      and 

 1,  ,  nq     : 

   
1 1

1
, 1 min , .

2

n n

j j j j

j j

d
 

           

Note that this metric is a special case of the com-

mon variation distance, well known in probability the-

ory. It takes values from 0 to 1 inclusive. 

Remark. When considering the same objects in 

this metric, the distance between the first-level profiles 

is always not greater than that between the second-

level profiles and, at the same time, not smaller than 

that between the zero-level profiles [10].  

4.  INTELLIGENT TEXT PROCESSING  

4.1. Structure Extraction for Scientific Publications 

At the moment, ISAND involves two text pro-

cessing flows: extraction of meta-information from the 

publication text and preprocessing of the text layer to 

calculate profiles (see Section 3). 

For scientific publications, the task of automatic 

structure extraction arises when systematizing and 

normalizing the accumulated data for different pur-

poses: formation of a searchable database of publica-

tions, construction of citation graphs using biblio-

graphic references, and use of marked-up data for 

training language models. The structural inconsistency 

of publications is one of the main problems for solving 

this task. The domain concerns different sequences of 

structural elements, or even the absence of some struc-

tural elements, as well as different formats of the same 

structural element. (Structural elements are article 

identifiers, title, authors, abstract, etc.) 

Text structure extraction methods can be based on 

traditional Optical Character Recognition (OCR) al-

gorithms, which mechanically or electronically con-

vert documents into editable and searchable data. The-

se algorithms include template matching, boundary 

analysis, zone segmentation, and the structural meth-

od. However, these approaches are not automatic and 

require significant intervention to adjust to different 

formats of scientific publications. 

In most cases, automatic structure extraction meth-

ods are oriented to machine learning technologies, 

since heuristic methods have high effectiveness only 

under a set of rules considering all possible features of 

each structural element. Note that these approaches do 

not always guarantee reliable results: their accuracy 

may depend on the language of the publication [17, 

18]. 

An approach to extracting metadata from the head-

ers of Cyrillic documents was presented in [19]. The 

approach includes the following operations: creating a 

CORE dataset, extracting text from a PDF file using 

the pdfMiner utility (with subsequent tokenization), 

and training a GROBID (GeneRatiOn of BIbliograph-

ic Data) and BiLSTM (Bidirectional Long Short-Term 

Memory) models to compare the results. The CORE 

dataset provides data on scientific publications. It con-

sists of metadata and full texts in a machine-

processable format. The dataset based on PubMed 

Central Open Access Subset, CiteSeer, and Cora-ref 

resources [20] consists of 15 553 documents obtained 

after filtering all Cyrillic language source data, remov-

ing the duplicates, and discarding non-scientific doc-

uments. 

How is the structure of scientific publications de-

fined in ISAND? In this system, publications from the 

repository serve as data sources. At the time of writing 

this paper, the total number of articles in the repository 

was 26 335, excluding duplicates and suspicious arti-

cles. After excluding the files with encryption, dam-

aged encoding, and missing text layer, the repository 

contained 22 532 articles, including 21 520 articles in 

Russian. 

Automatic structural element extraction for scien-

tific publications is based on GROBID, an open-

source automatic tool representing a freely available 

library trained on English-language publications to 

extract structural elements. It can be retrained on text 

corpora in other languages. GROBID uses a cascade 

of sequence markup models to analyze a document. 

This modular approach allows adapting training data, 

functions, textual representations, and models to dif-

ferent hierarchical document structures. The proposed 

model is an extension of named entity recognition 

[21]. By default, this problem is solved using standard 

“flat” machine learning methods based on the linear 

chain method of conditional random fields (CRFs). 

However, GROBID can apply deep learning sequence 

labeling models trained using the Deep Learning 

Framework for Text (DeLFT) library. DeLFT is a 

Keras  and  TensorFlow  text  processing  platform  ori- 
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ented toward sequence markup and text classification. 

This platform implements standard modern deep 

learning architectures for text processing tasks. 

Available neural models combine CRF methods 

and BidLSTM. This combination of BidLSTM–CRF 

methods is used with embedding the Global Vectors 

for Word Representation (GloVe) model, with an ad-

ditional function channel, with embeddings from a 

language model (ELMo), and fine-tuned transformer-

based architectures with or without a CRF activation 

layer that can be used as an alternative to the linear 

chain CRF method. 

Nowadays, there exists no neural model for full-

text models because the input sequences for this model 

are too large for the currently supported deep learning 

architectures. For this task, the problem statement 

needs to be modified; also, alternative deep learning 

architectures (with sliding window, etc.) can be adopt-

ed instead. 

GROBID involves a cascade of sequence markup 

models for segmenting a scientific publication into the 

structural elements (Fig. 4). The architecture and pa-

rameters of the structural elements depend on the 

marks used, the amount of available training data, 

runtime, memory and accuracy constraints, etc. 

The Segmentation model is used to identify the 

main structural elements of a document, such as title 

page, title, main body, footnotes, bibliographic sec-

tions, etc. The title zones detected by the segmentation 

model are passed to the title model. The title model is 

trained to recognize information such as title, authors, 

affiliation, abstract, etc. Some markup models can be 

used at multiple document positions. For example, the 

date model is intended to segment the original date 

into years, months, etc. and normalize the date in ac-

cordance with the ISO standard. This model is execut-

ed when identifying dates in the title zone and, moreo-

ver, when decomposing the references zone. Similarly, 

figure or table models are used to structure all figures 

and tables in a document. The structuring of the same 

type of entity also depends on its position. For exam-

ple, the full names of authors are usually listed in the 

article’s header, and they are linked to affiliation 

markers; the names of authors in the references zone 

are usually much shorter and never mixed with affilia-

tion information. 

The GROBID training method used to create 

ISAND assumes that the structure of journal articles is 

invariable over time. Under this assumption, articles 

from different sources were analyzed and grouped to 

identify the most frequent patterns. The initial training 

phase included 400 such patterns used for model train-

ing, particularly the following patterns: Header 

Metadata, Segmentation, Affiliation Address, Authors, 

and Segmentation of References. During the experi-

ments, the PDF files of articles were used to create 

training data by GROBID. Corrections were difficult 

to make due to limitations in the methodology for edit-

ing training files. If a training file was missing a piece 

of text from an article, it could not be added; therefore, 

the file was unusable for training. As a result, some 

patterns were excluded from the training set due to the 

above limitations. GROBID retraining is based on pre-

annotated training data. Each article for retraining was 

taken with a PDF file, a set of pre-annotated XML 

files, and a set of files without XML extension con-

taining a list of feature tokens for training. Upon com-

pletion of the training process, the values of the metric 

f1 were obtained to reflect the effectiveness of the 

models; see the table below. 

  
 

 

 
Fig. 4. The cascade of structural elements in GROBID.
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Metric f1 for the GROBID model 

GROBID f1 (micro-
averaging) 

f1 (macro-
averaging) 

Header metadata 80.95 73.25 

Segmentation 83.95 70.33 

Affiliation 82.71 78.29 

Authors 93.97 87.71 

Segmentation of references 91.18 81.01 

 

We provide several examples to illustrate the val-

ues of the metric f1. At the moment, ISAND has the 

Russian language interface and contains metadata 

primarily in the Russian language. In the examples 

below, whenever the original strings are given in Rus-

sian, their translation into English will be presented in 

parentheses for clarity.  
Example. 1. Successful extraction. 

 Original string: “Влияние квантовых эффе к-

тов на проводимость  наноструктур.  Иванов 

А.А. ,  Петров Б.Б. ,  Сидорова В.В.  -  Москов-

ский физико-технический институт,  Долго-

прудный, Россия.” (Influence of quantum effects on 

the conductivity of nanostructures. Ivanov A.A., Petrov 

B.B., Sidorova V.V. - Moscow Institute of Physics and 

Technology, Dolgoprudny, Russia.)  

 Recognized string:  

o Title: “Влияние квантовых эффектов на  

проводимость наноструктур ” (Influence of quantum 

effects on the conductivity of nanostructures);  

o Authors: “Иванов А.А. ”,  “Петров Б .Б.” ,  

“Сидорова В.В.” (Ivanov A.A., Petrov B.B., Sidorova 

V.V.); 

o Affiliation: “Московский физ ико-техни-

ческий институт,  Долгопрудный, Россия ” 

(Moscow Institute of Physics and Technology, Dolgoprud-

ny, Russia). 

 Tokens: 

o  words: “Влияние” (Influence), “квантовых” 

(quantum), “эффектов” (effects), “на” (on), 

“проводимость” (conductivity), “наноструктур” 

(nanostructures),  “Иванов” (Ivanov), “А.А.” (A.A.), 

“Петров” (Petrov), “Б.Б.” (B.B.), “Сидорова” (Si-

dorova), “В.В.” (V.V.), “Московский” (Moscow), 

“физико-технический” (physics and technology), 

“институт” (institute), “Долгопрудный” (Dolgoprud-

ny), “Россия” (Russia) (17 tokens); 

o punctuation marks: “.”, “,”, “,”, “,”, “-“, “,”, “,”, 

“,”, “.” (7 tokens); 

o in total: 17 (words) + 7 (punctuation marks) = 24 

tokens. 

 Analysis:  

o TP (true positive): all tokens constituting Article 

Title, Authors, Affiliation, City, and Country were correctly 

classified.  

o FN (false negative): none.  

o FP (false positive): none.  

o TN (true negative): all punctuation marks except 

two commas in the affiliation were classified as “non-

metadata.”  

o Precision: TP / (TP + FP) = 100%. 

o Recall: TP / (TP + FN) = 100%. 

o f1 score: 2 * (1 * 1) / (1 + 1) = 100%. ♦ 

Example 1 shows the ideal case where all elements 

including Article Title, Authors, Affiliation, City, and 

Country were extracted and classified correctly. This 

case corresponds to an f1 score of 100%, indicating a 

high accuracy of the model.  
Example 2. Partial error. 

 Original string: “Новые подходы к маши н-

ному обучению. Автор: Смирнова Е.Д. ,  И н-

ститут системного программирования РАН,  

Москва,  Россия” (New approaches to machine learning. 

Author: Smirnova E.D., Institute of System Programming, 

Russian Academy of Sciences, Moscow, Russia).  

 Recognized string:  

o Title: “Новые подходы к машинному 

обучению” (New approaches to machine learning); 

o Authors: “Смирнова Е.Д. ” (Smirnova E.D.); 

o Affiliation: “Институт системного прог -

раммирования РАН” (Institute of System Program-

ming of the Russian Academy of Sciences” (the city and 

country were omitted). 

 Tokens: 

o words: “Новые” (New), “подходы” (ap-

proaches), “к” (to), “машинному” (machine), 

“обучению” (learning), “Автор” (author), 

“Смирнова” (Smirnova), “Е.Д.” (E.D.), “Институт” 

(Institute), “системного” (system), “программиро -

вания” (programming), “РАН” (Russian Academy of 

Sciences), “Москва” (Moscow), “Россия” (Russia) (14 

tokens); 

o punctuation marks: “.”, “:”, “,”, “,”, “,”, “,” 

(5 tokens); 

o in total: 14 + 5 = 19 tokens. 

 Analysis:  

o TP: The tokens in Title, Authors, and Affiliation 

were correctly classified.  

o FN: The tokens “Москва” (Moscow) and “Рос-

сия” (Russia) were misclassified as Non-metadata.  

o FP: absent.  

o TN: The remaining tokens (the punctuation marks 

and “Автор” (Author)) were classified as Non-metadata, 

which is correct. 

o In the original string, 19 tokens are related to 

metadata, of which 11 were recognized correctly (TP) and 2 

were missing (FN). 

o Precision: TP / (TP + FP) = 11 / (11 + 0) = 100%.  

o Recall: TP / (TP + FN) = 11 / (11 + 2) ≈ 84.62%.  

o f1 score: 2 * (1 * 0.8462) / (1 + 0.8462) ≈ 

91.67%. ♦ 

Example 2 illustrates a partial error where City and 

Country in Affiliation were omitted. Despite this error, 

the f1 score remains quite high (about 91.67%) be-

cause most of the information was extracted correctly.  
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Example. 3. An error in element definition. 

 Source string: “Keywords: Deep learning, Natural 

language processing, Text analysis”. 

 Recognized string:  

o Title: “Keywords: Deep learning, Natural language 

processing, Text analysis”;  

o Authors: (not identified);  

o Affiliation: (not identified). 

 Tokens: 

o words: “Keywords”, “Deep”, “learning”, “natu-

ral”, “language”, “processing”, “Text”, “analysis” (8 to-

kens); 

o punctuation marks: “:”, “,”, “,” (3 tokens); 

o in total: 8 + 3 = 11 tokens. 

 Analysis:  

o TP: absent.  

o FN: All tokens, including “Keywords:”, “Deep”, 

“learning”, etc., were incorrectly classified. Their proper 

classes are Keywords or Non-metadata.  

o FP: All tokens were misclassified as Title.  

o TN: none (all tokens were classified somehow).  

o There are 11 tokens in the original string. TP = 0, 

all tokens were classified incorrectly (FN = 11, FP = 11). 

o Precision: TP / (TP + FP) = 0 / (0 + 11) = 0%. 

o Recall: TP / (TP + FN) = 0 / (0 + 11) = 0%. 

o f1 score: 2 * (0 * 0) / (0 + 0) = 0%. ♦ 

Example 3 shows a critical error: the keyword 

string was incorrectly recognized as Article Title 

whereas Authors and Affiliation were even not identi-

fied. In this case, the f1 score is 0%: the model failed.  
Example 4. Information omission. 

 Original string: “Применение методов ана-

лиза данных в медицине.  А.  Петров,  Б.  Ив а-

нов.  –  Научно-исследовательский институт 

имени Н.И. Пирогова” (Application of data analysis 

methods in medicine. A. Petrov, B. Ivanov. – N.I. Pirogov 

Research Institute).  

 Recognized string:  

o Title: “Применение методов анализа  

данных в медицине” (Applications of data analysis 

methods in medicine);  

o Authors: “А. Петров” (A. Petrov), “Б.  Ива-

нов” (B. Ivanov); 

o Affiliation: (not identified; Affiliation was mis-

classified);  

 Tokens: 

o words: “Применение” (Application), 

“методов” (methods), “анализа” (analysis), “данных” 

(data), “в” (in), “медицине” (medicine), “А.” (A.), 

“Петров” (Petrov), “Б.” (B.), “Иванов” (Ivanov), 

“Научно-исследовательский” (Research), “инсти-

тут” (institute), “имени”, “Н.И.” (N.I.), “Пирогова” 

(Pirogov) (15 tokens); 

o punctuation marks: “.”, “,”, “.”, “-“ (4 tokens); 

o in total: 15 + 4 = 19 tokens.  

 Analysis:  

o TP: title of the article, authors. 

o FN: all tokens of the institute name. 

o FP: absent. 

o TN: The remaining tokens (the punctuation marks 

and period) were classified as Non-Metadata, which is cor-

rect. 

o Suppose that in the original string, 19 tokens are 

related to metadata, of which 10 were recognized correctly 

(TP) and 5 were missing (FN). 

o Precision: TP / (TP + FP) = 10 / (10 + 0) = 100%.  

o Recall: TP / (TP + FN) = 10 / (10 + 5) = 66.67%.  

o f1 score: 2 * (1 * 0.6667) / (1 + 0.6667) = 80%. ♦  

Example 4 demonstrates a case of missing infor-

mation where Affiliation was misclassified. As a re-

sult, the f1 score drops to 80%, emphasizing the im-

portance of correctly classified metadata elements. 

Access to the titles and abstracts in the article da-

tabase allowed us to analyze their similarity when us-

ing other metrics such as the Jaro–Winkler distance, 

the Levenshtein distance, and the cosine distance. Ac-

cording to the analysis results, the titles and abstracts 

have high-accuracy matching within the selected met-

rics. In particular, the Header metadata model and the 

Segmentation model achieved significant gains. How-

ever, other models (Affiliation, Authors, and Segmen-

tation of References) should be improved to achieve 

the desired results. 
 

4.2. Identification of Name Groups and Coreference 

Resolution 

For profile calculation, the text layer is pre-

processed using the following operations: word con-

version to lower case, lemmatization (reduction of 

words to normal form), removal of stop words (the 

words, signs, and symbols without any semantic load), 

preparation of a common dictionary for all documents, 

and conversion of words into vectors (using the 

pytorch framework) to be handled by a neural net-

work. Coreference resolution is of particular interest to 

ensure profile completeness: for a term, it is necessary 

to consider all mentions, including indirect ones when 

a pronoun or synonym is used instead of this term in 

the text. 

For many text processing tasks with word classifi-

cation, the standard solution is to use language models 

that tokenize the input text word-by-word. It is intui-

tively easier to classify a word represented by only one 

token. Due to the large number of words in the dic-

tionary used, such language models are memory-

demanding and computationally intensive. For lan-

guages with rich morphology, the models must store 

information about every possible word form of each 

word, which increases the dictionary size by 20 times 

on average. An alternative approach is text tokeniza-



 

 
 

 

 
 

45 CONTROL SCIENCES  No. 3 ● 2024  

INFORMATION TECHNOLOGY IN CONTROL 

tion by the sets of consecutive characters, called sub-

words or word pieces. In this case, the model operates 

on a dictionary of limited size [22]. However, this to-

kenization strategy requires additional mechanisms for 

combining the vector representations of several tokens 

corresponding to one word [23].  

Coreference resolution is a natural language pro-

cessing task. Groups of name groups (words or word 

combinations) denoting the same object are estab-

lished in a given text [24]. By assumption, this task 

can be solved more accurately using subword tokeni-

zation. The task is complicated due to the need to clas-

sify not words but name groups, i.e., the groups of 

consecutive words [25]. In ISAND, coreference reso-

lution is implemented using subword tokenization by 

computing two estimates for each pair of tokens. The 

first estimate expresses the probability that two tokens 

belong to the same name group. The second estimate 

expresses the probability that the two tokens belong to 

two different coreference name groups. Combining the 

two estimates yields a coreference resolution model 

inheriting all the advantages of subword tokenization 

models: a smaller model size and a more accurate 

handling of languages with rich morphology. 

The coreference model is based on the fact that a 

natural language text describes the actions or states of 

various objects. A name group is a collocation refer-

ring to an object of extra-linguistic reality, called a 

referent. Name groups are usually expressed by a se-

quence of one noun and syntactically subordinate 

words. If two name groups refer to the same referent, 

they are called coreferent. Coreference resolution is to 

find all pairs of coreferent name groups.  

The first coreference resolution procedure assumed 

that, for most pairs of name groups in the text, it is 

possible to unambiguously determine the presence or 

absence of a coreference relation using a system of 

rules. The resulting rule system screened out 71% of 

name group pairs, unambiguously determining the 

presence or absence of coreference for them. For the 

remaining pairs, the typical strategy was adopted: 

comparing the feature vectors of two name groups. 

The vector encoded information about the position of 

the name group in the text, the grammatical and syn-

tactic features of its main words, and some other in-

formation. A neural network consisting of several ful-

ly connected layers determined the final estimate of 

the probability of coreference. This approach suffers 

from the following drawbacks. First, it relies on third-

party solutions of syntactic and morphological analy-

sis tasks. Second, the set of features of name groups 

for coreference resolution, which are specified at the 

model creation stage, may be incomplete. 

Currently, another approach is being investigated: 

for each pair of tokens of a text, the probability is es-

timated that both tokens belong either to the same 

name group or to two coreferent name groups. The 

estimate is based on a modification of the self-

attention mechanism and uses only the vector repre-

sentations of the tokens for decision-making. This ap-

proach identifies name groups in a text and simultane-

ously implements coreference resolution for them. At 

the moment, the approach has the following disad-

vantages: the possibility to work only in a bounded 

window of tokens, the need to train on large corpora, 

and the non-strict coverage of name groups (only 

some part of coreference group tokens gets a high es-

timate). The model built demonstrates high accuracy 

but is not sufficiently complete. In other words, the 

model finds only a small part of correct pairs of tokens 

but has almost no errors. 

5. INTELLIGENT NETWORK ANALYSIS 

Scientific activity generates numerous objects 

(publications, authors, organizations, journals, etc.) 

connected by various links (see Section 1), thus form-

ing a network. The vertices of this network can be 

linked by citation (one publication cites another), au-

thorship (an author is associated with his or her publi-

cation), coauthorship (authors of the same publica-

tion), etc.  

The coauthorship network is the simplest and most 

illustrative. In this network, the vertices are research-

ers, and an undirected arc between two vertices means 

the existence of at least one joint publication. For in-

stance, the coauthorship network visualizes the struc-

ture of cooperation within scientific departments. This 

can be useful in several situations (e.g., for a new em-

ployee or the department’s head). As an illustrative 

example, we consider the following graph in which the 

vertices are employees of a real scientific department 

(Fig. 5). 
 

 

 
Fig. 5. A connected coauthorship network of employees of a scientific 

department. 
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Clearly, the graph is connected and its links are 

quite dense. That is, the employees of this department 

interact with each other closely enough when prepar-

ing publications. 

Figure 6 shows an example of another (in a sense, 

opposite) situation. 

 
 

 

 
Fig. 6. A disconnected coauthorship network of employees of a 

scientific department. 

 

This network has several connectivity components, 

including those with isolated vertices. That is, individ-

ual groups in this department work autonomously. 

Coauthorship networks can also be analyzed to 

identify common patterns. What is the correlation be-

tween the presence of joint publications and the dis-

tance between the thematic profiles of their authors?  

For example, the average distance between the pro-

files of ICS RAS employees is rather large, reaching 

0.85 (in the sense of the metric described in Section 

3). This means that, generally speaking, their publica-

tions belong to different areas of control theory.  

Let a strong link criterion for two authors be de-

fined as follows: there exists a third author who has at 

least one publication with the first author without the 

second and at least one publication with the second 

without the first. (In other words, there exists a third 

author separately linked to each of the two authors.) 

As it turned out, the profiles of strongly linked authors 

are on average closer to each other (the mean distance 

is 0.59) than those of weakly linked ones (the mean 

distance is 0.64); moreover, this difference is statisti-

cally significant. This observation reflects a relation-

ship between the two definitions of proximity for au-

thors, in terms of the distance between their profiles in 

the thematic space of control theory and in terms of 

the distance between the corresponding vertices in the 

coauthorship graph. 

6. THE MAIN POSSIBILITIES OF USING ISAND 

At the moment, ISAND provides the following ca-

pabilities: constructing the thematic profile of a re-

searcher or scientific department, obtaining the the-

matic ranking of a researcher or scientific department, 

creating a theme connectivity profile, overlaying a 

profile on the glossary graph of control theory and its 

applications, and exploring the projections of re-

searcher profiles in the 2D space. 

The system uses the ontology of control theory 

consisting of four blocks: General Scientific Problems, 

Mathematical Apparatus, Subject Domain, and Scope 

of Application; for details, see subsection 1.1). Gen-

eral Scientific Problems include terms occurring in 

various scientific themes. The three other blocks in-

clude factors, which are (in turn) divided into subfac-

tors. Each subfactor is defined by the terms selected 

by experts in the relevant scientific fields. Thus, 

ISAND can be used to obtain the thematic profile of a 

researcher, showing how often he or she uses the 

terms of the corresponding factors and subfactors. 

Recall that at the moment, ISAND has the Russian 

language interface and contains metadata primarily in 

the Russian language. Some working windows of the 

system are shown below. For the reader’s conven-

ience, we present the original system interface ele-

ments in Russian and their translation into English in 

parentheses.  

The ISAND website functionality is implemented 

in six sections: “Тематический поиск” (Thematic 

Search), “Профили ученых” (Profiles of Re-

searchers), “Тематическое ранжирование” 

(Thematic Ranking), “Граф классификатора” 

(Classifier Graph), “Граф глоссария” (Glossary 

Graph), “Глоссарий” (Glossary); see Fig. 7. 

 

 

 
Fig. 7. ISAND working windows. 
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6.1. Thematic Search 

The Thematic Search section allows the user to se-

lect relevant publications, researchers, journals, con-

ferences, organizations, and cities by predefined fac-

tors (the first level of thematic classification), sub-

factors (the second level of thematic classification), 

and control theory terms. Initially, one metafactor can 

be selected (Fig. 8): 

 

 General Scientific Problems, 

 Subject Domain, 

 Mathematical Apparatus, 

 Scope of Application. 

The next step is to select a theme from the list; 

themes can be searched and sorted, alphabetically or 

by popularity (Fig. 9). 

 

 
 
Fig. 8.  Selection of metafactors for thematic search.

  

 

 
Fig. 9. Selection of factors for thematic search.
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To refine the search results, the user can specify 

subfactors and terms in similar interfaces. 

The search results are grouped by publications, au-

thors, cities, journals, organizations, and conferences 

(Fig. 10). The system displays the number of terms 

found in the materials considering the filters and 

groups selected. Therefore, for a given theme, the user 

gets answers to the following questions. Which publi-

cations are the most relevant to this theme? Which 

researchers   are   mainly   engaged   in   this   theme? 

 

 
(a) 

 

(b) 

 
Fig. 10. Thematic search results: (a) sorted by publications and (b) sorted by authors.
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At which conferences is this theme often discussed? In 

which journals should one publish an article on this 

theme? In which organizations and cities do the re-

searchers engaged in this theme work? 

The publication profile displays the title, abstract, 

and authors (Fig. 11).  

The user can see the thematic profile from four an-

gles (subject domain, mathematical apparatus, scope 

of application, and general scientific problems) in 

charts by metafactors, factors, subfactors, and terms 

(Figs. 12a–12d, respectively). 

The thematic profile is an effective tool for scien-

tific activity analysis, e.g., the thematic analysis of 

scientific groups. 
 

6.2. Profiles of Researchers 

In the course of scientific activity, several research 

teams may deal with the same problem. This happens 

either within a common project or during the restruc-

turing of scientific departments. What competencies 

do researchers possess? The answer is crucial for 

planning scientific activities. 

The scientific directions of research teams are de-

termined based on the themes of their publications. A 

more detailed comparative analysis of research teams 

is carried out using some criteria described below. 

This section of the ISAND website allows the user 

to construct and compare the thematic profiles of se-

lected researchers. Here, the first step is to select au-

thors for comparison. When selecting them, the user 

can include individual or all publications of the re-

searcher. 

The terms are displayed on the left vertical axis of 

the chart; the chart column shows the number of oc-

currences in the publications. The chart column value 

can be adjusted to one of five display schemes. 

• “Абсолютный вектор” (Absolute vector) re-

flects the total number of occurrences of terms.  

• “Стохастический вектор” (Stochastic vec-

tor) is an absolute vector with normalized columns.  

• “Булев вектор” (Boolean vector) is a vector 

whose components take two values: 1 if the number of 

terms exceeds “отсечение по терминам” (cutoff 

by term) and 0 otherwise.  

• “По количеству использованных тер-

минов” (By the number of terms used) is a variant of 

the absolute vector where “отсечение по терми-

нам” (cutoff by terms) removes the columns with the 

number of unique terms below the term cutoff value. 

In the absolute vector case, “отсечение по тер-

минам” (cutoff by terms) applies to the total number 

of occurrences of terms; here, to the unique one. 

• “Термины” (Terms) displays terms. 

The user can select the level of the glossary graph 

(“Уровень”), i.e., the tree of terms for comparing the 

publications. A higher level value means a more de-

tailed analysis. “Отсечение по категориям” 

(Cutoff by categories) and “Отсечение по терми- 

 
 

 

 
Fig. 11. Publication card.
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(a) 

 

 

(b) 

 
 

 

(c) 

Fig. 12. The thematic profile of a scientific object: (a) factors, (b) subfactors, and (c) terms. 

 
 

нам” (Cutoff by terms) remove the minimum values 

to make the chart more expressive. “Учитывать 

общенаучные термины” (Include general scien-

tific terms) is the checkbox to add general scientific 

problems-related words to the search results. 

 “Выберите путь” (Select path) is the option to 

specify the theme, i.e., the second level of the glossary 

graph. The time scale allows the user to select a time 

interval for comparing publications. The profiles of 

researchers can be compared deeply, i.e., by second-

level subfactors (Fig. 13). 

6.3. Thematic Ranking 

This section of the ISAND website provides a list 

of relevant researchers sorted by the number of used 

terms of selected factors (the first level of thematic 

classification) or subfactors (the second level of the-

matic classification). “Уровень” (Level) specifies the 

analysis depth according to the glossary graph used. At 

the zero level of thematic classification, metafactors 

are selected; at the first level, factors; at the second 

level, subfactors (Fig. 14). 
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Fig. 13. Comparing the profiles of researchers by subfactors. 

 

 
  

 

 
Fig. 14. Thematic ranking. 
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6.4. Classifier Graph 

This section of the ISAND website provides infor-

mation about the frequency of terms usage in publica-

tions of the selected author. This information is dis-

played by a graph: a vertex corresponds to a term and 

an edge to the joint use of terms in one publication. 

The term connectivity graphs are constructed for 

the selected author; see the upper drop-down box of 

the system interface. “Отсечение по частоте” 

(Cutoff by frequency) is the slider to display only 

high-frequency terms when increasing the value, re-

moving the low-frequency ones. “Уровень” (Level) 

specifies the level of the glossary graph for analysis. 

The classifier graph displays the terms calibrated 

by the frequency of usage. The two types of meaning-

ful vertex coloring (“Расцветка  вершин”) can be 

applied to them: by the number of occurrences and by 

the number of links. The coloring scale is placed to the 

right of the graph. 

Also, the edges and names of graph vertices can be 

displayed: “Отображать ребра” (Show edges) and 

“Отображать названия терминов” (Show terms). 

Finally, general scientific terms can be added into

the graph: “Включать общенаучные термины” 

(Include general scientific terms) (Fig. 15). 

 

6.5. Glossary Graph 

This section of the ISAND website displays the 

control theory terms used by the selected researcher. It 

allows the user to explore the neighborhood of terms 

of different orders. An oriented graph of term links is 

constructed based on the glossary. Here, graph vertex a 

corresponds to term a, and oriented edge (a, b) corre-

sponds to the use of term a in the definition of term b.  

The glossary graph is a graph containing terms and 

their links of the “Is Defined through” type. If term a 

occurs in the definition of term b, then term a is linked 

to term b by a directed edge. 

The first step is to select the author in the upper 

drop-down box; the graph will highlight all the terms 

the author has used in the publications as well as the 

links between them. 

“Ключевой термин” (Key term) is the drop-

down box to select the key term through which the 

others will be defined. The depth analysis is set in the 

adjacent drop-down box with a numeric scale. 

 
 

 

 
Fig. 15. Classifier graph.
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The coloring mode is implemented according to the 

definitional power of a term, i.e., the number of terms 

defined through this term divided by the number of 

terms through which this term is defined. 

“Подсветить термин” (Highlight term) is the  

function to highlight the selected term, with outgoing 

arrows to the terms defined through it and incoming 

arrows from those terms through which this term is 

defined. 

“Всегда отображать названия терминов” 

(Always display terms) is the display mode to perma-

nently show the terms on the graph (Fig. 16). 

 

6.6. Glossary 

The glossary is a collection of control theory terms 

and their descriptions (Fig. 17; also, see 

https://www.ipu.ru/education/glossary). 

 
 

 

 
Fig. 16: Author’s terms in the glossary graph. 

  
 

 

 
Fig. 17. Glossary. 

https://www.ipu.ru/education/glossary
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CONCLUSIONS  

The ISAND system provides novel automatic tools 

for the following scientific and organizational tasks in 

the field of control theory and applications: selection 

of experts and reviewers with given competencies; 

thematic search for publications; thematic analysis of a 

scientific team, including theme evolution. As is ex-

pected, ISAND will also provide ample capabilities for 

scientometric studies to establish the proximity of pub-

lications, authors, and teams, to construct coauthorship 

and citation networks, and to analyze thematic trends. 

These capabilities will be improved when expanding 

the database of publications and the glossary of terms 

(the lower level of the ontology of scientific 

knowledge). Of course, these capabilities concern only 

control theory and its applications. Nevertheless, struc-

turally the ISAND system could become a prototype 

for similar systems in other fields of science. 
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