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#### Abstract

The existing and newly proposed methods for estimating the state of integral models with fuzzy uncertainty are reviewed. A fuzzy integral model with the limit transition defined in the Hausdorff metric is introduced. This model is used to formulate the state estimation problem for the models described by fuzzy Fredholm-Volterra integral equations. Several fuzzy methods for solving this problem are considered as follows: the fuzzy Laplace transform, the method of "embedding" models (transforming an original system into a higher dimension system and solving the resulting problem by traditional linear algebra methods), the Taylor estimation of the degenerate kernels under the integral sign that are represented by power polynomials, and the estimation of the nondegenerate kernels by degenerate forms using the Taylor approximation. As shown below, in some cases, the estimation results are related to the solution of fuzzy systems of linear algebraic equations. Test examples are solved for them.
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## INTRODUCTION

The models described by integral equations, further referred to as the integral models, are widespread in different branches of applied physics, mechanics, economics, and other areas dealing with mathematical descriptions of various objects. In the theory of differential equations, the existence and uniqueness of a solution is proved using the principle of contraction mappings, when an original problem is written as an equivalent integral model [1].

In control theory, integral models often represent control systems with feedback [2]. The integral Wie-ner-Hopf models are used to describe the perturbations affecting a system, an approach to model uncertainty in the processing of current information from an object [3]. The Fredholm and Volterra integral equations are used in the theory of elasticity, gas dynamics and electrodynamics, and ecology, i.e., in all areas obeying the laws of conservation of mass, momentum, and energy. In all cases mentioned, the unknown variables are under the integral sign.

In real conditions, control systems are subjected to various kinds of perturbations. They are represented by various mathematical models, which are being intensively developed on the theoretical basis and ac-
tively used in various applications. Among the most widespread theoretical approaches for these purposes, we mention the theory of intervals [4,5], the theory of fuzzy sets [6], the theory of possibilities [7], hybrid probability theory, the theory of fuzzy mathematical statistics and fuzzy random processes [8], etc.

This paper describes the uncertainties within the theory of fuzzy sets, which is the most adequate and universal representation for various kinds of perturbations. As is easily demonstrated, the models discussed above follow from the general model of the theory of fuzzy sets. For example, in the paper [9], a fuzzy system of linear equations (FSLE) was solved, and one of the solution's coordinates was obtained in the form of a fuzzy membership function. However, fixing its base, we obtain a solution for this coordinate in the interval form.

Similar reasoning can be adopted to construct solution intervals for fuzzy differential equations. In the theory of possibilities, the membership function is interpreted as a certain probability density that, however, does not satisfy the probability axioms accepted in the traditional statistical theory. Therefore, the theory of possibilities is supposed to describe not mass phenomena but the possibilities of an individual object.

Hybrid probability theory represents the traditional probability space for random variables with traditional probability densities with initial or central moments in the form of fuzzy variables with given membership functions (usually triangles). Concerning traditional stochastic processes, the hybrid theory for fuzzy Markov stochastic processes operates with fuzzy states obtained by enlarging crisp states. This approach reduces the dimension of the transition matrix and, consequently, the corresponding computational difficulties during its inversion.

Generally speaking, the modern theory of fuzzy sets is a kind of core that groups various models of uncertainties.

Based on the foregoing, this paper aims to present various methods, both the existing and newly proposed ones, for estimating integral models under fuzzy uncertainty.

The scientific novelty of this paper consists in new state estimation methods developed by the authors for integral models, such as the method of degenerate kernels, the fuzzy least squares method, and the fuzzy Galerkin method. As shown below, "strong/weak" estimation results can occur when the estimation procedure yields fuzzy systems of linear algebraic equations. The authors first investigated this effect when solving the FSLE and then applied to estimate integral models.

Below, fuzzy integral models in the form of the Fredholm-Volterra equations are introduced, and some methods to solve them are considered.

## 1. BASIC DEFINITIONS

The basic definitions of the theory of fuzzy sets were given in [6]. Let us introduce the definitions used in this paper. The notations are the following: fuzzy variables (numbers) have the subscript "fuz," e.g., $x_{\text {fuz }}$ is a fuzzy variable (element), $y_{\text {fuz }}(\boldsymbol{x})$ is a fuzzy function of many variables, where $\boldsymbol{x}=\left(x_{1}, x_{2}, \ldots\right.$, $\left.x_{n}\right)^{\mathrm{T}}, y_{\text {fuz }}^{\prime}(\boldsymbol{x})$ is the fuzzy derivative with respect to the variable $x_{i}$, and $\dot{\boldsymbol{x}}_{\text {fuz }}(t)$ is the fuzzy time derivative of a vector $\boldsymbol{x}_{\text {fuz }}$.

The belonging of an element $x$ to some set $X$ ( $x \in X)$ is formalized by a membership function $r(x)$, $r \in[0,1], x=x_{\text {fuz }} \in X$ for a fuzzy element $x_{\text {fuz }}$ :

$$
r(x)=\left\{\begin{array}{l}
\underline{r}(x) \in[0,1], \\
\bar{r}(x) \in[0,1],
\end{array}\right.
$$

where $r(x)$ is a multivalued function with left $\underline{r}(x)$ and right $\bar{r}(x)$ branches with respect to $r(x)=1$.

The function $r(x)$ is often written in the level representation - the inverse mapping $r^{-1}(x)=x(r)=$ $(\underline{x}(r), \bar{x}(r) \mid r \in[0,1])$. A collective $\left\{x_{\text {fuz }}\right\}$ defines a fuzzy set $X_{\text {fuz }}$. For $x_{\text {fuu }}$, the chain of equivalent representations is sometimes used: $x_{\text {fuz }} \Leftrightarrow r(x), r \in[0,1]$ $\Leftrightarrow(\underline{r}(x), \quad \bar{r}(x) \mid \quad \underline{r}, \quad \bar{r} \in[0,1] \Leftrightarrow(x(r), \quad \bar{x}(r) \mid$ $r \in[0,1])$, etc.

Fuzzy function (mapping) $y_{\text {fuz }}(x)$ of fuzzy variables. Let $E$ be the set of all fuzzy variables with a given membership function $r(x), r \in[0,1], x \in R$. Then $y_{\mathrm{fuz}}(x): R \rightarrow E$ defines a fuzzy-valued function, and the following parametric representation holds:

$$
y_{\mathrm{fuz}}(x)=y(x, r)=(\underline{y}(x, r), \bar{y}(x, r) \mid r \in[0,1]) .
$$

The Banach space of fuzzy variables is introduced using the conventional approach of functional analysis [10]. A collection $\left\{x_{\text {fuu }}\right\}$ with the addition and multiplication operations and the existence of an inverse element forms a vector (linear) space $E$. In the space $E$, the following metric and norm are defined:

$$
\begin{gathered}
d\left(x_{\mathrm{fuz} i}, x_{\mathrm{fuz} j}\right)=\sup _{r \in[0,1]} \times \\
\times\left\{\max \left[\left|\underline{x}_{i}(r)-\bar{x}_{j}(r)\right|,\left|\bar{x}_{i}(r)-\underline{x}_{j}(r)\right|\right]\right\}, \\
\left\|x_{\mathrm{fuz} i}-x_{\mathrm{fuz} j}\right\|=d\left(x_{\mathrm{fuz} i}, x_{\mathrm{fuz} j}\right) .
\end{gathered}
$$

A fuzzy Cauchy sequence is a sequence of the form

$$
\left\{x_{\mathrm{fuz} n}\right\}:\left\{d\left(x_{\mathrm{fuz} n}, x_{\mathrm{fuz} m}\right) \rightarrow 0\right\}_{n, m \rightarrow \infty},
$$

and the space $E$ is complete if

$$
x_{\mathrm{fuz} n} \underset{n \rightarrow \infty}{\rightarrow} x_{\mathrm{fuz}}, x_{\mathrm{f}} \in E .
$$

These definitions lead to the Banach space of fuzzy variables $(E, d)$. The pair ( $E, d$ ) forms a complete metric space.

Fuzzy continuity at a point is defined using the local limit at this point, which is treated in the Hausdorff metric. Fuzzy continuity on an interval is defined as fuzzy continuity for all values of the interval.

According to the general approach, the fuzzy derivative of a function with respect to its crisp variable is found by defining the following operations for some fuzzy function described above: subtraction or the existence of an opposite element, multiplication by a constant, passage to the limit in a given metric. This paper uses two types of fuzzy derivatives: the Seikkala derivative $y_{\text {fuz }}^{\prime S}(x)$ and the Buckley-Feuring derivative $y_{\text {fuz }}^{\prime B F}(x)$. The following statement holds: if the fuzzy derivatives exist and are continuous at a point $x=x_{*}$, then they are equal to each other at this point.

A fuzzy integral is understood in the fuzzy Riemann sense [11].

Consider a fuzzy mapping $f_{\text {fuz }}:[a, b] \subset R \rightarrow E$, where $E$ is a fuzzy set. If for each partition $P=\left\{t_{0}, \ldots, t_{\mathrm{n}}\right\} \in[a, b]$ and $\forall \xi_{i} \in\left[t_{i-1}, t_{i}\right], i=\overline{1, n}$, there exists the representation $R_{p}=\sum_{i=1}^{n} f_{\text {fui }}\left(\xi_{i}\right)\left(t_{i}-t_{i-1}\right)$ and $\Delta=\max \left\{\left|t_{i}-t_{i-1}\right|, i=\overline{1, n}\right\}$, then the fuzzy Riemann integral of $f_{\text {fuz }}(t)$ is given by

$$
\begin{equation*}
\int_{a}^{b} f_{\text {fuz }}(t) d t=\lim _{\Delta \rightarrow 0} R_{p} \tag{1}
\end{equation*}
$$

where the limit is defined in the Hausdorff metric $d(u, v)$ : for $u, v \in E \Rightarrow d(u, v)=\sup \{\max [\mid \underline{u}(r)-$ $v(r)|,|\bar{u}(r)-\bar{v}(r)|]\}$, where $r \in[0,1] \subset R$, and $\underline{u}, \underline{u}, \underline{v}, v$ are the nonparametric representations of the fuzzy variables $u, v$.

Under (1), a function $f_{\text {fuz }}(t)=f(t, r)=(\underline{f}(t$, $r), \bar{f}(t, r) \mid r \in[0,1])$ continuous in the Hausdorff satisfies the relations
$\int_{a}^{b} f(t, r) d t=\int_{a}^{b} \underline{f}(t, r) d t$ and $\int_{a}^{\bar{b} f(t, r) d t}=\int_{a}^{b} \bar{f}(t, r) d t$, $r \in[0,1] \subset R$, where underline and overline indicate the lower and upper value objects, respectively.

If a fuzzy variable $z_{\text {fuz }}(t), t \in[a, b] \subset R$, is under the fuzzy integral sign, it satisfies the fuzzy integral equation

$$
z_{\mathrm{fuz}}(t)+\int_{a}^{b} K(t, \tau) z_{\mathrm{fuz}}(\tau) d \tau=f(t)
$$

By analogy with the traditional classification, there are fuzzy integral models described by the Fredholm-Volterra equations of the first and second kinds:

$$
\int_{t_{1}}^{t_{2}} K(t, \tau) z_{\mathrm{fuz}}(\tau) d \tau=u_{\mathrm{fuz}}(t) \text { is a fuzzy integral }
$$ model described by the Fredholm equation of the first kind, where $t \in\left[t_{1}, t_{2}\right] \subset R$, and $K(t, \tau)$ is a crisp or fuzzy kernel;

$$
z_{\mathrm{fuz}}(t)-\lambda \int_{t_{1}}^{t 2_{2}} K(t, \tau) z_{\mathrm{fuz}}(\tau) d \tau=u_{\mathrm{fuz}}(t) \text { is a fuzzy in- }
$$ tegral model described by the Fredholm equation of the second kind, where $\lambda \in K$ is a parameter.

The limits of integration can be finite or infinite. The variables satisfy the inequality $t_{1} \leq t, \tau \leq t_{2}$, whereas the kernel $K(t, \tau)$ and the free term $u_{\text {fiv }}(t)$
must be continuous or satisfy the Fredholm conditions.

In the general case, the fuzzy Fredholm equations of the first and second kinds imply the fuzzy Volterra equations of the first and second kinds. The Volterra equations differ from the Fredholm equations by a variable limit of integration:

$$
\int_{t_{1}}^{t} K(t, \tau) z_{\text {fiuz }}(\tau) d \tau=u_{\text {fiu }}(t), t_{1} \leq t \leq t_{2} \text {, is a fuzzy in- }
$$

tegral model described by the Volterra equation of the first kind, where $K(t, \tau)$ is a crisp or fuzzy kernel;

$$
z_{\mathrm{fiz}}(t)-\lambda \int_{t_{1}}^{t} K(t, \tau) z_{\mathrm{fiz}}(\tau) d \tau=u_{\mathrm{fuz}}(t) \text { is a fuzzy inte- }
$$ gral model described by the Volterra equation of the second kind.

The Volterra integral equation can be considered a special case of the Fredholm equation with a properly completed kernel. The Volterra equations have several important properties that are not inherent in the Fredholm equations and cannot be derived from them. In view of this aspect, we will use only the general properties of the Fredholm and Volterra equations below.

Sufficient conditions for the existence of a unique solution of fuzzy Fredholm-Volterra integral equations of the second kind were given in [12-14]. For the sake of definiteness, consider a fuzzy Volterra equation of the second kind. For the existence of a fuzzy solution, the method of successive fuzzy approximations is used under the assumption that fuzzy approximations are defined in the rectangle $\Pi=[\tau, t]$, on which they have fuzzy continuity and a bounded Seikkala derivative. Then the sequence of fuzzy approximations converges in the Hausdorff metric to a fuzzy solution. Moreover, due to the boundedness of the derivative, convergence in $t$ follows: the sequence of fuzzy approximations converges uniformly to the desired fuzzy variable, which is taken as a fuzzy solution of the original fuzzy integral equation. The uniqueness of a fuzzy solution is proved by contradiction.

The fuzzy Fredholm-Volterra equations of the first and second kinds (see above) can be represented in a short (operator) form [15]:

$$
\begin{gather*}
\lambda\left(K_{\text {fuz }}\right)(t) z_{\mathrm{fuz}}(t)=u_{\mathrm{fuz}}(t) \text { and } \\
{\left[I-\lambda\left(K z_{\mathrm{fuz}}\right)(t)\right] z_{\mathrm{fuz}}(t)=u_{\mathrm{fuz}}(t),} \tag{2a}
\end{gather*}
$$

where

$$
\begin{equation*}
\left(K z_{\mathrm{fuz}}\right)(t)=\int_{t_{1}}^{t_{2}} K(t, \tau) z_{\mathrm{fuz}}(\tau) d \tau \tag{2b}
\end{equation*}
$$

is the operator for the fuzzy Fredholm equations,

$$
\begin{equation*}
\left(K z_{\mathrm{fuz}}\right)(t)=\int_{t_{1}}^{t} K(t, \tau) z_{\mathrm{fuz}}(\tau) d \tau \tag{2c}
\end{equation*}
$$

is the operator for the fuzzy Volterra equations of the first and second kinds, and $I$ is an identity operator.

## 2. PROBLEM STATEMENT

There is a fuzzy model described by the integral equation (2a), (2b), or (2c). It is required to consider different fuzzy estimation methods for its state.

## 3. FUZZY ESTIMATION METHODS

### 3.1. Estimation by fuzzy Laplace transform

The definition of the fuzzy Laplace transform and its properties were described in detail in the papers [16, 17]. Also, some examples of applying this transformation to find solutions of various fuzzy Volterra integral equations of the convolution type with crisp and fuzzy kernels were considered therein. The problem was generalized to the case of a fuzzy partial differential component in a fuzzy integral equation. As a result, the fuzzy Laplace transform method was extended to the case of fuzzy linear second-order partial differential equations of the parabolic and hyperbolic types.

### 3.2. Estimation by embedding

Consider a fuzzy model described by the Fredholm integral equation of the second kind:

$$
\begin{equation*}
x_{\mathrm{fuz}}(s)=f_{\mathrm{fuz}}(s)+\int_{a}^{b} K(s, \tau) x_{\mathrm{fuz}}(\tau) d \tau \tag{3}
\end{equation*}
$$

The existence of a unique solution, the conditions imposed on the functions $f_{\text {fuz }}$ and $K(s, \tau)$, the definition of a solution for the equation with fuzzy parameters, the space of functions to find a solution, and the conditions under which equation (3) exists were thoroughly considered in [13, 14].

The exact fuzzy solution of equation (4) is constructed in the form of the infinite series [13]

$$
\begin{equation*}
x_{\mathrm{fuz}}(s)=\sum_{i=1}^{\infty} a_{\mathrm{fuz} i} h_{i}(s), \tag{4}
\end{equation*}
$$

where $\left\{h_{i}(\cdot)\right\}$ is a sequence of functions in the space $L_{2}(a, b)$, and $a_{\mathrm{fuz} i}$ are fuzzy coefficients.

An approximate solution of equation (4) can be represented as the finite series

$$
x_{\mathrm{fuz}}(s) \simeq \tilde{x}_{\mathrm{fuz} n}(s)=\sum_{i=1}^{n} \tilde{\mathrm{f}}_{\mathrm{fuz} i} h_{i}(s),
$$

where $\tilde{a}_{\mathrm{fuz} i}$ are the fuzzy coefficients for estimation, and $h_{i}(s)$ are known functions. To find them, we substitute the expression for $\tilde{x}_{\text {fuz } n}(s)$ into equation (3) instead of $x_{\text {fuz }}$. Proceeding in this way, we obtain an equation of the form (3), and the solution is

$$
\begin{equation*}
\sum_{i=1}^{n} \tilde{a}_{\mathrm{fuz} i} h_{i}(s)=f_{\mathrm{fuz}}(s)+\sum_{i=1}^{n} \tilde{\mathrm{f}}_{\mathrm{fuz}} \int_{a}^{b} K\left(s_{j}, \tau\right) h_{i}(\tau) d \tau . \tag{5}
\end{equation*}
$$

Equation (5) contains $n$ unknown fuzzy variables $\tilde{a}_{\mathrm{fuz} 1}, \ldots, \tilde{a}_{\mathrm{fuz} n}$. To calculate them, we need $n$ equations and therefore use $n$ points $s_{1}, \ldots, s_{n} \in[a, b]$. The resulting fuzzy system of linear equations for the coefficients $\tilde{a}_{\text {fuz } i}$ is

$$
\begin{gathered}
\sum_{i=1}^{n} h_{i}\left(s_{j}\right) \tilde{a}_{\mathrm{fuz} i}=f_{\mathrm{fuz} i}\left(s_{j}\right)+\sum_{i=1}^{n}\left(\int _ { a } ^ { b } K \left(s_{j},\right.\right. \\
\left.\tau) h_{i}(\tau) d \tau\right) \tilde{a}_{\mathrm{fuz} i}, j=\overline{1, n} .
\end{gathered}
$$

In the matrix form, it can be written as

$$
\begin{equation*}
A \tilde{a}_{\mathrm{fuz}}=f_{\mathrm{fuz}}+B \tilde{a}_{\mathrm{fuz}}, \tag{6}
\end{equation*}
$$

where $A=\left(a_{i j}\right)$ and $B=\left(b_{i j}\right)$ are matrices with the crisp elements $a_{i j}=h_{i}\left(s_{j}\right)$ and $b_{i j}=$ $=\int_{a}^{b} K\left(s_{j}, \tau\right) h_{i}(\tau) d \tau, i, j=\overline{1, n} ; \quad \tilde{a}_{\mathrm{fuz}}=\left(\tilde{a}_{\mathrm{fuz}}, \ldots, \tilde{a}_{\mathrm{fuz} n}\right)^{T}$ and $f_{\text {fuz }}=\left(f_{\text {fuz }}\left(s_{1}\right), \ldots, f_{\text {fuz }}\left(s_{n}\right)\right)^{\mathrm{T}}$ are vectors with fuzzy components.

The matrix equation (6) reduces to the standard form

$$
\begin{equation*}
\tilde{A} a_{\mathrm{fuz}}=f_{\mathrm{fuz}}, \tilde{A}=A-B \tag{7}
\end{equation*}
$$

and the resulting system is solved by the method of embedding [9, 18].

According to this method, equation (7) is transformed to the extended (embedded) system:

$$
S_{(2 n \times 2 n)} \cdot X_{\text {fuz }(2 n \times 2 n)}=Y_{\text {fuz }(2 n \times 2 n)},
$$

where $X_{\text {fuz }}=\left(\underline{a}_{1}, \ldots, \underline{\tilde{a}}_{n} \mid \overline{\tilde{a}}_{1}, \ldots, \overline{\tilde{a}}_{n}\right)^{\mathrm{T}}$ and $Y_{\text {fuz }}=\left(\underline{f_{1}}, \ldots\right.$, $\left.\underline{f}_{n} \mid \bar{f}_{1}, \ldots, \bar{f}_{n}\right)^{\mathrm{T}}$.

The matrix $S$ has a block structure: $S=\left(\begin{array}{ll}S_{1} & S_{2} \\ S_{2} & S_{1}\end{array}\right)$. The matrix $S_{1}$ is obtained from the matrix $(A-B)$ by zeroizing all negative elements. To construct the matrix $S_{2}$, we should replace all negative elements in the matrix $(A-B)$ by their absolute values and all other elements by zeros:

$$
s_{i j}=a_{i j}-b_{i j}, s_{i+n, j+n}=a_{i j}-b_{i j}, a_{i j}-b_{i j}>0 ;
$$

$$
\begin{gathered}
s_{i, j+n}=-\left(a_{i j}-b_{i j}\right), s_{i+n, j}=-\left(a_{i j}-b_{i j}\right), \\
a_{i j}-b_{i j}<0
\end{gathered}
$$

If $|S| \neq 0$ ( $S$ is nonsingular), then
$X_{\text {fuz }}=S^{-1} Y_{\text {fuz }}$,
where $\quad S^{-1}=\left(\begin{array}{cc}U & V \\ V & U\end{array}\right), \quad U=0.5\left[\left(S_{1}+S_{2}\right)^{-1}+\right.$ $\left.+\left(S_{1}-S_{2}\right)^{-1}\right]$, and $V=0.5\left[\left(S_{1}+S_{2}\right)^{-1}-\left(S_{1}-S_{2}\right)^{-1}\right]$.

The case of a singular matrix $S$ was considered in detail in the papers [19, 20].

The accuracy of the approximate solution can be estimated as follows.

The residual $r_{n}$ and error $\varepsilon_{n}$ vectors are determined via the Hausdorff metric:

$$
\begin{gathered}
r_{n}=D\left(f_{\mathrm{fuz}}, L \tilde{x}_{\mathrm{fuz}}\right)=\left(d\left(f_{\mathrm{fuz}}, L \tilde{x}_{\mathrm{fuz} 1}\right), \ldots, d\left(f_{\mathrm{fuz}}, L \tilde{x}_{\mathrm{fuz} n}\right)\right)^{\mathrm{T}}, \\
\varepsilon_{n}=D\left(\tilde{x}_{\mathrm{fuz}}, x_{\mathrm{fuz}}\right)=\left(d\left(\tilde{x}_{\mathrm{fuz}}, x_{\mathrm{fuz} 1}\right), \ldots, d\left(\tilde{x}_{\mathrm{fuz}}, x_{\mathrm{fuz} n}\right)^{\mathrm{T}},\right.
\end{gathered}
$$

where
$L=I-K$ and $K=\left(K x_{\mathrm{fuz}}\right)(s)=\int_{a}^{b} K(s, \tau) x_{\mathrm{fuz}}(\tau) d \tau$.
The following upper bound on the approximate solution accuracy was derived in [21]:

$$
\left\|\varepsilon_{n}\right\| \leq\left\|r_{n}\right\| \cdot[1-\|K\|]^{-1} \text { for }\|K\|<1
$$

Example 1. Consider an integral equation of the form

$$
x_{\mathrm{fuz}}(s)=f_{\mathrm{fuz}}(s)+\int_{-1}^{1}(s+1) x_{\mathrm{fuz}}(\tau) d \tau,
$$

where $a=-1, b=1$, and

$$
\begin{aligned}
& f_{\text {fuz }}(s)=f(s, r)=\left(\underline{f}(s, r)=s^{3}\left(r^{2}+r\right), \bar{f}(s, r)=\right. \\
& \left.\quad=s^{3}\left(4-r^{3}-r\right) \mid r \in[0,1]\right),-1 \leq s, \tau \leq 1 .
\end{aligned}
$$

It is required to estimate the state by the method of embedding.

Solution. We choose $h_{1}(s)=1$ and $h_{2}(s)=s^{3}$, assuming that $s_{1}=-1$ and $s_{2}=1$. Then the elements of equation (5) take the following form:

$$
\begin{gathered}
\underline{f}\left(s_{1}\right)=-\left(r^{2}+r\right), \underline{f}\left(s_{2}\right)=\left(r^{2}+r\right), \bar{f}\left(s_{1}\right)= \\
=-\left(4-r^{3}-r\right), \bar{f}\left(s_{2}\right)=\left(4-r^{3}-r\right) ; \\
A=\left(\begin{array}{cc}
h_{1}\left(s_{1}\right) & h_{2}\left(s_{1}\right) \\
h_{1}\left(s_{2}\right) & h_{2}\left(s_{2}\right)
\end{array}\right)=\left(\begin{array}{cc}
1 & -1 \\
1 & 1
\end{array}\right) ; \\
B=\left(\begin{array}{cc}
b_{11}=\int_{-1}^{1}(-1+1) 1 d \tau & b_{12}=\int_{-1}^{1}(-1+1)(-1)^{3} d \tau \\
b_{21}=\int_{-1}^{1}(1+1) 1 d \tau & b_{22}=\int_{-1}^{1}(1-1) 1^{3} d \tau
\end{array}\right),
\end{gathered}
$$

$$
\begin{align*}
& B=\left[\begin{array}{ll}
0 & 0 \\
4 & 0
\end{array}\right] \Rightarrow \tilde{A}=A-B=\left[\begin{array}{cc}
1 & -1 \\
-3 & 1
\end{array}\right] \Rightarrow \\
& \Rightarrow S=\left[\begin{array}{llll}
1 & 0 & 0 & 1 \\
0 & 1 & 3 & 0 \\
0 & 1 & 1 & 0 \\
3 & 0 & 0 & 0
\end{array}\right] \Rightarrow \\
& \Rightarrow\left(S_{1}+S_{2}\right)^{-1}=\left[\begin{array}{ll}
1 & 1 \\
3 & 1
\end{array}\right]^{-1}=0.5\left[\begin{array}{cc}
1 & -1 \\
-3 & 1
\end{array}\right] \text {, } \\
& \left(S_{1}-S_{2}\right)^{-1}=\left[\begin{array}{cc}
1 & -1 \\
-3 & 1
\end{array}\right]^{-1}=0.5\left[\begin{array}{ll}
1 & 1 \\
3 & 1
\end{array}\right] \Rightarrow \\
& \Rightarrow\left[\begin{array}{c}
\underline{a}_{1} \\
\underline{a}_{2} \\
-\bar{a}_{1} \\
-\bar{a}_{2}
\end{array}\right]=\left[\begin{array}{cccc}
-0.5 & 0 & 0 & 0.5 \\
0 & -0.5 & 1.5 & 0 \\
0 & 0.5 & -0.5 & 0 \\
1.5 & 0 & 0 & -0.5
\end{array}\right]\left[\begin{array}{c}
-\left(r^{2}+r\right) \\
\left(r^{2}+r\right) \\
-\left(4-r^{3}-r\right) \\
\left(4-r^{3}-r\right)
\end{array}\right] ; \\
& V=0.5\left[\left(S_{1}+S_{2}\right)^{-1}-\left(S_{1}-S_{2}\right)^{-1}\right]=\left[\begin{array}{cc}
0 & 0.5 \\
1.5 & 0
\end{array}\right] . \\
& \text { Therefore, } \\
& \left\{\begin{aligned}
& a_{\mathrm{fuz} 1}=\left(\underline{a}_{1}(r), \bar{a}_{1}(r)\right)=\left(0.25 r^{3}+0.25 r^{2}+0.5 r-1,\right. \\
&\left.-0.25 r^{3}-0.25 r^{2}-0.5 r+1 \mid r \in[0,1]\right), \\
& a_{\mathrm{fuz} 2}=\left(\underline{a}_{2}(r), \bar{a}_{2}(r)\right)=\left(0.25 r^{3}+0.75 r^{2}+0.5 r+1,\right. \\
&\left.-0.75 r^{3}+0.25 r^{2}-0.5 r+3 \mid r \in[0,1]\right) .
\end{aligned}\right. \tag{8}
\end{align*}
$$

The approximate estimate of the state is

$$
\begin{gathered}
x_{\mathrm{fuz}}(s) \simeq x_{\mathrm{fuz} n=2}(s)=a_{\mathrm{fuz} 1} h_{1}(s) \\
+\left.a_{\mathrm{fuz} 2} h_{2}(s)\right|_{\substack{h_{1}(\cdot)=1 \\
h_{2}(\cdot)=s^{3}}}=a_{\mathrm{fuz} 1}+a_{\mathrm{fuz} 2} s^{3},
\end{gathered}
$$

where $a_{\mathrm{fuz} 1}$ and $a_{\mathrm{fuz} 2}$ are given by (8).
This estimate can be strong or weak; see the method proposed by the authors in the paper [19,20].

### 3.3. Taylor estimation

In the general form, this method is often considered for a fuzzy system of integral equations [21]. For the sake of simplicity, we will implement a particular case of this system described by a single Fredholm equation of the second kind:

$$
\begin{equation*}
x_{\mathrm{fuz}}(s)=f_{\mathrm{fuz}}(s)+\int_{a}^{b} K(s, \tau) x_{\mathrm{fuz}}(\tau) d \tau, \tag{9}
\end{equation*}
$$

where $a \leq s, \tau \leq b ; K(s, \tau)$ is a given crisp kernel differentiable by both variables on the interval $[a, b] \subset R$; $x_{\mathrm{fuz}}(s)$ is a fuzzy unknown found from equation (9).

Let $f_{\text {fuz }}(s)$ and $x_{\text {fuz }}(s)$ have the parametric representations

$$
\begin{aligned}
f_{\mathrm{fuz}}(s)=f(s, r) & =(\underline{f}(s, r), \bar{f}(s, r) \mid r \in[0,1]), \\
x_{\mathrm{fuz}}(s)=x(s, r) & =(\underline{x}(s, r), \bar{x}(s, r) \mid r \in[0,1]) .
\end{aligned}
$$

Then equation (9) can be written in the parametric form

$$
\left\{\begin{array}{l}
\underline{x}(s, r)=\underline{f}(s, r)+\int_{a}^{b} \underline{U}(\tau, r) d \tau  \tag{10}\\
\bar{x}(s, r)=\bar{f}(s, r)+\int_{a}^{b} \bar{U}(\tau, r) d \tau
\end{array}\right.
$$

$r \in[0,1]$,
where

$$
\begin{aligned}
& \underline{U}(\tau, r)=\left\{\begin{array}{l}
K(s, \tau) \underline{x}(\tau, r), K(s, \tau) \geq 0 \\
K(s, \tau) \bar{x}(\tau, r), K(s, \tau)<0 ;
\end{array}\right. \\
& \bar{U}(\tau, r)=\left\{\begin{array}{l}
K(s, \tau) \bar{x}(\tau, r), K(s, \tau) \geq 0 \\
K(s, \tau) \underline{x}(\tau, r), K(s, \tau)<0
\end{array}\right.
\end{aligned}
$$

Assume that the following inequalities hold on the interval $[a, b] \subset R$ :

$$
\left\{\begin{array}{l}
K(s, \tau) \geq 0, a \leq \tau \leq c, \\
K(s, \tau)<0, c<\tau \leq b .
\end{array}\right.
$$

Then the system of equations (10) can be reduced to

$$
\left\{\begin{array}{l}
\underline{x}(s, r)=\underline{f}(s, r)+\int_{a}^{c} K(s, \tau) \underline{x} \times  \tag{11}\\
\times(\tau, r) d \tau+\int_{c}^{b} K(s, \tau) \bar{x}(\tau, r) d \tau \\
\bar{x}(s, r)=\bar{f}(s, r)+\int_{a}^{c} K(s, \tau) \bar{x} \times \\
\times(\tau, r) d \tau+\int_{c}^{b} K(s, \tau) \underline{x}(\tau, r) d \tau
\end{array}\right.
$$

Now we expand the integrand functions $\underline{x}(\tau, r)$, $\bar{x}(\tau, r)$ in (11) into the Taylor polynomials of degree $n$. For a fixed point $\tau=z$, we obtain

$$
\left\{\begin{aligned}
\underline{x}(s, r) & =\underline{f}(s, r)+\int_{a}^{c} K(s, \tau) \sum_{i=0}^{N} \frac{1}{i!} \underline{x}_{\tau}^{(i)}(\tau, r)(\tau-z)^{i} d \tau+ \\
& +\int_{c}^{b} K(s, \tau) \sum_{i=0}^{N} \frac{1}{i!} \bar{x}_{\tau}^{(i)}(\tau, r)(\tau-z)^{i} d \tau . \\
\bar{x}(s, r) & =\bar{f}(s, r)+\int_{a}^{c} K(s, \tau) \sum_{i=0}^{N} \frac{1}{i!} \bar{x}_{\tau}^{(i)}(\tau, r)(\tau-z)^{i} d \tau+ \\
& +\int_{c}^{b} K(s, \tau) \sum_{i=0}^{N} \frac{1}{i!\underline{x}_{\tau}^{(i)}(\tau, r)(\tau-z)^{i} d \tau,}
\end{aligned}\right.
$$

$\underline{x}_{\tau}^{(i)}(\tau, r)=\left.\frac{\partial^{i} \underline{x}(\tau, r)}{\partial \tau^{i}}\right|_{\tau=z}$ and $\bar{x}_{\tau}^{(i)}(\tau, r)=\left.\frac{\partial^{i} \bar{x}(\tau, r)}{\partial \tau^{i}}\right|_{\tau=z}$.
Differentiating both of equations (12) $p=\overline{0, n}$ times with respect to the variable $s$ yields:

$$
\begin{align*}
& \underline{x}_{s}^{(p)}(s, r)=\underline{f}_{s}^{(p)}(s, r)+\sum_{i=0}^{N} \frac{1}{i!} \int_{a}^{c} K_{s}^{(p)}(s, \tau) \underline{x}_{\tau}^{(i)}(\tau, r) \times \\
& \times(\tau-z)^{i} d \tau+\sum_{i=0}^{N} \frac{1}{i!} \int_{c}^{b} K_{s}^{(p)}(s, \tau) \bar{x}_{\tau}^{(i)}(\tau, r)(\tau-z)^{i} d \tau, \\
& \left.\bar{x}_{s}^{(p)}(s, r)=\bar{f}_{s}^{(p)}(s, r)+\right) \sum_{i=0}^{N} \frac{1}{i!} \int_{a}^{c} K_{s}^{(p)}\left(s, \tau \bar{x}_{\tau}^{(i)}(\tau, r) \times\right.  \tag{13}\\
& \times(\tau-z)^{i} d \tau+\sum_{i=0}^{N} \frac{1}{i!} \int_{c}^{b} K_{s}^{(p)}(s, \tau) \underline{x}_{\tau}^{(i)}(\tau, r)(\tau-z)^{i} d \tau,
\end{align*}
$$

where $\underline{x}_{s}^{(p)}(s, r)=\left(\frac{\partial^{p} \underline{x}(s, r)}{\partial s^{p}}\right), \bar{x}_{s}^{(p)}(s, r)=\left(\frac{\partial^{p} \bar{x}(s, r)}{\partial s^{p}}\right)$, and $K_{s}^{(p)}(s, \tau)=\left(\frac{\partial^{p} K(s, \tau)}{\partial s^{p}}\right), p=\overline{0, n}$.

Interchanging the integral and sum signs, we write the system of equations (13) as

$$
\begin{align*}
& \underline{x}_{s}^{(p)}(s, r)=\underline{f}_{s}^{(p)}(s, r)+\sum_{i=0}^{N} \frac{1}{i!} \int_{a}^{c} K_{s}^{(p)}(s, \tau) \underline{x}_{\tau}^{(i)}(\tau, r) \times \\
& \times(\tau-z)^{i} d \tau+\sum_{i=0}^{N} \frac{1}{i!} \int_{c}^{b} K_{s}^{(p)}(s, \tau) \bar{x}_{\tau}^{(i)}(\tau, r)(\tau-z)^{i} d \tau, \\
& \left.\bar{x}_{s}^{(p)}(s, r)=\bar{f}_{s}^{(p)}(s, r)+\right) \sum_{i=0}^{N} \frac{1}{i!} \int_{a}^{c} K_{s}^{(p)}(s, \tau) \bar{x}_{\tau}^{(i)}(\tau, r) \times  \tag{14}\\
& \times(\tau-z)^{i} d \tau+\sum_{i=0}^{N} \frac{1}{i!} \int_{c}^{b} K_{s}^{(p)}(s, \tau) \underline{x}_{\tau}^{(i)}(\tau, r)(\tau-z)^{i} d \tau .
\end{align*}
$$

Denoting

$$
\begin{aligned}
& S_{p i}^{1}=\frac{1}{i!} \int_{a}^{c} K_{s}^{(p)}(s, \tau)(\tau-z)^{i} d \tau, \\
& S_{p i}^{2}=\frac{1}{i!} \int_{c}^{b} K_{s}^{(p)}(s, \tau)(\tau-z)^{i} d \tau,
\end{aligned}
$$

we reduce equations (14) to

$$
\begin{align*}
& \underline{x}_{s}^{(p)}(s, r)=\underline{f}_{s}^{(p)}(s, r)+\sum_{i=0}^{N} S_{p i}^{1}(s, \tau) \underline{x}_{\tau}^{(i)} \times \\
& \times(\tau, r)+\sum_{i=0}^{N} S_{p i}^{2} \bar{x}_{\tau}^{(i)}(\tau, r),  \tag{0,n}\\
& \bar{x}_{s}^{(p)}(s, r)=\bar{f}_{s}^{(p)}(s, r)+\sum_{i=0}^{N} S_{p i}^{1}(s, \tau) \bar{x}_{\tau}^{(i)} \times  \tag{12}\\
& \quad \times(\tau, r)+\sum_{i=0}^{N} S_{p i}^{2} \underline{x}_{\tau}^{(i)}(\tau, r),
\end{align*}
$$

$$
\underline{F}(s, r)=\left(\underline{f}_{s}^{(0)}, \ldots, \underline{f}_{s}^{(n)}\right)^{\mathrm{T}}, \bar{F}(s, r)=\left(\bar{f}_{s}^{(0)}, \ldots, \bar{f}_{s}^{(n)}\right)^{\mathrm{T}}
$$

and the matrices

$$
S^{1}=\left(S_{p i}^{1}\right), S^{2}=\left(S_{p i}^{2}\right),(p, i)=\overline{0, n}
$$

for $s, z=a^{*} \in[a, b]$ we finally write (15) in the matrix form

$$
\begin{equation*}
X=F+\left(S^{1}+S^{2}\right) X, X=(\underline{X}, \bar{X})^{\mathrm{T}}, F=(\underline{F}, \bar{F})^{\mathrm{T}} \tag{16}
\end{equation*}
$$

The solution is

$$
\begin{gathered}
S=\left(\begin{array}{cc}
S^{1} & S^{2} \\
S^{2} & S^{1}
\end{array}\right) \Rightarrow(S-I) X=-F \Rightarrow X^{*}= \\
=-(S-I)^{-1} F,|S-I| \neq 0
\end{gathered}
$$

The convergence of the solution $X^{*}$ to the exact solution $\tilde{X}\left(X^{*} \underset{n \rightarrow \infty}{\rightarrow} \tilde{X}\right)$ was proved in [22].

Example 2. Consider an integral equation of the form

$$
\begin{equation*}
x_{\mathrm{fuz}}(s)=f_{\mathrm{fuz}}(s)+\int_{0}^{2} s^{2}(1+\tau) x_{\mathrm{fuz}}(\tau) d \tau \tag{17}
\end{equation*}
$$

where

$$
\begin{aligned}
f_{\text {fuz }}(s)=f(s, r)= & \left(\underline{f}(s, r)=s r, \bar{f}(s, r)=\left(\frac{14}{3}\right) s^{2}(r-2)\right) \\
& \text { and } r \in[0,1] \subset R_{1} .
\end{aligned}
$$

It is required to determine $x_{\text {fuz }}(s)=x(s, r)$ $=(\underline{x}(s, r), \bar{x}(s, r))$.

To find the solution, we write equation (17) in the parametric form:

$$
\begin{gather*}
\underline{x}(s, r)=s r+\int_{0}^{2} s^{2}(1+\tau) \underline{x}(\tau, r) d \tau  \tag{18}\\
\bar{x}(s, r)=\left(\frac{14}{3}\right) s^{2}(r-2) \int_{0}^{2} s^{2}(1+\tau) \bar{x}(\tau, r) d \tau
\end{gather*}
$$

In these expressions, the kernel is $K(s, \tau)=s^{2}(1+\tau) \geq$ $\geq 0 \forall \tau \in[0,2]$, where the interval [0,2] defines the limits of integration in equation (18). Therefore, this interval does not contain the partition point $c$ present in the system of equations (12).

We expand the unknown integrand functions $\underline{x}(\tau, r), \bar{x}(\tau, r)$ in (17) into the Taylor polynomials of degree $n$, letting $n=1$ for simplicity. For $\tau=z \in[0,2]$, we obtain:

$$
\begin{gathered}
\underline{x}(\tau, r)=1+\left.\left(\frac{\partial \underline{x}}{\partial \tau}\right)\right|_{\tau=z}(\tau-z), \\
\bar{x}(\tau, r)=1+\left.\left(\frac{\partial \bar{x}}{\partial \tau}\right)\right|_{\tau=z}(\tau-z), 0 \leq \tau, z \leq 2, r \in[0,1] .
\end{gathered}
$$

Since $n=1$, each of equations (18) should be differentiated with respect to $S, p=0$ and $p=1$ times:

$$
\begin{aligned}
& p=0 \Rightarrow \frac{\partial^{0}}{\partial s^{0}} \Rightarrow \\
& \Rightarrow\left\{\begin{array}{l}
\underline{x}(s, r)=s r+\int_{0}^{2} s^{2}(1+\tau) \underline{x}(\tau, r) d r, \\
\bar{x}(s, r)=\frac{14}{3} s^{2}(r-2)+\int_{0}^{2} s^{2}(1+\tau) \bar{x}(\tau, r) d \tau,
\end{array}\right. \\
& p=1 \Rightarrow \frac{\partial^{1}}{\partial s^{1}} \Rightarrow \\
& \Rightarrow\left\{\begin{array}{l}
\dot{\underline{x}}_{s}(s, r)=r+\int_{0}^{2} 2 s(1+\tau) \underline{x}(\tau, r) d r, \\
\dot{\bar{x}}_{s}(s, r)=\frac{28}{3} s(r-2)+\int_{0}^{2} s^{2}(1+\tau) \bar{x}(\tau, r) d \tau .
\end{array}\right.
\end{aligned}
$$

Next, we consider the vectors $X$ and $F$ and the elements of the matrix $S$ :

$$
\begin{gathered}
X=\left(\underline{x} \mid s=a^{*}, r\right), \dot{x}_{s}\left(s=a^{*}, r\right) \\
\left(\bar{x} \mid s=a^{*}, r\right), \dot{\bar{x}}_{s}\left(s=a^{*}, r\right)^{\mathrm{T}}
\end{gathered}
$$

is the vector of fuzzy variables to be determined; $a^{*} \in[a, b]$;

$$
\begin{gathered}
F=\left(\underline{f}\left(s=a^{*}, r\right)=a^{*} r, \dot{f}_{s}=1 \cdot r ; \bar{f}\left(s=a^{*},\right.\right. \\
\left.r)=\frac{14}{3} a^{* 2}(r-2), \dot{\overline{f_{s}}}=\frac{28}{3} a^{*}(r-2)\right)^{\mathrm{T}}
\end{gathered}
$$

is a given vector of fuzzy variables.
The elements $S_{p i}^{2}$ of the matrix $S^{2}$ are 0 since the interval $[0,2]$ does not contain the partition point $c$. Therefore, $S^{2}=\left(S_{p i}^{2}=0\right)$. The elements $S_{p i}^{1}$ of the matrix $S^{1}$ are

$$
\begin{gathered}
S_{p i}^{1}=\frac{1}{i!} \int_{0}^{2} K_{s}^{(p)}(s, \tau)(\tau-z)^{i} d \tau= \\
\frac{1}{i!} \int_{0}^{2}\left[\left(s=a^{*}=0\right)^{2}(1+\tau)\right]_{s}^{(p)}\left(\tau-z=a^{*}=0\right)^{i} d \tau=0 \\
p, i=0,1
\end{gathered}
$$

Hence, $S^{1}=\left(S_{p i}^{1}\right)=0$, and consequently,

$$
S=\left(\begin{array}{ll}
S^{1}=0 & S^{2}=0 \\
S^{2}=0 & S^{1}=0
\end{array}\right)
$$

Then equation (16) gives

$$
S-\left.I\right|_{s=0}=-I
$$

As a result, the matrix equation
$\left.(S-I)\right|_{S=0} \cdot X=-F \Rightarrow I X=F$
takes the form

$$
\begin{aligned}
& \left(\begin{array}{llll}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right)\left(\begin{array}{l}
\underline{x} \\
\dot{\underline{x}}_{s} \\
\bar{x} \\
\dot{\bar{x}}
\end{array}\right)=\left(\begin{array}{c}
a r \\
1-r \\
\left(\frac{14}{3}\right) a^{2}(r-2) \\
\left(\frac{28}{3}\right) a(r-2)
\end{array}\right) \Rightarrow x_{\mathrm{fuz}}=x(s, r)= \\
& =\left(\left.\underline{x}(s, r)\right|_{a=s}=s r, \left.\bar{x}(s, r)=\left(\frac{14}{3}\right) s^{2}(r-2) \right\rvert\, r \in[0,1]\right) .
\end{aligned}
$$

In the general case, it is necessary to define the fuzzy set of integral equations [22,23]

$$
\begin{gather*}
x_{\mathrm{fuz} i}(s)=f_{\mathrm{fuz} i}(s)+\sum_{j=1}^{m} \int_{a}^{b} K_{i j}(s, \tau) x_{\mathrm{fuz} i}(\tau) d \tau \\
i=\overline{1, m} \tag{19}
\end{gather*}
$$

In this system, $a \leq s, \tau \leq b$, and $K_{i j}(s, \tau), i, j=$, $=\overline{1, m}$, are given crisp kernels differentiable by both variables on the interval $[a, b] ; f_{\text {fuz } i}$ are given fuzzy functions; $x_{\mathrm{fuz} i}(s)=\left(x_{\mathrm{fuz} 1}(s), \ldots, x_{\mathrm{fuz} m}(s)\right)^{\mathrm{T}}$ is the fuzzy vector to be determined. The fuzzy variables $f_{\mathrm{fuz}}(s)$ and $x_{\mathrm{fuz}}(s)$ are written in the parametric form
$f_{\text {fuz } i}(s)=f_{i}(s, r)=(\underline{f}(s, r), \bar{f}(s, r) \mid r \in[0,1])$,
$x_{\mathrm{fuzi}}(s)=x_{i}(s, r)=\left(\underline{x}_{i}(s, r), \bar{x}_{i}(s, r) \mid r \in[0,1]\right), i=\overline{1, m}$.
Next, the sequential transformations described above (see the one-dimensional case) are used: the interval of integration $[a, b]$ is partitioned using the points $c_{i j}$, $i, j=\overline{1, m}$; the unknown variables $\underline{x}_{i}(s, r), \bar{x}_{i}(s, r)$ are expanded into the Taylor polynomials of degree $n$ at an arbitrary point $\tau=z \in[a, b] \subset R$; each of equations (19), written in the parametric form, is differentiated $p=\overline{0, n}$ times with respect to $s$; the symbols $\int$ and $\Sigma$ are interchanged; the corresponding notations are introduced for the vectors and matrices involved.

These transformations yield fuzzy systems of linear equations of the form (16):

$$
\begin{equation*}
S X=F \tag{20}
\end{equation*}
$$

where $X(\cdot)=\left(\underline{x}_{1}^{(n)}(\cdot), \bar{x}_{1}^{(n)}(\cdot), \ldots, \underline{x}_{m}^{(n)}(\cdot), \bar{x}_{m}^{(n)}(\cdot)\right)^{\mathrm{T}}$ is the unknown vector of fuzzy variables; (.) indicates $(s=a, r) ;(n)$ is the number of the derivative and the degree of the Taylor polynomial; $\underline{x}_{k}^{(n)}(\cdot)=$
$=\left(\underline{x}_{k}(\cdot), \ldots, \underline{x}_{k}^{(n)}(\cdot)\right)^{\mathrm{T}} ; \bar{x}_{k}^{(n)}(\cdot)=\left(\bar{x}_{k}(\cdot), \ldots, \bar{x}_{k}^{(n)}(\cdot)\right)^{\mathrm{T}}, k=\overline{1, m}$, are the components of the vector $X$;
$F(\cdot)=\left(\underline{f}_{1}^{(n)}(\cdot), \bar{f}_{1}^{(n)}(\cdot), \ldots, \underline{f}_{m}^{(n)}(\cdot), \bar{f}_{m}^{(n)}(\cdot)\right)^{\mathrm{T}}$ is a given vector of fuzzy variables;

$$
\begin{aligned}
\underline{f}_{k}^{(n)} & =-\left(\underline{f_{k}}(\cdot), \ldots, \underline{f}_{k}^{(n)}(\cdot)\right)^{\mathrm{T}} ; \bar{f}_{k}^{(n)}=-\left(\bar{f}_{k}(\cdot), \ldots, \bar{f}_{k}^{(n)}(\cdot)\right)^{\mathrm{T}} ; \\
S & =\left(\begin{array}{ccc}
S^{(1,1)} & \ldots & S^{(1, m)} \\
\vdots & \ddots & \vdots \\
S^{(m, 1)} & \cdots & S^{(m, m)}
\end{array}\right) \text { is a matrix with matrix ele- }
\end{aligned}
$$

ments

$$
\begin{gathered}
W^{(i, j)}=\left(\begin{array}{cc}
S_{11}^{(i j)} & S_{12}^{(i j)} \\
S_{21}^{(i j)} & S_{22}^{(i j)}
\end{array}\right) ; S_{11}^{(i j)}= \\
=S_{22}^{(i j)}=\left(\begin{array}{ccc}
S_{00}^{(i j)}-1 & \ldots & S_{0 n}^{(i j)} \\
\vdots & \ddots & \vdots \\
S_{n 0}^{(i j)} & \cdots & S_{n n}^{(i j)}-1
\end{array}\right) ; \\
S_{12}^{(i j)}=S_{21}^{(i j)}=\left(\begin{array}{ccc}
S_{00}^{*(i j)} & \ldots & S_{0 n}^{*(i j)} \\
\vdots & \ddots & \vdots \\
S_{n 0}^{*(i j)} & \cdots & S_{n n}^{*(i j)}
\end{array}\right)
\end{gathered}
$$

Example 3. Let:

$$
\begin{aligned}
& \underline{f}_{1}(s, r)=s \cdot r-\frac{27}{4} s^{2}\left(r^{3}-2\right)-\frac{14}{3} s^{2} r-\frac{1}{4} s^{2} r\left(r^{4}+2\right) ; \\
& \bar{f}_{1}(s, r)=\frac{14}{3} s^{2}(r-2)+\frac{3}{4} s^{2}\left(r^{3}-2\right)- \\
& -s(r-2)+\frac{9}{4} s^{2} r\left(r^{4}+2\right) ; \\
& \underline{f}_{2}(s, r)=s\left(s^{5}+2 r\right)-14.1(s-2)^{2}\left(r^{3}-2\right)- \\
& \quad-\frac{8}{3}\left(s^{2}+1\right) r-0.3(s-2)^{3} r\left(r^{4}+2\right) ; \\
& \bar{f}_{2}(s, r)=\frac{8}{3}\left(s^{2}+1\right)(r-2)-s\left(3 r^{3}-6\right)+ \\
& + \\
& 0.9(s-2)^{2}\left(r^{3}-2\right)+4.7(s-2) r\left(r^{4}+2\right) .
\end{aligned}
$$

The collection of kernels is

$$
\begin{array}{r}
\quad K_{11}(s, \tau)=s^{2}(1+\tau) ; K_{12}(s, \tau)= \\
=s^{2}\left(1-\tau^{2}\right), K_{21}(s, \tau)=\left(1+s^{2}\right) \tau,
\end{array}
$$

and $K_{22}(s, \tau)=(s-2)\left(1-\tau^{3}\right)$, where $0 \leq s$ and $\tau \leq 2$.
Solution. Choosing the point $z=0$ for the Taylor expansion, we obtain:

$$
W^{(1,1)}=\left(\begin{array}{cccc}
-1 & 0 & 0 & 0 \\
0 & -1 & 0 & 0 \\
0 & 0 & -1 & 0 \\
0 & 0 & 0 & -1
\end{array}\right) ; W^{(1,2)}=(0)_{i, j}, i, j=\overline{1,4} ;
$$

$$
\begin{gathered}
W^{(2,1)}=\left(\begin{array}{llll}
2 & \frac{8}{3} & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 2 & \frac{8}{3} \\
0 & 0 & 0 & 0
\end{array}\right) ; \\
W^{(2,1)}=\left(\begin{array}{cccc}
2 & 1.2 & -11 & -\frac{94}{5} \\
-3 & -2.2 & 11 & \frac{94}{5} \\
-11 & -\frac{94}{5} & 2 & 1.2 \\
11 & \frac{94}{5} & -3 & -2.2
\end{array}\right) .
\end{gathered}
$$

Solving the fuzzy system of linear equations (20) gives

$$
X=S^{-1} F,
$$

where

$$
\begin{gathered}
X=X(a=0, r)=\left(\underline{x}_{1}, \underline{x}_{1}^{*}, \bar{x}_{1}, \bar{x}_{1}^{*}, \underline{x}_{2}, \underline{x}_{2}^{*}, \bar{x}_{2}, \bar{x}_{2}^{*}\right)^{\mathrm{T}} ; \\
S^{-1} F=\left(0, r, 0,2-r, 0, r^{5}+2 r, 0,6-r^{3}\right)^{\mathrm{T}} .
\end{gathered}
$$

### 3.4. Estimation by method of degenerate kernels

Let the equation kernel be a finite sum in which each term is the product of some function of $\tau$ by some function of $s$. In this case, equation (19) with the kernel $K(s, \tau)=\sum_{i=1}^{n} a_{i}(s) b_{i}(\tau)$ is a fuzzy Fredholm integral equation with a crisp nondegenerate kernel [22, 23]. Like before (see subsection 3.2), the following assumptions are made to ensure the existence of a unique fuzzy solution by the method of successive approximation: $a_{i}(s)$ is defined, piecewise continuous in the Hausdorff sense, and bounded by the first Seikkala derivative for $s \in[a, b] \subset R ; b_{i}(\tau)$ satisfies the same constraint for $\tau \in[0, t] \subset R$.

We modify the well-known method for solving traditional (crisp) equations with degenerate kernels to solve the corresponding fuzzy equation [24].

Consider a fuzzy integral equation (19) with the kernel

$$
K(s, \tau)=\sum_{i=1}^{n} a_{i}(s) b_{i}(\tau)
$$

Assume that the following inequalities hold on the interval of integration $[a, b]$ :

$$
\text { (i): }\left\{\begin{array}{l}
\sum_{i=1}^{n} a_{i}(s) b_{i}(\tau) \geq 0, \\
a \leq \tau \leq b ;
\end{array} \quad(i i):\left\{\begin{array}{l}
\sum_{i=1}^{n} a_{i}(s) b_{i}(\tau)<0, \\
a \leq \tau \leq b ;
\end{array}\right.\right.
$$

$$
(i i i):\left\{\begin{array}{l}
\sum_{i=1}^{n} a_{i}(s) b_{i}(\tau) \geq 0, \\
a \leq \tau \leq c, \\
\sum_{i=1}^{n} a_{i}(s) b_{i}(\tau)<0, \\
c \leq \tau \leq b .
\end{array}\right.
$$

In case $(i)$, the system of equations (19) satisfies the relations

$$
\begin{align*}
& x_{\text {fuz }}(s)=f_{\text {fuz }}(s)+\int_{a}^{b} K(s, \tau) x_{\mathrm{fizz}}(\tau) d \tau \Leftrightarrow \\
& \underline{x}(s, r)=\underline{f}(s, r)+\sum_{i=1}^{n} a_{i}(s) \underline{x}_{i}, \\
& \bar{x}(s, r)=\bar{f}(s, r)+\sum_{i=1}^{n} a_{i}(s) \bar{x}_{i},  \tag{21}\\
& \underline{x}_{i}=\int_{a}^{b} b_{i}(\tau) \underline{x}(\tau) d \tau, \bar{x}_{i}= \\
& =\int_{a}^{b} b_{i}(\tau) \bar{x}(\tau) d \tau .
\end{align*}
$$

Multiplying the expressions (21) by $b_{i}(\tau)$ and integrating them on the interval $[a, b]$, we obtain:

$$
\begin{gathered}
\underline{x_{i}}=\underline{f_{i}}+\sum_{i=1}^{n} a_{i j}^{1} x_{i}, \underline{f}_{i}=\int_{a}^{b} \underline{f}(\tau) b_{i}(\tau) d \tau, a_{i j}^{1}=\int_{a}^{b} b_{i}(\tau) a_{j}(\tau) d \tau, \\
\bar{x}_{i}=\bar{f}_{i} a_{i j}^{1} \bar{x}_{i}, \bar{f}_{i}=\int_{a}^{b} \bar{f}(\tau) b_{i}(\tau) d \tau, i=\overline{1, n} .
\end{gathered}
$$

These relations lead to the fuzzy system of linear equations

$$
X_{\mathrm{fuz}}=A X_{\mathrm{fuz}}+F_{\mathrm{fuz}},
$$

where

$$
\begin{gathered}
X_{\text {fuz }}=(\underline{X} \mid \bar{X})^{\mathrm{T}} ; \underline{X}=\left(\underline{x}_{1}, \ldots, \underline{x}_{n}\right) ; \bar{X}=\left(\bar{x}_{1}, \ldots, \bar{x}_{n}\right) ; \\
F_{\text {fuz }}=(\underline{F} \mid \bar{F}) ; \underline{F}=\left(\underline{f}, \underline{f}, \ldots, \underline{f}_{n}\right), \bar{F}=\left(\bar{f}_{1}, \ldots, \bar{f}_{n}\right) ; \\
A=\left(\begin{array}{cc}
A^{1} & 0 \\
0 & A^{1}
\end{array}\right) ; A^{1}=\left(a_{i j}^{1}\right), \\
a_{i j}^{1}=\int_{a}^{b} b_{i}(\tau) a_{j}(\tau) d \tau, i, j=\overline{1, n} .
\end{gathered}
$$

It can be written in the traditional fuzzy calculus form [19, 20]:

$$
(I-A) X_{\mathrm{fuz}}=F_{\mathrm{fuz}} \text {, where } I \text { denotes an identity }
$$

The case $|I-A|=0$ was studied in the papers [19, 20].

Example 4. Consider an integral equation of the form (21):

$$
x_{\mathrm{fuz}}(s)=f_{\mathrm{fuz}}(s)+\int_{0}^{0.5} s \cdot \tau \cdot x_{\mathrm{fuz}}(\tau) d \tau, s \in[0,0.5],
$$

where

$$
\begin{gathered}
f_{\text {fuz }}(s)=f(s, r)=(\underline{f}(s, r), \bar{f}(s, r) \mid r \in[0,1]) \\
K(s, \tau)=s \tau \geq 0, a_{i}(s)=s, b_{i}(\tau)=\tau
\end{gathered}
$$

The solution is found from the fuzzy matrix equation (22) with the matrix elements

$$
\begin{gathered}
X_{\mathrm{fuz}}=X(s, r)=\left(\underline{x}_{1} \mid \bar{x}_{1}\right)^{\mathrm{T}} ; F_{\mathrm{fuz}}=F(s, r)= \\
=\left(f_{1}=\int_{0}^{0.5} \underline{f}(\tau) \tau d \tau \bar{f}_{1}=\int_{0}^{0.5} \bar{f}(\tau) \tau d \tau\right)^{\mathrm{T}} ; \\
a_{i j}^{1}=\int_{0}^{0.5} \tau^{2} d \tau=\left.\frac{\tau^{3}}{3}\right|_{0} ^{0.5}=\frac{1}{24} ; I-A=1-a_{11}^{1}=1-\frac{1}{24}=\frac{23}{24} .
\end{gathered}
$$

Hence,

$$
\underline{x}_{1}=\frac{24}{23} \int_{0}^{0.5} \underline{f}(\tau) \tau d \tau, \bar{x}_{1}=\frac{24}{23} \int_{0}^{0.5} \bar{f}(\tau) \tau d \tau,
$$

and the solution has the form

$$
x_{\mathrm{fuz}}(s)=(\underline{x}(s, r), \bar{x}(s, r) \mid r \in[0,1]),
$$

where

$$
\underline{x}(s, r)=\underline{f}(s, r)+s \underline{x}_{1}, \bar{x}(s, r)=\bar{f}(s, r)+s \bar{x}_{1} .
$$

In case $(i i)$, the calculations similar to case $(i)$ yield

$$
(\bar{X} \mid \underline{X})^{\mathrm{T}}=(-I \underline{X} \mid-I \bar{X})^{\mathrm{T}}
$$

due to the multiplication rule of fuzzy variables $x$,

$$
k x=\left\{\begin{array}{c}
(k \underline{x}, k \bar{x}), k \geq 0, k \in R, \\
(k \bar{x}, k \underline{x}), k<0 .
\end{array}\right.
$$

After trivial transformations, we finally obtain:

$$
\begin{gathered}
\binom{\underline{X}}{\bar{X}}=\left(\begin{array}{cc}
A_{1} & 0 \\
0 & A_{1}
\end{array}\right)\binom{\underline{X}}{\bar{X}}+\binom{\bar{F}}{\bar{F}} \Leftrightarrow\binom{\underline{X}}{\bar{X}}= \\
=\left(\begin{array}{cc}
A_{1} & 0 \\
0 & A_{1}
\end{array}\right)\binom{-I \underline{X}}{-I \bar{X}}+\binom{-I \underline{F}}{-I \bar{F}} \Leftrightarrow \\
\Rightarrow(I+A) X_{\text {fuz }}=-F_{\text {fuz }} .
\end{gathered}
$$

### 3.5. Estimation by method of nondegenerate kernel approximated by degenerate one

Consider the relation (21), and let the kernel be $K(s, \tau)=K(s \cdot \tau)$. According to the Taylor expansion, for $(s \cdot \tau) \simeq 0$ we obtain

$$
K(s \cdot \tau) \sum_{i=1}^{n} e_{i}(s \cdot \tau)^{i}=\sum_{i=1}^{n} a_{i}(s) b_{i}(\tau) .
$$

Hence, the equation

$$
x_{\mathrm{fuz}}(s)=f_{\mathrm{fuz}}(s)+\int_{a}^{b} K(s, \tau) x_{\mathrm{fuz}}(\tau) d \tau
$$

is solved using the method described in subsection 3.4.

Example 5. Consider the integral equation

$$
x_{\mathrm{fuz}}(s)=f_{\mathrm{fuz}}(s)+\int_{0}^{0.5} \sin (s \cdot \tau) x_{\mathrm{fuz}}(\tau) d \tau
$$

Applying the Taylor approximation of the kernel $K(s \cdot \tau) \simeq s \cdot \tau$, we can use the results of Example 4.

Under the approximation

$$
K(s \cdot \tau) \cdot s \cdot \tau-\frac{1}{3}(s \cdot \tau)^{3}=\left.a_{1} b_{1}\right|_{\substack{a_{1}=3 \\ b_{1}=\tau}}+\left.a_{2} b_{2}\right|_{\substack{a_{2}=3^{3} \\ b_{2}=-\frac{1}{3} \tau^{3}}} ^{\substack{a^{3}}},
$$

this equation can be also solved using the method from subsection 3.4.

## CONCLUSIONS

Based on the definition of a fuzzy Riemann integral, the problem of estimating the states of models described by fuzzy Fredholm-Volterra integral equations has been formulated under the assumed existence of their unique solutions.

Various state estimation methods for fuzzy integral equations have been considered, namely, the fuzzy Laplace transform, the method of "embedding" models, the Taylor estimation of the degenerate kernels, and the estimation of the nondegenerate kernels by degenerate forms. Test examples have been solved for them. As shown above, in some cases, the estimation results are related to the solution of fuzzy systems of linear algebraic equations.

In part II of the survey, other state estimation methods for linear and nonlinear fuzzy integral models will be considered, namely, the least squares method and its modifications, the Galerkin and Chebyshev methods, and sinc functions.
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