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Abstract. The existing and newly proposed methods for estimating the state of integral models 

with fuzzy uncertainty are reviewed. A fuzzy integral model with the limit transition defined in 

the Hausdorff metric is introduced. This model is used to formulate the state estimation problem 

for the models described by fuzzy Fredholm–Volterra integral equations. Several fuzzy methods 

for solving this problem are considered as follows: the fuzzy Laplace transform, the method of 

“embedding” models (transforming an original system into a higher dimension system and solv-

ing the resulting problem by traditional linear algebra methods), the Taylor estimation of the 

degenerate kernels under the integral sign that are represented by power polynomials, and the 

estimation of the nondegenerate kernels by degenerate forms using the Taylor approximation. 

As shown below, in some cases, the estimation results are related to the solution of fuzzy sys-

tems of linear algebraic equations. Test examples are solved for them. 
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INTRODUCTION  

The models described by integral equations, fur-
ther referred to as the integral models, are widespread 
in different branches of applied physics, mechanics, 
economics, and other areas dealing with mathematical 
descriptions of various objects. In the theory of differ-
ential equations, the existence and uniqueness of a 
solution is proved using the principle of contraction 
mappings, when an original problem is written as an 
equivalent integral model [1]. 

In control theory, integral models often represent 
control systems with feedback [2]. The integral Wie-
ner–Hopf models are used to describe the perturba-
tions affecting a system, an approach to model uncer-
tainty in the processing of current information from an 
object [3]. The Fredholm and Volterra integral equa-
tions are used in the theory of elasticity, gas dynamics 
and electrodynamics, and ecology, i.e., in all areas 
obeying the laws of conservation of mass, momen-
tum, and energy. In all cases mentioned, the unknown 
variables are under the integral sign. 

In real conditions, control systems are subjected to 
various kinds of perturbations. They are represented 
by various mathematical models, which are being in-
tensively developed on the theoretical basis and ac-

tively used in various applications. Among the most 
widespread theoretical approaches for these purposes, 
we mention the theory of intervals [4, 5], the theory of 
fuzzy sets [6], the theory of possibilities [7], hybrid 
probability theory, the theory of fuzzy mathematical 
statistics and fuzzy random processes [8], etc. 

This paper describes the uncertainties within the 
theory of fuzzy sets, which is the most adequate and 
universal representation for various kinds of perturba-
tions. As is easily demonstrated, the models discussed 
above follow from the general model of the theory of 
fuzzy sets. For example, in the paper [9], a fuzzy sys-
tem of linear equations (FSLE) was solved, and one of 
the solution’s coordinates was obtained in the form of 
a fuzzy membership function. However, fixing its 
base, we obtain a solution for this coordinate in the 
interval form. 

Similar reasoning can be adopted to construct so-
lution intervals for fuzzy differential equations. In the 
theory of possibilities, the membership function is 
interpreted as a certain probability density that, how-
ever, does not satisfy the probability axioms accepted 
in the traditional statistical theory. Therefore, the the-
ory of possibilities is supposed to describe not mass 
phenomena but the possibilities of an individual ob-
ject. 
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Hybrid probability theory represents the traditional 

probability space for random variables with traditional 

probability densities with initial or central moments in 

the form of fuzzy variables with given membership 

functions (usually triangles). Concerning traditional 

stochastic processes, the hybrid theory for fuzzy Mar-

kov stochastic processes operates with fuzzy states 

obtained by enlarging crisp states. This approach re-

duces the dimension of the transition matrix and, con-

sequently, the corresponding computational difficul-

ties during its inversion. 

Generally speaking, the modern theory of fuzzy 

sets is a kind of core that groups various models of 

uncertainties. 

Based on the foregoing, this paper aims to present 

various methods, both the existing and newly pro-

posed ones, for estimating integral models under 

fuzzy uncertainty. 

The scientific novelty of this paper consists in new 

state estimation methods developed by the authors for 

integral models, such as the method of degenerate 

kernels, the fuzzy least squares method, and the fuzzy 

Galerkin method. As shown below, “strong/weak” 

estimation results can occur when the estimation pro-

cedure yields fuzzy systems of linear algebraic equa-

tions. The authors first investigated this effect when 

solving the FSLE and then applied to estimate integral 

models. 

Below, fuzzy integral models in the form of the 

Fredholm–Volterra equations are introduced, and 

some methods to solve them are considered.  

1. BASIC DEFINITIONS 

The basic definitions of the theory of fuzzy sets 

were given in [6]. Let us introduce the definitions 

used in this paper. The notations are the following: 

fuzzy variables (numbers) have the subscript “fuz,” 

e.g., xfuz is a fuzzy variable (element), yfuz(x) is a 

fuzzy function of many variables, where x = (x1, x2,…, 

xn)
Т
, 

fuz 
( )

ix
y x  is the fuzzy derivative with respect to 

the variable xi, and 
fuz ( )tx  is the fuzzy time derivative 

of a vector xfuz.  

The belonging of an element x to some set X (

) is formalized by a membership function , 

[0,1]r , x = fuzx X for a fuzzy element хfuz:  

=
( ) [0, 1],

( ) [0, 1],

r x

r x





 

where  is a multivalued function with left r(x) 

and right  branches with respect to 
 
= 1.  

The function  is often written in the level 

representation – the inverse mapping 
 
= x(r) = 

(x(r), | [0, 1]r ). A collective {xfuz} defines a 

fuzzy set Xfuz. For xfuz, the chain of equivalent repre-

sentations is sometimes used: fuz ( )x r x , [0, 1]r

(r(x), | r, [0, 1]r  (x(r), | 

[0, 1]r ), etc.  

Fuzzy function (mapping) yfuz(x) of fuzzy varia-

bles. Let  be the set of all fuzzy variables with a 

given membership function ( ), [0, 1],r x r x R  . 

Then fuz ( ) :y x R E  defines a fuzzy-valued func-

tion, and the following parametric representation 

holds: 

fuz ( ) ( , ) ( ( , ), ( , ) [0, 1]).y x y x r y x r y x r r     

The Banach space of fuzzy variables is introduced 

using the conventional approach of functional analysis 

[10]. A collection {xfuz} with the addition and multi-

plication operations and the existence of an inverse 

element forms a vector (linear) space . In the space 

, the following metric and norm are defined:  

d(xfuz i, xfuz j) = 
[0,1]

sup
r

× 

×{max[| }, 

||xfuz i – xfuz j|| = d(xfuz i, xfuz j). 

A fuzzy Cauchy sequence is a sequence of the 

form   

{xfuz n}: fuz fuz ,{ ( , ) 0}n m n md x x  , 

and the space E is complete if 

fuz fuz ,n
n

х x

 f .x Е  

These definitions lead to the Banach space of 

fuzzy variables ( , d). The pair ( , d) forms a com-

plete metric space. 

Fuzzy continuity at a point is defined using the lo-

cal limit at this point, which is treated in the 

Hausdorff metric. Fuzzy continuity on an interval is 

defined as fuzzy continuity for all values of the inter-

val. 

According to the general approach, the fuzzy de-

rivative of a function with respect to its crisp variable 

is found by defining the following operations for 

some fuzzy function described above: subtraction or 

the existence of an opposite element, multiplication 

by a constant, passage to the limit in a given metric. 

This paper uses two types of fuzzy derivatives: the 

Seikkala derivative fuz ( )Sy x and the Buckley–Feuring 

derivative fuz ( )BFy x . The following statement holds: if 

the fuzzy derivatives exist and are continuous at a 

point *x x , then they are equal to each other at this 

point.  

Xx )(xr

)(xr

)(xr

)(xr )(xr

)(xr

)(1 xr 

)(rx

 )(xr  )(rx

E

E
E

|])()(||,)()( rxrxrxrx jiji 

E E
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A fuzzy integral is understood in the fuzzy Rie-
mann sense [11].  

Consider a fuzzy mapping 
fuz :[ , ]f a b R E  , 

where E  is a fuzzy set. If for each partition 

0 n{ ,..., } [ , ]P t t a b   and 
1[ , ]i i it t  , 1,i n , there 

exists the representation fuz 1

1

( )( )
n

p i i i

i

R f t t 



    and 

 1max , 1,i it t i n    , then the fuzzy Riemann 

integral of fuz ( )f t  is given by  

fuz
0

( ) lim

b

p

a

f t dt R


 ,                        (1) 

where the limit is defined in the Hausdorff metric 

 ,d u v : for , ( , ) sup max ( )u v E d u v u r   

( ) , ( ) ( ) ,v r u r v r    where [0,1]r R  , and 

, , ,u u v v  are the nonparametric representations of 

the fuzzy variables ,u v . 

Under (1), a function fuz ( ) ( , ) ( ( ,f t f t r f t 

), ( , ) | [0, 1])r f t r r  continuous in the Hausdorff 

satisfies the relations  

 and ,  

[0, 1]r R  , where underline and overline indicate 

the lower and upper value objects, respectively.  

If a fuzzy variable fuz ( )z t , t∈[a, b]⊂R, is under 

the fuzzy integral sign, it satisfies the fuzzy integral 
equation  

fuz fuz( ) ( , ) ( ) ( ).

b

a

z t K t z d f t      

By analogy with the traditional classification, 
there are fuzzy integral models described by the 
Fredholm–Volterra equations of the first and second 
kinds: 

     
2

1

fuz fuz,

t

t

K t z d u t     is a fuzzy integral 

model described by the Fredholm equation of the first 

kind, where , and K(t, τ) is a crisp or 

fuzzy kernel;  
2

1

fuz fuz fuz( ) ( , ) ( ) ( )

t

t

z t K t z d u t      is a fuzzy in-

tegral model described by the Fredholm equation of 

the second kind, where K  is a parameter.  

The limits of integration can be finite or infinite. 

The variables satisfy the inequality 1 2, ,t t t 

whereas the kernel K(t, τ) and the free term 
fuz ( )u t  

must be continuous or satisfy the Fredholm condi-

tions.  

In the general case, the fuzzy Fredholm equations 

of the first and second kinds imply the fuzzy Volterra 

equations of the first and second kinds. The Volterra 

equations differ from the Fredholm equations by a 

variable limit of integration:  

1

fuz fuz( , ) ( ) ( )

t

t

K t z d u t    , t1 ≤ t ≤ t2, is a fuzzy in-

tegral model described by the Volterra equation of the 

first kind, where K(t, τ) is a crisp or fuzzy kernel;  

1

fuz fuz fuz( ) ( , ) ( ) ( )

t

t

z t K t z d u t       is a fuzzy inte-

gral model described by the Volterra equation of the 

second kind.  

The Volterra integral equation can be considered a 

special case of the Fredholm equation with a properly 

completed kernel. The Volterra equations have sever-

al important properties that are not inherent in the 

Fredholm equations and cannot be derived from them. 

In view of this aspect, we will use only the general 

properties of the Fredholm and Volterra equations 

below. 

Sufficient conditions for the existence of a unique 

solution of fuzzy Fredholm–Volterra integral equa-

tions of the second kind were given in [12–14]. For 

the sake of definiteness, consider a fuzzy Volterra 

equation of the second kind. For the existence of a 

fuzzy solution, the method of successive fuzzy ap-

proximations is used under the assumption that fuzzy 

approximations are defined in the rectangle П = [τ, t], 

on which they have fuzzy continuity and a bounded 

Seikkala derivative. Then the sequence of fuzzy ap-

proximations converges in the Hausdorff metric to a 

fuzzy solution. Moreover, due to the boundedness of 

the derivative, convergence in t follows: the sequence 

of fuzzy approximations converges uniformly to the 

desired fuzzy variable, which is taken as a fuzzy solu-

tion of the original fuzzy integral equation. The 

uniqueness of a fuzzy solution is proved by contradic-

tion. 

The fuzzy Fredholm–Volterra equations of the 

first and second kinds (see above) can be represented 

in a short (operator) form [15]:  

fuz fuz fuz( )( ) ( ) ( )Kz t z t u t   and 

fuz fuz fuz[ ( )( )] ( ) ( )I Kz t z t u t  ,           (2a) 

where 

2

1

fuz fuz( )( ) ( , ) ( )

t

t

Kz t K t z d             (2b) 

is the operator for the fuzzy Fredholm equations, 

   , ,

b b

a a

f t r dt f t r dt     , ,

b b

a a

f t r dt f t r dt 

 1 2,t t t R 
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1

fuz fuz( )( ) ( , ) ( )

t

t

Kz t K t z d              (2c) 

is the operator for the fuzzy Volterra equations of 

the first and second kinds, and I is an identity opera-

tor.  

2. PROBLEM STATEMENT 

There is a fuzzy model described by the integral 

equation (2a), (2b), or (2c). It is required to consider 

different fuzzy estimation methods for its state. 

3. FUZZY ESTIMATION METHODS 

3.1. Estimation by fuzzy Laplace transform 

The definition of the fuzzy Laplace transform and 

its properties were described in detail in the papers 

[16, 17]. Also, some examples of applying this trans-

formation to find solutions of various fuzzy Volterra 

integral equations of the convolution type with crisp 

and fuzzy kernels were considered therein. The prob-

lem was generalized to the case of a fuzzy partial dif-

ferential component in a fuzzy integral equation. As a 

result, the fuzzy Laplace transform method was ex-

tended to the case of fuzzy linear second-order partial 

differential equations of the parabolic and hyperbolic 

types.  

 

3.2. Estimation by embedding 

Consider a fuzzy model described by the 

Fredholm integral equation of the second kind:  

fuz fuz fuz( ) ( ) ( , ) ( ) .

b

a

x s f s K s x d                (3) 

The existence of a unique solution, the conditions 

imposed on the functions fuzf  and ( , )K s  , the def-

inition of a solution for the equation with fuzzy pa-

rameters, the space of functions to find a solution, and 

the conditions under which equation (3) exists were 

thoroughly considered in [13, 14].  

The exact fuzzy solution of equation (4) is con-

structed in the form of the infinite series [13]  

fuz fuz 

1

( ) ( ),i i

i

x s a h s




                          (4) 

where { ( )ih  } is a sequence of functions in the space 

2( , )L a b , and afuz i are fuzzy coefficients.  

An approximate solution of equation (4) can be 

represented as the finite series 

fuz fuz fuz 

=1

( ) ( ) ( ),
n

n i i

i

x s x s a h s  

where fuz ia  are the fuzzy coefficients for estimation, 

and ( )ih s  are known functions. To find them, we 

substitute the expression for fuz ( )nx s  into equation 

(3) instead of xfuz. Proceeding in this way, we obtain 

an equation of the form (3), and the solution is 

fuz fuz fuz 

1 1

( ) ( ) ( , ) ( )

bn n

i i i j i

i i a

a h s f s a K s h d
 

       . (5) 

Equation (5) contains n unknown fuzzy variables 

fuz 1 fuz ,..., na a . To calculate them, we need n equations 

and therefore use n points . The re-

sulting fuzzy system of linear equations for the coeffi-

cients fuz ia  is 

fuz fuz 

1 1

( ) ( ) ( ( ,

bn n

i j i i j j

i i a

h s a f s K s
 

   

fuz ) ( ) ) , 1, .i ih d a j n     

In the matrix form, it can be written as 

fuz fuz fuzAa f Ba  ,                    (6) 

where ( )ijA a  and ( )ijB b  are matrices with the 

crisp elements  and ijb 

( , ) ( )

b

j i

a

K s h d    , ; 
fuza  = fuz 1 fuz ( ,..., )T

na a  

and 
T

fuz fuz 1 fuz( ( ),..., ( ))nf f s f s  are vectors with fuzzy 

components.  

The matrix equation (6) reduces to the standard 

form  

fuz fuz ,Aа f А А В   ,                      (7) 

and the resulting system is solved by the method of 

embedding [9, 18].   

According to this method, equation (7) is trans-

formed to the extended (embedded) system:  

(2 2 ) fuz (2 2 ) fuz (2 2 ) ,n n n n n nS X Y     

where 
T

fuz 1 1( ,..., ,..., )n nX a a a a  and fuz 1( ,...,Y f

T
1,..., ) .n nf f f   

The matrix S has a block structure: 

. The matrix  is obtained from the 

matrix (A – B) by zeroizing all negative elements. To 

construct the matrix , we should replace all nega-

tive elements in the matrix (A – B) by their absolute 

values and all other elements by zeros:  

, , ; 

 1,..., ,ns s a b

 ij i ja h s

, 1,i j n

1 2

2 1

S S
S

S S

 
  
 

1S

2S

ij ij ijs a b  ,i n j n ij ijs a b    0ij ija b 
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, , 

. 

If  (  is nonsingular), then  

1

fuz fuzX S Y , 

where , 
1

1 20.5[( )U S S     

1

1 2( ) ],S S    and 
1 1

1 2 1 20.5[( ) ( ) ]V S S S S     .  

The case of a singular matrix S was considered in 

detail in the papers [19, 20].  

The accuracy of the approximate solution can be 

estimated as follows.  

The residual  and error εn vectors are deter-

mined via the Hausdorff metric:  
T

fuz fuz fuz fuz 1 fuz fuz ( , ) ( ( , ),..., ( , ))n nr D f Lx d f Lx d f Lx  , 

T

fuz fuz fuz fuz 1 fuz fuz ( , ) ( ( , ),..., ( , ) ,n nD x x d x x d x x     

where  

L = I – K and fuz fuz( )( ) ( , ) ( ) .

b

a

K Kx s K s x d       

The following upper bound on the approximate so-

lution accuracy was derived in [21]:  

1[1 ]n nr K      for . 

Example 1. Consider an integral equation of the form 
1

fuz fuz fuz

1

( ) ( ) ( 1) ( )x s f s s x d


     , 

where a = –1, b = 1, and  
3 2

fuz ( ) ( , ) ( ( , ) ( ), ( , )f s f s r f s r s r r f s r      

3 3(4 ) [0, 1]), 1 , 1.s r r r s          

It is required to estimate the state by the method of em-

bedding.  

Solution. We choose  and , as-

suming that 
1 1s    and . Then the elements of 

equation (5) take the following form:  
2 2

1 2 1( ) ( ), ( ) ( ), ( )f s r r f s r r f s     

3 3

2(4 ), ( ) (4 );r r f s r r        

; 

1 1

3

11 12

1 1

1 1

3

21 22

1 1

( 1 1)1 ( 1 1)( 1)

(1 1)1 (1 1)1

b d b d

B

b d b d

 

 

 
         

 

 
       
 

 

 

, 

0 0 1 1

4 0 3 1
B A A B

   
        

   

1 0 0 1

0 1 3 0

0 1 1 0

3 0 0 0

S

 
 
   
 
 
 

 

1

1

1 2

1 1 1 1
( ) 0.5 ,

3 1 3 1
S S




   

      
   

 

1

1

1 2

1 1 1 1
( ) 0.5

3 1 3 1
S S




   

      
   

 

⟹

2
1

2
2

3
1

3
2

0.5 0 0 0.5 ( )

0 0.5 1.5 0 ( )

0 0.5 0.5 0 (4 )

1.5 0 0 0.5 (4 )

a r r

a r r

a r r

a r r

      
    

     
        
    

        

; 

1 1

1 2 1 2

0 0.5
0.5[( ) ( ) ]

1.5 0
V S S S S   
      

 
. 

Therefore,  
2

1

2
2

3
1

3
2

0.5 0 0 0.5 ( )

0 0.5 1.5 0 ( )
,

0 0.5 0.5 0 (4 )

1.5 0 0 0.5 (4 )

a r r

a r r

a r r

a r r

      
    

     
        
    

        

  

3 2

1fuz 1 1

3 2

3 2

2fuz 2 2

3 2

( ( ), ( )) (0.25 0.25 0.5 1,

0.25 0.25 0.5 1| [0,1]),
(8)

( ( ), ( )) (0.25 0.75 0.5 1,

0.75 0.25 0.5 3 | [0,1]).

a a r a r r r r

r r r r

a a r a r r r r

r r r r

     

    


    


    

The approximate estimate of the state is   

1
3

2

fuz fuz 2 fuz 1 1

3
( ) 1fuz 2 2 fuz 1 fuz 2
( )

( ) ( ) ( )

( ) ,

n

h

h s

x s x s a h s

a h s a a s



 

 



  
 

where afuz 1 and afuz 2 are given by (8).  

This estimate can be strong or weak; see the method 

proposed by the authors in the paper [19, 20]. ♦ 

 

3.3. Taylor estimation 

In the general form, this method is often consid-

ered for a fuzzy system of integral equations [21]. For 

the sake of simplicity, we will implement a particular 

case of this system described by a single Fredholm 

equation of the second kind:  

fuz fuz fuz( ) ( ) ( , ) ( )

b

a

x s f s K s x d     ,             (9) 

where , τa s b  ; K(s, τ) is a given crisp kernel dif-

ferentiable by both variables on the interval [a, b]⊂R; 

хfuz(s) is a fuzzy unknown found from equation (9).  

 ,i j n ij ijs a b     ,i n j ij ijs a b   

0ij ija b 

0S  S

1
U V

S
V U

  
  
 

nr

1K 

 1 1h s    3

2h s s

2 1s 

   

   
1 1 2 1

1 2 2 2

1 1

1 1

h s h s
A

h s h s

   
    

  
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Let ffuz(s) and xfuz(s) have the parametric represen-

tations  

fuz ( ) ( , ) ( ( , ), ( , ) [0,1])f s f s r f s r f s r r   , 

fuz ( ) ( , ) ( ( , ), ( , ) [0,1])x s x s r x s r x s r r   . 

Then equation (9) can be written in the parametric 

form  

( , ) ( , ) ( , ) ,

( , ) ( , ) ( , ) ,

b

a

b

a

x s r f s r U r d

x s r f s r U r d


   





   







           (10) 

[0,1],r    

where  

( , ) ( , ), ( , ) 0,
( , )

( , ) ( , ), ( , ) 0;

K s x r K s
U r

K s x r K s

   
  

   
 

( , ) ( , ), ( , ) 0,
( , )

( , ) ( , ), ( , ) 0.

K s x r K s
U r

K s x r K s

   
  

   
 

Assume that the following inequalities hold on the 

interval [a, b] ⊂ R:  

( , ) 0, ,

( , ) 0, .

K s a c

K s c b

    


    
 

Then the system of equations (10) can be reduced 

to   

( , ) ( , ) ( , )

( , ) ( , ) ( , ) ,

(11)

( , ) ( , ) ( , )

( , ) ( , ) ( , ) .

c

a

b

c

c

a

b

c

x s r f s r K s x

r d K s x r d

x s r f s r K s x

r d K s x r d


   



      




   



      










 

Now we expand the integrand functions ( , ),x r  

( , )x r in (11) into the Taylor polynomials of degree 

. For a fixed point τ = z, we obtain  

( )

0

( )

0

( )

0

( )

0

1
( , ) ( , ) ( , ) ( , )( )

!

1
( , ) ( , )( ) .

!
(12)

1
( , ) ( , ) ( , ) ( , )( )

!

1
( , ) ( , )( ) ,

!

c N
i i

ia

b N
i i

ic

c N
i i

ia

b N
i i

ic

x s r f s r K s x r z d
i

K s x r z d
i

x s r f s r K s x r z d
i

K s x r z d
i


















       



      




       




     










 

 ( ) ( , )
( , )

i
i

i

z

x r
x r



 
 


 and ( ) ( , )

( , ) .
i

i

i

z

x r
x r



 
 


  

Differentiating both of equations (12)  

times with respect to the variable s yields:   

( ) ( ) ( )( )

0

( ) ( )

0

( ) ( ) ( ) ( )

0

( )( )

0

1
( , ) ( , ) ( , ) ( , )

!

1
( ) ( , ) ( , )( ) ,

!

1
( , ) ( , ) ) ( , ( , )

!

1
( ) ( , ) ( , )(

!

cN
p p ip

s ss
i a

bN
i p i i

s

i c

cN
p p p i

s s s

i a

N
ii p

s

i

x s r f s r K s x r
i

z d K s x r z d
i

x s r f s r K s x r
i

z d K s x r z
i

















    

         

    

        

 

 

 



(13)

) ,

b

i

c

d

 

where 
( ) ( , )

( , ) ( )
p

p

s p

x s r
x s r

s





, ( ) ( , )

( , ) ( )
p

p

s p

x s r
x s r

s





, 

and
( ) ( , )

( , ) , 0,
p

p

s p

K s
K s p n

s

  
   

 
.  

Interchanging the integral and sum signs, we write 

the system of equations (13) as  

( ) ( ) ( )( )

0

( ) ( )

0

( ) ( ) ( ) ( )

0

( )( )

0

1
( , ) ( , ) ( , ) ( , )

!

1
( ) ( , ) ( , )( ) ,

!

1
( , ) ( , ) ) ( , ) ( , )

!

1
( ) ( , ) ( , )(

!

cN
p p ip

s ss
i a

bN
i p i i

s

i c

cN
p p p i

s s s

i a

N
ii p

s

i

x s r f s r K s x r
i

z d K s x r z d
i

x s r f s r K s x r
i

z d K s x r
i

















    

         

    

        

 

 

 



(14)

) .

b

i

c

z d

 

Denoting  

1 ( )1
( , )( )

!

c

p i

pi s

a

S K s z d
i

     , 

2 ( )1
( , )( )

!

b

p i

pi s

c

S K s z d
i

     , 

we reduce equations (14) to  

( ) ( ) ( )1

0

2 ( )

0

( ) ( ) 1 ( )

0

( )2

0

( , ) ( , ) ( , )

( , ) ( , ),

( , ) ( , ) ( , )

( , ) ( , ),

N
p p i

s pis
i

N
i

pi

i

N
p p i

s s pi

i

N
i

pi

i

x s r f s r S s x

r S x r

x s r f s r S s x

r S x r

















   

   

   

   









 . (15) 

Introducing the vectors  
(0) ( ) T (0) ( ) T( , ) ( ,..., ) , ( , ) ( ,..., )

n n

s s s sX s r x x X s r x x  ,  

n

0,p n

0,p n
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(0) ( ) T (0) ( ) T( , ) ( ,..., ) , ( , ) ( ,..., )
n n

s ss s
F s r f f F s r f f   

and the matrices 

, , ,  

for s, z = a
*[a, b] we finally write (15) in the matrix 

form  

, 
T( , )X X X , 

T( , )F F F . (16) 

The solution is  

1 2

*

2 1

1

( )

( ) , 0.

S S
S S I X F X

S S

S I F S I

 
       
 

    

 

The convergence of the solution  to the exact 

solution  was proved in [22].   

Example 2. Consider an integral equation of the form 

2

2

fuz fuz fuz

0

( ) ( ) (1 ) ( )x s f s s x d      ,   (17) 

where  

2

fuz

14
( ) ( , ) ( , ) , ( , ) ( 2)

3
f s f s r f s r sr f s r s r

  
      

  

and 1[0,1]r R  . 

It is required to determine 
fuz ( ) ( , )x s x s r

 ( , ), ( , )x s r x s r .  

To find the solution, we write equation (17) in the par-

ametric form: 
2

2

0

2

2 2

0

( , ) (1 ) ( , ) ,

14
( , ) ( 2) (1 ) ( , ) .

3

x s r sr s x r d

x s r s r s x r d

     

 
      
 





       (18) 

In these expressions, the kernel is K(s, τ) = s
2
 (1 + τ) ≥ 

≥ 0 [0,2] , where the interval [0,2] defines the limits 

of integration in equation (18). Therefore, this interval does 

not contain the partition point с present in the system of 

equations (12).  

We expand the unknown integrand functions 

( , ), ( , )x r x r   in (17) into the Taylor polynomials of 

degree , letting  for simplicity. For [0,2]z   , 

we obtain:   

( , ) 1 ( ),

( , ) 1 ( ), 0 , 2, [0,1].

z

z

x
x r z

x
x r z z r





 
     

 

 
         

 
 

Since , each of equations (18) should be differen-

tiated with respect to , p = 0 and p = 1 times: 

0

0

2

2

0

2

2 2

0

0

( , ) (1 ) ( , ) ,

14
( , ) ( 2) (1 ) ( , ) ,

3

p
s

x s r sr s x r dr

x s r s r s x r d


  




    


 


      







1

1

2

0

2

2

0

1

( , ) 2 (1 ) ( , ) ,

28
( , ) ( 2) (1 ) ( , ) .

3

s

s

p
s

x s r r s x r dr

x s r s r s x r d


  




    


 


      






  

Next, we consider the vectors X and F and the elements of 

the matrix S:  

* *

* * T

( , ), ( , );

( , ) , ( , )

s

s

X x s a r x s a r

x s a r x s a r

  

 
  

is the vector of fuzzy variables to be determined; 
* [ , ]a a b ; 

 * * *

T

*2 *

( , ) , 1 ; ( ,

14 28
) ( 2), ( 2)

3 3

s

s

F f s a r a r f r f s a

r a r f a r

     


    



 

is a given vector of fuzzy variables.  

The elements  of the matrix  are 0 since the in-

terval [0,2] does not contain the partition point с. There-

fore, . The elements  of the matrix  

are  
2

1 ( )

0

1
( , )( )

!

p i

pi sS K s z d
i

      = 

2

* 2 ( ) *

0

1
[( 0) (1 )] ( 0)

!

p i

ss a z a d
i

          = 0, 

, 0,1p i  . 

Hence, , and consequently,  

. 

Then equation (16) gives  

. 

As a result, the matrix equation   

 1 1

piS S  2 2

piS S  , 0,p i n

 1 2X F S S X  

*X

 *

n
X X X




n 1n 

1n 

s

2

piS
2S

 2 2 0piS S  1

piS
1S

 1 1 0piS S 

1 2

2 1

0 0

0 0

S S
S

S S

  
  

  

0s
S I I


  
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takes the form   

2

fuz

2

1 0 0 0 1

0 1 0 0 14
( , )( 2)

0 0 1 0 3

0 0 0 1 28
( 2)

3

14
( , ) , ( , ) ( 2) [0, 1] .

3

s

a s

ar

x r

x
x x s ra r

x

x
a r

x s r sr x s r s r r

 
 

                                   
  

  
      

  

 

In the general case, it is necessary to define the fuzzy 

set of integral equations [22, 23]   

fuz fuz fuz 

1

( ) ( ) ( , ) ( )

bm

i i ij i

j a

x s f s K s x d


     , 

.                                (19) 

In this system, , τa s b  , and ( , τ), ,ijK s i j  , 

1, m , are given crisp kernels differentiable by both vari-

ables on the interval ; ffuz i are given fuzzy functions; 

xfuz i(s) = (xfuz 1(s), …, xfuz m(s))
T
 is the fuzzy vector to be 

determined. The fuzzy variables ffuz i(s) and xfuz i(s) are writ-

ten in the parametric form  

fuz ( ) ( , ) ( ( , ), ( , ) [0,1]),i if s f s r f s r f s r r      

fuz ( ) ( , ) ( ( , ), ( , ) [0,1]), 1, .i i i ix s x s r x s r x s r r i m       

Next, the sequential transformations described above 

(see the one-dimensional case) are used: the interval of 

integration  is partitioned using the points , 

; the unknown variables  are 

expanded into the Taylor polynomials of degree  at an 

arbitrary point [ , ]z a b R    ; each of equations (19), 

written in the parametric form, is differentiated  

times with respect to s; the symbols ∫ and Σ are inter-

changed; the corresponding notations are introduced for the 

vectors and matrices involved.  

These transformations yield fuzzy systems of linear 

equations of the form (16):  

,                                  (20) 

where  
T

( ) ( ) ( ) ( )

1 1( ) ( ), ( ),..., ( ), ( )n n n n

m mX x x x x       is the 

unknown vector of fuzzy variables;  indicates 

;  is the number of the derivative and the 

degree of the Taylor polynomial; 
( ) ( )n

kx  

 
T

( )( ),..., ( )n

k kx x   ;  
T

( ) ( )( ) ( ),..., ( ) , 1, ,n n

k k kx x x k m      

are the components of the vector ;   

 
T

( ) ( ) ( ) ( )

1 1( ) ( ), ( ),..., ( ), ( )n n n n

m mF f f f f       is a given 

vector of fuzzy variables;  

 
T

( ) ( )( ),..., ( )n n

k k kf f f    ;  
T

( ) ( )( ),..., ( )n n

k k kf f f    ;  

(1,1) (1, )

( ,1) ( , )

m

m m m

S S

S

S S

 
 

  
 
 

 is a matrix with matrix ele-

ments  

( ) ( )

( , ) ( )11 12

11( ) ( )

21 22

( ) ( )

00 0

( )

22

( ) ( )

0

;

1

;

1

ij ij

i j ij

ij ij

ij ij

n

ij

ij ij

n nn

S S
W S

S S

S S

S

S S

 
  
 

 
 

   
  

*( ) *( )

00 0

( ) ( )

12 21

*( ) *( )

0

.

ij ij

n

ij ij

ij ij

n nn

S S

S S

S S

 
 

   
 
 

 ♦ 

Example 3. Let:  

2 3 2 2 4

1

2 2 3

1

2 4

5 2 3

2

2 3 4

2 3

2

2 3

27 14 1
( , ) ( 2) ( 2);

4 3 4

14 3
( , ) ( 2) ( 2)

3 4

9
( 2) ( 2);

4

( , ) ( 2 ) 14.1( 2) ( 2)

8
( 1) 0.3( 2) ( 2);

3

8
( , ) ( 1)( 2) (3 6)

3

0.9( 2) (

f s r s r s r s r s r r

f s r s r s r

s r s r r

f s r s s r s r

s r s r r

f s r s r s r

s r

      

    

   

     

    

     

   42) 4.7( 2) ( 2).s r r  

The collection of kernels is  
2

11 12

2 2 2

21

( , ) (1 ); ( , )

(1 ), ( , ) (1 ) ,

K s s K s

s K s s

     

      
 

and 
3

22 ( , ) ( 2)(1 ),K s s     where 0 ≤ s and τ ≤ 2. 

Solution. Choosing the point  for the Taylor ex-

pansion, we obtain:  

;  

 
0S

S I X F IX F


     

1,i m

 ,a b

 ,a b ijc

, 1,i j m    , , ,i ix s r x s r

n

0,p n

SX F

 

 ,s a r  n

X

0z 

     1,1 1,2

,

1 0 0 0

0 1 0 0
; 0 , , 1,4

0 0 1 0

0 0 0 1

i j
W W i j

 
 

   
 
 

 
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; 

(2,1)

94
2 1.2 11

5

94
3 2.2 11

5

94
11 2 1.2

5

94
11 3 2.2

5

W

 
  

 
  
 

  
  
 
 
  
 

. 

Solving the fuzzy system of linear equations (20) gives  

, 

where 
* * * * T

1 1 1 1 2 2 2 2( 0, ) ( , , , , , , , ) ;X X a r x x x x x x x x  
1 5 3 T(0, , 0, 2 , 0, 2 , 0, 6 )S F r r r r r     . ♦ 

 

3.4. Estimation by method of degenerate kernels 

Let the equation kernel be a finite sum in which 

each term is the product of some function of τ by 

some function of s. In this case, equation (19) with the 

kernel 
1

( , ) ( ) ( )
n

i i

i

K s a s b


    is a fuzzy Fredholm 

integral equation with a crisp nondegenerate kernel 

[22, 23]. Like before (see subsection 3.2), the follow-

ing assumptions are made to ensure the existence of a 

unique fuzzy solution by the method of successive 

approximation: ( )ia s  is defined, piecewise continu-

ous in the Hausdorff sense, and bounded by the first 

Seikkala derivative for s ∈ [a, b]⊂R; (τ)ib  satisfies 

the same constraint for τ ∈ [0, t] ⊂ R.  

We modify the well-known method for solving 

traditional (crisp) equations with degenerate kernels to 

solve the corresponding fuzzy equation [24].  

Consider a fuzzy integral equation (19) with the 

kernel  

1

( , τ) ( ) (τ)
n

i i

i

K s a s b


 . 

Assume that the following inequalities hold on the 

interval of integration [a, b]:  

1 1

( ) ( ) 0, ( ) ( ) 0,
( ) : ( ) :

; ;

n n

i i i i

i i

a s b a s b
i ii

a b a b

 

 
    

 
       

 
 

 

1

1

( ) ( ) 0,

,
:

( ) ( ) 0,

.

n

i i

i

n

i i

i

a s b

a c
iii

a s b

c b






 


  


  



  




 

In case , the system of equations (19) satisfies 

the relations  

fuz fuz fuz( ) ( ) ( , ) ( )

b

a

x s f s K s x d      

1

1

( , ) ( , ) ( ) ,

( , ) ( , ) ( ) ,

( ) ( ) ,

( ) ( ) .

n

i i

i

n

i i

i

b

i i i

a

b

i

a

x s r f s r a s x

x s r f s r a s x

x b x d x

b x d






 




 


 
     




   










         (21) 

Multiplying the expressions (21) by bi(τ) and inte-

grating them on the interval [a, b], we obtain:  

1 1

1

, ( ) ( ) , ( ) ( ) ,

b bn

i i ij i i i ij i j

i a a

x f a x f f b d a b a d


           

1 , ( ) ( ) , 1, .

b

i i ij i i i

a

x f a x f f b d i n       

These relations lead to the fuzzy system of linear 

equations 

Xfuz = AХfuz + Ffuz, 

where 
T

fuz ( )X X X ; ;

T

fuz ( )F F F , 

Ffuz= ( | )F F ; 
1

( ,..., )
n

F f f , 1( ,..., )nF f f ; 

1

1

0

0

A
A

A

 
  
 

; 1 1( )ijA a , 

1 ( ) ( ) , , 1, .

b

ij i j

a

a b a d i j n      

It can be written in the traditional fuzzy calculus 

form [19, 20]:  

fuz fuz( )I A X F  , where  denotes an identity 

matrix.                             (22) 

The case |I – A| = 0 was studied in the papers [19, 

20].  
Example 4. Consider an integral equation of the form 

(21):  

 2,1

8
2 0 0

3

0 0 0 0

8
0 0 2

3

0 0 0 0

W

 
 
 
 

  
 
 
 
 

1X S F

 i

   1 1,..., ; ,...,n nX x x X x x 

I
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0.5

fuz fuz fuz

0

( ) ( ) ( )x s f s s x d      , [0, 0.5]s , 

where 

fuz ( ) ( , ) ( ( , ), ( , ) [0,1]);

( , ) 0, ( ) , ( ) .i i

f s f s r f s r f s r r

K s s a s s b

  

       
 

The solution is found from the fuzzy matrix equation 

(22) with the matrix elements  
T

fuz 1 1 fuz

T
0.5 0.5

1 1

0 0

( , ) ( ) ; ( , )

( ) ( ) ;

X X s r x x F F s r

f f d f f d

   

 
         
 

 
 

0.50.5 3
1 2 1

11

0 0

1 1 23
; 1 1 .

3 24 24 24
ija d I A a


            

Hence,  
0.5

1

0

24
( )

23
x f d    , 

0.5

1

0

24
( )

23
x f d     , 

and the solution has the form 

fuz ( ) ( ( , ), ( , ) | [0,1])x s x s r x s r r  , 

where  

1( , ) ( , )x s r f s r sx  , 1( , ) ( , )x s r f s r sx  . 

In case , the calculations similar to case  yield  

T T( ) ( )X X IX IX   , 

due to the multiplication rule of fuzzy variables x, 

( , ), 0, ,

( , ), 0.

k x kx k k R
kx

kx k x k

 
 


  

After trivial transformations, we finally obtain: 

1

1

1

1

fuz fuz

0

0

0

0

( ) .

X X F XA

AX X F X

IX IFA

A IX IF

I A X F

        
           
        

     
      

     

    

  

 

3.5. Estimation by method of nondegenerate kernel ap-

proximated by degenerate one 

Consider the relation (21), and let the kernel be 
K(s, τ) = K(s · τ). According to the Taylor expansion, 
for ( ) 0s   we obtain  

1 1

( ) ( ) ( ) ( ).
n n

i

i i i

i i

K s e s a s b
 

         

Hence, the equation  

fuz fuz fuz( ) ( ) ( , τ) (τ) τ

b

a

x s f s K s x d     

is solved using the method described in subsection 
3.4.  

Example 5. Consider the integral equation  

0.5

fuz fuz fuz

0

( ) ( ) sin( ) ( )x s f s s x d      . 

Applying the Taylor approximation of the kernel 

( ) ,K s s  we can use the results of Example 4.  

Under the approximation 

3
2

1
3

1 2

3
3

31 1 2 2 1

3

1
( ) ( )

3
a

a
b b

K s s s a b a b 

  

        ,  

this equation can be also solved using the method from 
subsection 3.4. ♦ 

CONCLUSIONS  

Based on the definition of a fuzzy Riemann inte-

gral, the problem of estimating the states of models 

described by fuzzy Fredholm–Volterra integral equa-

tions has been formulated under the assumed exist-

ence of their unique solutions. 

Various state estimation methods for fuzzy inte-

gral equations have been considered, namely, the 

fuzzy Laplace transform, the method of “embedding” 

models, the Taylor estimation of the degenerate ker-

nels, and the estimation of the nondegenerate kernels 

by degenerate forms. Test examples have been solved 

for them. As shown above, in some cases, the estima-

tion results are related to the solution of fuzzy systems 

of linear algebraic equations. 

In part II of the survey, other state estimation 

methods for linear and nonlinear fuzzy integral mod-

els will be considered, namely, the least squares 

method and its modifications, the Galerkin and Che-

byshev methods, and sinc functions.  
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