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Abstract. This paper proposes an approach to reducing significantly the computational com-

plexity of optimization problems in the design of integrated rating mechanisms (IRMs). The 

background concepts are introduced. The representability of a given discrete function as some 

IRM is proved. The decomposition procedure for a particular training example on some parti-

tion of input parameters is considered, and the following results are established under some re-

strictive conditions. First, an IRM matrix for a particular example of an input data set can be 

designed by maximizing a certain polynomial. Second, a set of given examples can be imple-

mented by some IRM matrix. Third, an IRM can be implemented on a training data set in a cer-

tain complete binary tree based on the decomposition method. Fourth, some discrete function is 

implemented through a given complete binary tree if the discrete functions represented by con-

volution matrices are implemented in each node of this tree. All these results are rigorously 

formulated and proved. An illustrative example of the decomposition procedure based on a 

complete binary tree on three leaves is given. We propose a method for finding IRMs that im-

plement a given training set in the space of all possible complete binary trees based on the 

branch table. In addition, we describe the decomposition procedure according to the branch ta-

ble for each partition of input parameters. Finally, the advantages of the proposed method are 

outlined.  

 
Keywords: integrated rating mechanism, discrete function, assessment, decomposition.   
 

 

 

Training models based on precedents is a well-
known practice [1–3] going beyond the field of ma-
chine learning. In recent years, the development of 
training procedures for integrated rating mechanisms 
(IRMs) has attracted the attention of researchers. 

IRMs are widely used as multidimensional assess-
ment and ranking systems for management and control 
in organizational and production systems [4–9]. When 
used for complex systems (e.g., organizational and 
production systems), the integrated rating procedure 
allows dealing with the typical difficulties of complex 
object assessment [10, 11]. The basic application of 
IRMs is ordinal ranking or classification with a prede-
termined number of classes for a finite set of mul-
ticriteria alternatives [12–14]. The main components 
of IRMs are a binary tree and convolution matrices, 
which yield a complex assessment based on the values 

of several input indicators. Recently, several ap-
proaches have been proposed to design (in other 
words, identify) convolution matrices by a particular 
binary tree [15, 16]. This paper introduces a design 
approach that further develops the method outlined in 
[15]. The approach under consideration is intended to 
settle the difficulties associated with the complexity of 
solving the optimization problem during IRM matrix 
design. For this purpose, we adopt the decomposition 
method of discrete functions. Also, a topical problem 
is finding a set of IRMs implementing a given data set. 

Many researchers showed interest in the possibility 
of functional decomposition. For example, A.N. Kol-
mogorov [17] and V.I. Arnold [18] studied the de-
composability of continuous functions. For the class of 
discrete functions, V.S. Vykhovanets [19] constructed 
the decomposition procedure of algebraic functions 
and analyzed the identification problem of a discrete 
system using a spectral decomposition; for example, 

http://doi.org/10.25728/cs.2022.6.1
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see [20]. The complexity of the representation of 
Boolean functions was investigated by S.V. Ya-
blonsky [21]. In the paper [22], A.V. Kuznetsov con-
sidered repetition-free Boolean functions. Also, we 
emphasize the work [23] on multicriteria assessment 
by V.A. Glotov and V.V. Pavel’ev; the authors de-
scribed the application of decomposition to construct a 
criterion-target structure. V.N. Burkov and I.V. 
Burkova with colleagues studied the dichotomous 
function representation [24, 25] in terms of solving 
discrete optimization problems, including application 
to complex assessment. 

 

Consider a finite set of indicators L ⊂ ℕ, |L| = l, to 
rate some object on a discrete scale or rank several 
objects. For the IRM identification problem, assume 

that there is a finite set Ki ⊂ ℕ of possible values of 

each indicator i ∊ L, where ki ∊ Ki is an assessment of 
an individual parameter. The vector k = (k1,..., kl)

T
, the 

set of all assessments, describes any possible state of 

the assessed objects. Also, there is a finite set KL ⊂ ℕ 

of possible integral values (ranks or classes) kL ∊ KL 
for any k. Thus, we have some discrete function 

( ) : D Lf K K  . Here, 1 2 ...D lK K K K     is the 

(definitional) domain, with × denoting the Cartesian 

product of sets, and LK  is the codomain (range) of the 

function. This paper focuses on the discrete scales of 
indicators and values obtained in the nodes of a convo-
lution tree [12]. A function f defined on a set KD and 
taking values in a set KL is a mapping of KD into KL 
such that each element x of the domain KD is related to 
at most one element of the codomain KL.  

Definition 1. An IRM with a binary tree and ma-

trix convolutions is a function ( ) : D Lf K K   for 

which indicators L are leaves of a complete binary 
tree, i.e., a digraph G = (V, E): 

 ˆV L L  , where ˆ { 1,...,2 1}L l l   . 

 { }ijE e V V   :  

– \{2 1}i V l   ˆ! \{ }j L i   1ije  , \t V j 

0ite  ; 

– j L  i V  0ije  ; 

– ˆj L  !{ , } \{ } \{ }r c V j V j   : 1rje   , 1cje   ; 

and ˆj L   (an inner node of the tree, including its 

root):  

o a finite set Kj ⊂ ℕ with possible values kj ∊ Kj, 
K2l-1 = KL, and 

o a convolution matrix

{0,..., 1}, {0,..., 1}
[ ]

l rj jrc j r K c K
M m K      ,

{ , } \{ } \{ }r c V j V j   : 1lje  , 1rje  , are giv-

en. ♦  

Potentially, this definition can be extended to fuzzy 
[26] or continuous scales. For some IRM, by analogy 

with [15], let Mf = {Mj}j∊L denote the set of all its con-
volution matrices. This paper is devoted to IRMs with 

a single scale such that ∀ j ∊ V Kj = KL. For L ⊂ ℕ, we 
introduce the following notations: Г2(L) is the set of all 
complete binary trees on named leaves from the indi-
cator set L; IRML,2 is the set of all IRMs for any par-

ticular binary tree G ∊ Г2(L); IRML,G ⊆ IRML,2 is the 
set of all IRMs with such a tree. According to Defini-
tion 1, a complete binary tree in this paper is under-
stood as a tree in which each node has either none or 
two child nodes. 

Based on the definitions given in [15], we denote 
by q = (k, kL) an individual training example consisting 
of the assessments for each indicator and the integrat-
ed rating for a given set of indicator values and by Q ⊂ KD   KL a training set of the provided examples. A 

training set is compatible if { , }q q Q   k k . A 

training set is complete if Dk K   :q Q 
( , )Lq k k . A training set is given in a single scale if ∀ i ∊ L Ki = KL. For arbitrary elements { , } Dk k K ,  

the relation k k  means i L   i ik k . For an arbi-

trary set Q ⊂ KD   KL, we present key notions con-

cerning the identification problem. First of all, we 
formalize the implementability problem of a training 
set. 

Definition 2. A function f(·) ∊ IRML,2 implements 

a set Q if and only if ∀ q ∊ Q f(k) = kL. ♦  
We introduce the following notations: IRML,2(Q) is 

the set of all IRMs implementing a set Q; IRML,G(Q) is 
the set of all IRMs that implement Q and are based on 

a binary tree G ∊ Г2(L). If IRML,2(Q) ≠ ∅, then the set  
is implementable based on an IRM; if IRML,G(Q) ≠ ∅, 
then the set Q is implementable based on an IRM with 
a structure G. Definition 2 can be narrowed to one par-

ticular training example: a function f(·) ∊ IRML,2 im-

plements some example q  Q if and only if f(k) = kL; 
the sets IRML,2(q) and IRML,G(q) are defined by analo-
gy. 

For some finite set K ⊂ ℕ, we write its normalized 

representation: {0,..., }K s , 1s K  . Then x K   

the unitary representation is given by 
T(0,...,0,1,0,...,0)

x s x

x


 . This paper deals with IRMs 

with a single scale. Then for any pair 2{ , } {0,..., }x y K , 

where x and y are the chosen matrix column and row, 
respectively, the convolution result with a matrix

2{ , }
[ ]rc r c K

M m K


   is described by the matrix equation 



 

 
 

 

 
 

y Mx . Below, we also adopt the so-called quadratic 

representation ( , )Mx y , simplifying it to Mxy . 

 

The paper [15] proposed an approach to identify-
ing IRMs with a training mechanism on discrete data. 
It involves a mechanism for constructing an optimiza-
tion functional based on input data and a complete 
binary tree. This approach to the identification prob-
lem causes difficulties when solving the optimization 
problem with large-dimension input data. The degree 
of the optimization polynomial grows linearly with the 
number of input parameters, and the number of gen-
eral constraints of the optimization problem grows 

exponentially: 2κ _lCn ex num , where Cn is the 

number of general constraints; κ K  is the indicator 

value scale for the parameters in a single scale kL; 
ex_num is the number of examples in the set Q; final-
ly, l is the number of parameters. 

As an alternative, the identification problem can be 
solved in steps using the separating decomposition of 

the function 1 2( ) ( , ( ))f X X a X , where Σ  and a  

are some functions and 1X  ∩    = ∅ are the subsets 

resulting from the separation of the set X ; for details, 
see [19]. The decomposability of any continuous func-
tion of n variables into a superposition of continuous 
functions of fewer variables was studied by A.N. 
Kolmogorov and V.I. Arnold. In particular, for two 
variables, it was proved in [17, 18]. The paper [17] 
obtained the following theoretical result: any continu-

ous function of 3n   variables can be represented as 

a superposition of some continuous functions. V.A. 
Glotov and V.V. Pavel’ev [23] established the repre-
sentability of a discrete function of n variables in the 
binary (separating) form. In the case of IRMs, it is 
easy to show (see the Appendix) the decomposability 
of a given function in a complete binary tree under 

unfixed value scales ki ∊ Ki ∀ i ∊ {1,..., l – 1}: due to 
the finiteness of kL, the value scale of functions de-
composing a given discrete function is also finite. 
Thus, identification problems are sequentially formu-
lated and solved for the decomposition procedure in 
each node of the tree from the set Г2(L). 

Following [27], let the indicator decomposition 

structure of an arbitrary tree  2G L  be denoted by 

   1 1
Λ { }i i ,..,lG L   , where  1 1i ,...,l   iL L  is 

the set of leaves (indicators) of a subtree with root 

node i . Then 1L L  and  1 1i ,...,l    2iL  . 

Consider a given complete set Q  and a given tree 

 2G L . For any set  ΛiL G  such that 2iL   

and its subgroup    Λ :ir ic ir ic iL ;L G L L L  . 

Consider tuples    ir irL Lk ,k  and    ic icL Lk ,k  of any ad-

missible indicator values from the sets irL  and icL , 

respectively. For some subset of indicators L L , we 

denote by     λ
L L\L

k ,k  the partition of the tuple of 

indicators k  of some training example  Lq k ,k  into 

two tuples. Due to its complete binary structure, each 

tree from G ∊ Г2(L) can be assigned the set of indica-

tors Li; then      
ir ici L L

k , k   is the partition of the 

tuple of indicators in node i of the tree G. In each tree 
node, the component functions decomposing the dis-

crete function ( )( )
ii Lk  will be named in accordance 

with the partition and the numbering of matrices locat-
ed in the tree nodes implementing the component 

functions of ( )φ ( )
ii Lk . For example, consider the parti-

tion     1 2 3 4
λ

, ,
k ,k ; the components of the two sub-

functions are named as follows: 1 1 2φi _k k  and 

2 3 4φi _k k . For convenience, we may also name the 

components of the discrete function ( )φ ( )
ii Lk  in ac-

cordance with the partition λi  as ( )φ ( )
irr Lk  and 

( )φ ( )
iсc Lk . If the partition consists of an individual leaf 

and a group, i.e.,     1 3 4
λ

,
k ,k , we encode only the 

components 1 3 4φ ,i _k k  where {1,..., 1}i l  . Con-

sider an illustrative example for the proposed ap-
proach. 

Example 1. Consider the case |L| = 3, |KL| = 2 and the 
training example q = ((0, 0, 0), 0). The unitary representa-

tion is 
1 1 1 1

, , , .
0 0 0 0

q
         

                    
 

First, we analyze the implementability of some discrete 

function 
1 1 2 3φ ( , , )k k k . Let the decomposition functions be 

named using the partition     1 1 2,3
λ ,k k  

0 0

00 01

1 10
00 012 _ 00

1 0 0
2 _ 00 10 11

1 1

10 11

1 1

1 1 1 1

0 01 1

1 1

m m

m m

m m

m m



     
     
                                      

 

with the following unitary conditions: 
2{ , } {0, 1}i j 

0 11 1 1ij ijm m  , 1 {0,1}t
ijm  , 0 1

2 _ 00 2 _ 00 1   , 
2 _ 00φ {0, 1},t   

{0,1}t  . Simple transformations lead to the system 

0 0 1 0

2 _ 00 00 2 _ 00 101 1 1m m   ,                       (1) 

0 1 1 1

2_ 00 00 2_ 00 101 1 0m m   .                       (2) 



 

 
 

 

 

 

System (1), (2) is easily solved using binarity con-

straints, e.g., 0

2 _ 00φ 1  and 
0

001 1m  . We have a part of the 

optimization problem corresponding to the example q = ((0, 

0, 0), 0). ♦ 

Let P( λi , q) denote the function on the left-hand 

side of equation (1). Due to the unitary approach, there 
exists a unique such function for any example q. In 
addition, Qi is the data set obtained from the original 
one Q by selecting only the columns where the func-

tion 
( )φ ( )

ii Lk  is defined. 

Proposition 1. For any sets L ⊂ ℕ and K ⊂ ℕ and 
any possible example q in a single scale, there exists a 

homogeneous polynomial P( λi , q) of a degree not 

exceeding 3 that can be represented as the sum of
φ_numk  unique components: 

_

1

λ( , )

num

i j
j

P q p


 


, _{1,..., }numj    , 

_

1

num

j j d
d

p m




    , {1,..., φ_ }d num  . 

Here, the notations are the following: φd  is the func-

tion components decomposing the function ( )φ ( )
ii Lk ; 

mj is one tuple component in some cell of the unitary 

encoded matrix iM ; q is an example from Qi; φ _ num  

= 1 when a branch and a leaf are connected to the 
matrix; φ _ num  = 2 when a branch pair is connected 

to the matrix; 

(λ , ) {0, 1}iP q  ; 

( )φ ( )
ii Lk  implements q ⇔ P( λi , q) = 1. 

The proof of Proposition 1 is given in the Appen-
dix. 

For the function ( )φ ( )
ii Lk , at each step of the de-

composition procedure, we form an appropriate set Qi 
from the set Q based on the leaves corresponding to 

the partition λi . 

Example 2.  Within the conditions of Example 1, we 

add another training example 2q  = ((0, 1, 0), 1) based on 

the same partition     1 1 2 3,
k ,k  . Its unitary representa-

tion is 2

1 1 1 1
, , ,

0 0 0 0
q

         
                    

. Then we have the set 

of operations 

0 0

00 01

1 10
00 012 _ 00

1 0 0
2 _ 00 10 11

1 1

10 11

1 1

1 1 1 1

0 01 1

1 1

m m

m m

m m

m m



     
     
                                      

,  

0 0

00 01

1 10
00 012 _ 00

1 0 0
2 _ 00 10 11

1 1

10 11

1 1

1 1 1 0

0 11 1

1 1

m m

m m

m m

m m



     
     
                                      

 

with the following unitary conditions: 
2{ , } {0,1}i j   

0 11 1 1ij ijm m  , 1 {0,1}t
ijm  , 0 1

2 _ 00 2 _ 00 1   . A compari-

son of the equations written for the first and second training 

examples shows that the values 2_ 00φ  and 2 _ 01φ  must be 

compatible. Therefore, when constructing the function 

( )φ ( )
ii Lk  implementing the examples 

1q  and 
2q  simultane-

ously, we require T

2 _ 00 2 _ 01 0   . ♦ 

Corollary 1.  For any sets L ⊂ ℕ and K ⊂ ℕ and 
any possible Qi ⊂ Kl+1 with a single scale, the discrete 

function ( )( )
ii Lk  implements the set Qi if 

( , )
i

i i
q Q

P q Q


   for any possible example q in the 

single scale considering the compatibility of the func-

tions ( )φ ( )
irr Lk  and ( )φ ( )

iсc Lk  for all examples in the 

set Qi.  
The proof of Corollary 1 is given in the Appendix. 
If two branches join the matrix under considera-

tion, then φ _ num  = 2 and the compatibility of the 

functions ( )φ ( )
irr Lk  and ( )φ ( )

iсc Lk  should be verified 

for each branch. 

Proposition 2.  For any sets L ⊂ ℕ and K ⊂ ℕ, the 
mechanism 

,2 ( )GIRM q  is represented as a decomposi-

tion of the function 1( ,..., )lf k k  and implements a set 

Q ⊂ Kl+1 if the function ( )φ ( )
ii Lk  for some partition 

sequence  Λ G  corresponding to the tree G imple-

ments the set Qi,  for i ∊ {1,..., l – 1}. 

Corollary 2. If (λ , )
i

i i
q Q

P q Q


 , ∀ i ∊ {1,...,         

l –1}, then IRMG,2(Q) = Ø. 
The proofs of Proposition 2 and Corollary 2 are 

given in the Appendix. 
Thus, if the optimization problem 

1

1
, ,

Argmax ( , )
rc r cm q Q

P q
  

  has a solution such that

1

1 1(λ , )
q Q

P q Q


 , we can continue the decomposition 

procedure to the next tree node with the found compo-

nents of the discrete function 
11 ( )φ ( )Lk . On this way, 

11 ( )φ ( )Lk  and the found values of the matrix M1 can be 

used for the decomposition procedure on the subtrees 

   1 1 Λr cL ;L G  on the indicator values  1rL
k  and 

 1cL
k , respectively. This approach sequentially yields 



 

 
 

 

 
 

the vectors ( )φ ( )
ii Lk  and the matrix Mi, ∀ i ∊ {1,...,         

l –1} for the structure  Λ G .  

Example 3. Consider the initial data below.  

Table 1 

Initial data for the decomposition procedure 

q 1k  
2k  

3k  
4k  Lk  

1 0 0 0 0 0 

2 0 1 0 0 1 

3 1 1 0 0 0 

4 0 0 1 0 1 

5 1 1 1 0 1 

6 0 1 0 1 1 

7 1 0 1 1 0 

8 1 1 1 1 0 

 
First, we analyze the implementability of the function

1 1 2 2 3 4( , ( , , ))f k k k k   ; if 
11 ( )( )Lk  is available in the 

given scale Lk , we proceed to the implementation of the 

discrete function 
22 ( )φ ( )Lk . Let the first-step partition be 

    1 1 2 3 4
λ

, ,
k ,  k . The equations for the first example of 

the first step have the form 
0 0

00 01

1 10
00 012 _ 000

1 0 0
2 _ 000 10 11

1 1

10 11

1 1

1 1 1 1

0 01 1

1 1

m m

m m

m m

m m



     
     
                                      

 

with the following unitary conditions: 
2{ , } {0,1}i j   

0 11 1 1,ij ijm m  1 {0, 1}t
ijm  , 0 1

2 _ 000 2 _ 000 1   , 

2 000 {0 1}t
_ ,  , {0,1}:t   

0 0 1 0

2_ 000 00 2_ 000 101 1 1,m m    

0 1 1 1

2_ 000 00 2_ 000 101 1 0.m m    

Next, using the scheme described in Example 1, we de-
rive equations for all examples: 

0 0 1 0

2 _ 000 00 2 _ 000 101 1 1m m   ; 0 1 1 1

2 _100 00 2 _100 101 1 1m m   ;

0 0 1 0

2 _100 01 2 _100 111 1 1m m   ; 0 1 1 1

2 _ 010 00 2 _ 010 101 1 1m m   ;

0 1 1 1

2 _110 10 2 _110 111 1 1m m   ; 0 1 1 1

2 _101 00 2 _101 101 1 1m m   ; 

0 0 1 0

2 _ 011 01 2 _ 011 111 1 1m m   ; 0 0 1 0

2 _111 01 2 _111 111 1 1.m m    

The corresponding optimization problem is 
0 0 1 0 0 1

2 _ 000 00 2 _ 000 10 2 _100 00

1 1 0 0

2 _100 10 2 _100 01

1 0 0 1 1 1 0 1

2 _100 11 2 _ 010 00 2 _ 010 10 2 _110 10

1 1 0 1 1 1 0 0

2 _110 11 2 _101 00 2 _101 10 2 _ 011 01

1 0 0 0

2 _ 011 11 2 _111 01 2 _11

1 1 1

1 1

1 1 1 1

1 1 1 1

1 1

m m m

m m

m m m m

m m m m

m m

    

  

      

      

    1 0

1 111 max.m 

   (3) 

In addition, there are constraints due to conflicts be-
tween equations for different steps. For example, from the 
expression 

0 0

00 01

1 10
00 012 _ 000

1 0 0
2 _ 000 10 11

1 1

10 11

1 1

1 1 1 1

0 01 1

1 1

m m

m m

m m

m m



     
     
                                      

 

for the first example and  

0 0

00 01

1 10
00 012 _100

1 0 0
2 _100 10 11

1 1

10 11

1 1

1 1 1 0

0 11 1

1 1

m m

m m

m m

m m



     
     
                                      

 

for the second one, we write 

0 0

2 _ 000 2 _100

1 1

2 _ 000 2 _100

1

0


      

              
 or 

2_ 000 2_100 0   ; 
2 _ 000 2 _ 010 0   ; 

2_110 2_100 0   ;

2_ 000 2_101 0   ; 
2_110 2_ 011 0   ; 

2 _110 2 _111 0   . 

The solution of problem (3) is the matrix 

1

1 0

0 1

0 1

1 0

M

    
    
             
     

 and the vector 

2

1 0 0 1 0 0 0
, , , , , , .

0 1 1 0 1 1 1

              
                

              
 Based on these 

values of the discrete function 
22 ( )φ ( )Lk , we compile a data 

table for the second step of the decomposition procedure of 

the function 
2 3 3 1 2( , ( , ))f k k k   , placing the values of 

the function 
22 ( )φ ( )Lk

 
in column Lk ; see Table 2. 

 
Table 2 

Data on the second step of the decomposition 

procedure  

q 
2k  

3k  
4k  Lk  

1 0 0 0 0 

2 1 0 0 1 

3 0 1 0 1 

4 1 1 0 0 

5 1 0 1 1 

6 0 1 1 1 

7 1 1 1 1 

 

Let the second-step partition be     2 4 2 3
λ

,
k ,k . The 

equation for this partition has the form 



 

 
 

 

 

 

0 0

00 01

1 10
00 013_ 00

1 0 0
3_ 00 10 11

1 1

10 11

2 2

2 2 1 1
.

0 02 2

2 2

m m

m m

m m

m m



     
     
                                      

 

with the following unitary conditions: 
2{ , } {0, 1}i j 
 

0 12 2 1ij ijm m  , 2 {0,1}t
ijm  , 0 1

3_ 00 3_ 00 1   , 

3_ 00φ {0, 1}t  , {0, 1}t  : 

0 0 1 0

3_ 00 00 3_ 00 102 2 1m m   ,  

0 1 1 1

3_ 00 00 3_ 00 10 0b b   . 

The resulting set of equations is 
0 0 1 0

3_ 00 00 3_ 00 102 2 1m m   ; 0 1 1 1

3_10 00 3_10 102 2 1m m   ; 

0 1 1 1

3_ 01 00 3_ 01 102 2 1m m   ; 0 0 1 0

3_11 00 3_11 102 2 1m m   ; 

0 1 1 1

3_10 10 3_10 112 2 1m m   ; 0 1 1 1

3_ 01 10 3_ 01 112 2 1m m   ; 

0 1 1 1

3_11 01 3_11 112 2 1m m   .  

The corresponding optimization problem has the form  
0 0 1 0 0 1

3_ 00 00 3_ 00 10 3_10 00

1 1 0 1 1 1

3_10 10 3_ 01 00 3_ 01 10

0 0 1 0 0 1

3_11 00 3_11 10 3_10 10

1 1 0 1 1 1

3_10 11 3_ 01 10 3_ 01 11

0 1 1 1

3_11 01 3_11 11

2 2 2

2 2 2

2 2 2

2 2 2

2 2 max.

m m m

m m m

m m m

m m m

m m

  

  

  

  

  

             (4) 

In addition, the analysis of conflicts between equations 
for different examples gives the constraints 

3_10 3_ 00 0   ; 3_ 01 3_ 00 0   ; 3_ 00 3_11   . 

The solution of problem (4) is the matrix 

2

1 0

0 1

0 0

1 1

M

    
    
             
     

 and the vector 3

1 0 0 1
, , , .

0 1 1 0

        
          

        
 

Obviously, the discrete function 
3 1 2( , )k k  needs no 

further decomposition. The result is 
3

1 0

0 1

0 1

1 0

M

    
    
             
     

. ♦ 

 

When finding all structures on l leaves from the set 
Г2(L), we should check equivalence groups; see the 
corresponding mechanism in [27]. Based on the analy-
sis results, the number of partitions at each step can be 
reduced by eliminating leaf combinations non-
implementable in a given scale kL. It is convenient to 
summarize the results in a branch table. This is a com-
pact step-by-step representation of leaf combinations 
for implementability analysis within the decomposi-
tion procedure.  

If some leaf combinations are admissible by the 
analysis results of equivalence groups, we compile the 
branch table starting from the groups with two leaves, 

2i| L | . Taking only the admissible leaf combinations 

reduces the number of structures considered. Thus, we 
list the checked groups of three leaves. If there are no 
two-leaf groups among the admissible ones, the fur-
ther procedure becomes pointless: it means that no 
terminal matrix (a matrix taking values of two leaves) 
can be designed within the given scale.  

The admissible groups are placed in the branch ta-
ble. The admissible groups consisting of two and indi-
vidual leaves form combinations of three leaves, 

3i| L | . The resulting branches are placed in the table 

column corresponding to their group name. Next, the 
admissible groups consisting of three, two, and indi-

vidual leaves form combinations with 4i| L | , yield-

ing branches of four leaves 4i| L | . Note that starting 

from 4i| L | , we consider the branches included in 

the equivalence group analysis results and placed in 
the branch table. In other words, the branches with 

2i| L |  are designed from the admissible branches 

with fewer leaves. The resulting branches are placed in 
the table column corresponding to their group name. 
The procedure continues until reaching the tree root, 

i| L | l . As a result, any tree  2G L  whose struc-

ture  Λ G  belongs to the list of admissible leaf 

groups must be considered in the IRM identification 
problem for the training set Q.  

A certain tree  2G L  consisting of admissible 

subbranches is considered using the branch table as 

follows. The partitions λi  are sequentially taken from 

the table column with the largest number. The optimi-

zation problem 
1

, ,

Argmax ( , )
rc r c

i
m q Q

P q
  

  is constructed for 

the set Q and each partition i . If it has a solution 

within the admissible scale, the matrix Mi is saved, 

and the resulting values of the functions ( )φ ( )
irr Lk  and

( )φ ( )
iсc Lk  are used to find a solution for the sub-

branches of the partitions λi . After examining all the 

partitions λi  in the table column with the largest 

number, the consideration proceeds to the column with 
the lower number.  

This approach has the following advantage: if the 

problem 
1

, ,

Argmax ( , )
rc r c

i
m q Q

P q
  

  is unsolvable, we can 

exclude from further consideration the entire family of 

subbranches generated by the partition λi . For exam-

ple, if there is no solution in the scale kL for 

    1 1 2 3 4
 λ

. .
k ,  k   (see Table 3),  we  can  exclude  the  



 

 
 

 

 
 

Table 3 

An example of the branch table 

# 0 1 2 3 4 5 

Li 1 2 2 3 3 4 1 2 4 2 3 4 1 2 3 4 

λi  1 2 2 3 3 4 4, 1 2 4, 2 3 3, 1 2 4 

  

    

2, 3 4 1, 2 3 4 

              1 2, 3 4 

 

 
structures M1l1M2l4M3l2l3 and M1l1M2l2M3l3l4, 

neglecting decompositions     2 3 1 2
λ

,
  k ,  k  and

    2 1 2 3
λ

,
  k , k . For details, we refer to the paper 

[27]. 

This paper has considered an approach to design-

ing integrated rating mechanisms based on separating 

decomposition. The branch table has been proposed as 

a decomposition scheme. In contrast to the approach 

described in [15], optimization problems are sequen-

tially constructed and solved for each IRM node; ac-

cording to Proposition 1, the optimization polynomial 

does not depend on the number of input parameters. 

In each node of the complete binary tree, the degree 

of the polynomial does not exceed 3. Due to these 

properties, the optimization problems are quickly 

solved by an optimizer. For example, Gurobi 9.5.0 

[28] solves the optimization problem with 8 quadratic 

constraints and 16 general constraints (the first step of 

the second example) in 30 ms on a PC with AMD 

Ryzen 7 4800H processor and 16GB RAM. The pro-

posed approach has another advantage as follows: if 

some step of the decomposition procedure of a dis-

crete function yields no solutions in a given scale, this 

procedure becomes pointless to continue (the problem 

will be unsolvable in this scale). Further research will 

deal with sorting the most promising solutions from 

the general solution pool for a given function. 

P r o o f (the separating decomposability of some dis-

crete function of n variables under unfixed parameter value 

scales). 

As mentioned above, in some complete binary tree, an 

IRM is defined through a set of convolution matrices Mf = 

{Mj}j∊L. In the IRM structure, the convolution operation

i i jM x y  is performed using each matrix Mi. Each individual 

matrix Mi implements some discrete function ( )φ ( )
ii Lk . For 

an arbitrary tree  2G L , the indicator decomposition 

structure consists of    1 1
Λ { }i i ,..,l

G L    so that 

 1 1i ,...,l  
 iL L  is the set of leaves (indicators) of a 

subtree with the root node i . The set iL  has some sub-

groups    Λir ic ir ic iL ;L G : L L L  . In general, the 

dimension of the matrix iM  required to implement the dis-

crete function ( )φ ( )
ii Lk  on the partition     

ir ici L L
k , k   is 

unknown. Based on the description of equivalence groups 

[27], the number of equivalence groups for the partition 

,i  and hence the corresponding dimension of the matrix

iM , cannot exceed the number of combinations encoded 

by the indicators of the subsets  ir ir
jL j L

K K


  and 

 iс iс
jL j L

K K


  for the subsets of row and column indica-

tors, respectively. It may be necessary to place examples in 

the matrix iM  on different cells, each corresponding to a 

different equivalence group of the current decomposition 

step. That is, in the worst case, an individual matrix cell 

should be provided for each training example. In other 

words, any subset of variables for a discrete function con-

tains a finite number of combinations of their values; this 

number is an estimate of the maximum number of matrix 

rows or columns. Consequently, the dimension of some 

discrete function ( )φ ( )
ii Lk  will not exceed ( )iLK , 

ir ic iL L L . Thus, at each decomposition step of the func-

tion f, the dimension of the matrix iM , i ∈ l – 1, is sufficient 

to implement the function ( )φ ( )
ii Lk  by construction. This 

matrix design approach ensures that the IRM constructed 

from any admissible complete binary tree will implement 

the given function f. ♦ 

P r o o f of Proposition 1.   

Due to the unitary notation, the operation within an 

IRM with an individual set of indicator values is represent-

ed as some stepwise function 0 1( ,..., )lf k k   
decomposable 

in some set of partitions  Λ G . At each decomposition 

step (at each node of the tree G), the discrete function 

( )φ ( )
ii Lk  is defined on a subset of leaves iL  in the partition 

i  based on an example set Qi  constructed from the set Q 



 

 
 

 

 

 

by selecting leaves of the corresponding subsets iL . There-

fore, the dimension ( )iLk  is determined based on the subset 

iL  where the function ( )φ ( )
ii Lk  is defined. The function 

( )φ ( )
ii Lk  is a matrix operation on an individual matrix, 

Ty Mx , where the vectors x  and y
 
have dimension   and 

the matrix M  have dimension κ κ . Obviously, each such 

operation yields a vector of dimension κ  ∊ ℕ containing 

the components of an individual matrix cell. An example of 

this operation on a matrix Mi is as follows: 

0 0

00 01

1 10 0
00 01

1 10 0

10 11

1 1

10 11

1 1

1 1( ) ( )

( ) ( )1 1

1 1

i i

i i

m m

m my q x q

y q x qm m

m m



    
    

       
                  

.  

That is, the final result of the operation Ty Mx  will also 

be a vector of dimension κ . Each component of this vector 

will be represented by a homogeneous polynomial of de-

gree 3 since two branches join the matrix at each step. The 

vectors x  and y can be both some functions (the compo-

nents of ( )φ ( )
ii Lk ) and leaves, and the values of all leaves 

are given by unitary vectors. Hence, the final degree of the 

polynomial will not exceed 3, retaining only the terms not 

multiplied by the zero components of the leaf vector. Each 

polynomial term will have the form 
_

1

num

j d
d

m




 , where jm  

is one component of the tuple in some cell of the unitary 

encoded matrix M . The uniqueness of each term also fol-

lows from the essence of the described operation.  

The cells of all matrices must contain unitary vectors. 

Therefore, each component of the vector defined by the 

operation Ty Mx  can be either 0 or 1. With the scheme

Ty Mx  and the given values of the function f, we obtain the 

equations 

0 0

00 01

1 10 0 0
00 01

1 1 10 0

10 11

1 1

10 11

1 1

1 1( ) ( ) ( )

( ) ( ) ( )1 1

1 1

i i i

i i i

m m

m my q x q K q

y q x q K qm m

m m



    
    

                                

. 

That the function ( )φ ( )
ii Lk  implements a single exam-

ple q from the set Qi actually means T φ ( ).i iy M x q  Since 

the vector φ ( )i q  is unitary, the resulting vector of the oper-

ation Ty Mx  has only one component equal to 1, the same 

as in the vector φ ( )i q ; all others components must be 0. 

That is, T Tφ ( ) 1i q y Mx  .  

Denoting by P( λi , q) the polynomial corresponding to 

the vector component determined by the function φ ( )i q  

(must equal 1), we establish all items of Proposition 1. ♦ 

P r o o f of Corollary 1. 

According to the proof of Proposition 1, the function 

( )φ ( )
ii Lk  implements some training example q ⇔ P( λi

,   

q) = 1. Hence, if all iQ  examples are implemented, we 

have ( , )
i

i i
q Q

P q Q


  . ♦ 

P r o o f Proposition 2. 

For any L ⊂ ℕ and K ⊂ ℕ, any set Q ⊂ Kl+1
 according 

to some sequence of partitions  G  on a tree G from the 

set of complete binary trees G2(L), and the function 

1( ,..., )lf k k  can be represented as a superposition of func-

tions of fewer variables ( )φ ( )
ii Lk , ∀ i ∊{1,.., l – 1}, defined 

on the datasets Qi obtained from the set Q. Indeed, all com-

ponents of the function ( )φ ( )
ii Lk , ( )φ ( )

irr Lk  and ( )φ ( )
icc Lk , 

are obtained from the function ( )φ ( )
ii Lk , ∀ i ∊{1,..., l – 1} 

by construction, and the values of the function 
11 ( )φ ( )Lk  are 

defined through the set Q. ♦ 

P r o o f of Corollary 2. 

By Proposition 2, the function
1( ,..., )lf k k  as a super-

position of functions of fewer variables ( )φ ( )
ii Lk , ∀ i ∊{1,..., l – 1}, can be constructed through the sequential 

optimization max (λ , )
i

i
q Q

P q

  with finding at each step the 

function ( )φ ( )
ii Lk , ∀ i ∊ {1,..., l – 1}. We have the values of 

the function 
11 ( )φ ( )Lk  from the set Q; we calculate the val-

ues of the functions ( )φ ( )
irr Lk  and ( )φ ( )

iсc Lk , ∀ i ∊ {2,...,      

l – 1}, for each decomposable function based on the func-

tion ( )φ ( )
ii Lk . If the problem is unsolvable at any step i for 

some of the iQ  examples, it will have no solution for the 

components of the function ( )φ ( )
ii Lk  as well. Consequent-

ly, IRMG,2(Q) = Ø. ♦ 
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Abstract. This paper considers the multi-sector model of the technological core of an economy, 

mathematical methods for its analysis, and procedures for calculating an indicative plan to re-

structure the core. The productivity of this core is proposed as a formalized criterion (indicator) 

for the effectiveness of structural innovations. The following optimization problem is stated: 

find a balanced state maximizing productivity by planned changes in the output and price indi-

ces. An equivalent transformation method is developed for the model considering the achieved 

values of the indicators. Several propositions concerning the properties of equilibrium and bal-

anced states are proved. As a result, a multistage procedure is constructed to calculate the trajec-

tory bringing the economic system closer to a balanced state. The multi-sector model is ana-

lyzed to compare the uncontrolled and controlled modes of development. The uncontrolled 

mode simulates the state of a market economy: no centralized management of the economy, 

sustainability, and relatively low GDP growth rates. The controlled mode involves the strategic 

planning methodology. As shown below, due to indicative strategic planning, the productivity 

of Russia’s economy can significantly increase even at the first plan implementation stages. The 

proposed indicative planning methodology is mathematically justified. Numerical examples of 

its implementation on real statistical data are given. According to the paper’s results, centralized 

planning institutions should be established for developing the technological infrastructure of 

Russia’s economy. Such institutions are of current importance due to the international economic 

and political situation. 
 
Keywords: the technological core of an economy, controlled development mode, productivity optimum, 

equilibrium state, balanced state, equivalent transformation, indicative strategic planning, plan of restruc-

turing.   
 

 

 

INTRODUCTION  

In the modern world, similar technological pro-

cesses used by countries lead to ambiguous results: the 

per capita GDP of one country may differ significantly 

from that of another country. To some extent, this dif-

ference is due to the structural peculiarities of their 

economies. As noted in [1], there is an increasing 

awareness that the economy’s structure causes the 

main limitations of economic growth in Russia; the 

matter is an ineffective structure of production, an un-

productive structure of incomes, an outdated structure 

of exports, and an irrational regional structure of the 

distribution of productive forces. 

Russia’s economy faces different crisis phenome-

na. At the microlevel, they include unfavorable busi-

ness conditions in the industrial sphere, a bias toward 

trade and services, a short lifespan of small enterpris-

es, and a significant share of bankruptcies. At the mac-

rolevel, they include a low GDP growth rate, the 

economy’s critical dependence on oil and gas exports, 

unstable exchange rates, a small share of the manufac-

turing sector and the high-tech sector, the insufficient 

growth of its basic assets, the economy’s dependence 

on external sanctions, and ineffective management 

mechanisms. At the external level, these are the spe-

cial military operation in Ukraine and international 

economic sanctions.  

http://doi.org/10.25728/cs.2022.6.2
mailto:gusvbr@ipu.ru


 

 
 

 

 
 

12 CONTROL SCIENCES  No. 6 ● 2022  

CONTROL IN SOCIAL AND ECONOMIC SYSTEMS 

Improving economic management mechanisms is 

the aim of the following official documents: Federal 

Law No. 172-FZ “On Strategic Planning in the Rus-

sian Federation” dated June 28, 2014, Presidential De-

cree No. 474 “On National Development Goals of the 

Russian Federation for the period up to 2030” dated 
July 21, 2020, and Presidential Decree No. 633 “On 

Approving the Basics of State Policy in the Sphere of 

Strategic Planning in the Russian Federation” dated 
November 8, 2021. They envisage “the introduction of 

modern methods of forecasting, modeling, indicative 

planning, balance accounting, and information tech-

nology.”  

The documents also note that: 

 “The main tools of the strategic planning system are 

indicative planning, which forms a set of agreed indi-

cators characterizing the state and goals of socio-

economic development and national security, and bal-

ance accounting with the development of measures to 

achieve the set goals and their resource supply.”  

 “The scientific and methodological support of stra-

tegic planning is carried out by a specialized scientific 

center with the participation of scientific organizations 

and the federal state budgetary institution ‘The Rus-

sian Academy of Sciences.’” 

As a target criterion, the strategic planning meth-

odology uses a performance indicator of the econo-

my’s technological core, further called productivity. 

This methodology includes methods for calculating 

the dynamics of several output and value parameters 

of economic development to increase productivity un-

der the existing technological constraints. 

1. INDICATORS AND PLANS                                          

FOR SUSTAINABLE DEVELOPMENT  

In this paper, we analyze the effective use of the 

existing technological potential of an economic system 

and determine ways of its development. A possible 

approach to accelerate economic growth is finding a 

preferred structure of economic activities and ways to 

implement this structure. According to numerical cal-

culations, such a possibility is justified [2]. 

We consider management models and methods 

aimed at the sustainable self-sufficient development of 

the technological core of an economy. For this pur-

pose, we employ the closed input-output model of the 

Leontief type [3]. This model describes the depend-

ence of costs on the output.  

Crisis phenomena and external economic sanctions 

require effective measures to parry them, particularly 

by transforming the internal mechanisms of economic 

activity. The technological core of an economic sys-

tem is a set of economic activities available for obser-

vation and measurement and sufficient to adequately 

represent the system state. According to calculations 

[2], due to the existing potential of the technological 

core, the economy’s productivity can be significantly 

increased compared to the current level. When real-

ized, this potential can overcompensate for the possi-

ble volume of losses from external sanctions.  

The technological core model allows considering 

two methods of organizing reproduction, correspond-

ing to the controlled and uncontrolled modes. In the 

limit, both methods lead to equilibrium states, when 

the structure of prices and outputs is stabilized with 

the same growth shares for all types of products and 

services. In the uncontrolled mode, each sector or ac-

tivity disposes only of the funds constituting a share of 

its own value added. As a result, an equilibrium state 

with the lowest productivity value is implemented. In 

the controlled reproduction mode, an equilibrium state 

with the highest productivity value is implemented. In 

this mode, a stage-by-stage (indicative [4]) plan of 

structural changes in the output and prices is formed 

for each sector or activity. The funds for implementing 

this plan can be redistributed between the sectors. 

The reproduction model [2, 5] of a multiproduct 

system allows defining an economic productivity indi-

cator (the output reproduction index) as a function of 

structural proportions of the output and prices of the 

products and services of different sectors. This index 

reflects the ratio of the output and costs. Maximizing 

it, we calculate a balanced structure of the outputs and 

prices corresponding to an equilibrium reproduction 

mode and a stage-by-stage plan to achieve this goal.  

Different models of an economy have different 

productivity. Hence, the problem is to choose the 

model with the highest productivity value. The plan-

ning problem has the following peculiarity: the maxi-

mum (potential) productivity of the technological core 

of the economic system can be achieved in different 

ways: by changing the output structure of the sectors, 

by changing the price structure, or by changing the 

output and price structures jointly.  

However, the case of joint changes in the output 

and prices is of practical interest: these parameters are 

interconnected through market mechanisms and vary 

jointly: an increase in the output leads to a relative 

decrease in the price and vice versa. 

2. OUTPUT REPRODUCTION CONDITIONS 

Assume that the direct costs Zij of sector j for the 

products or services of type i and the outputs Vj of 

products or services of type j are given. These data are 

used to calculate the specific cost coefficients  

ij ij ja Z / V .                         (1) 
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The input-output model can be described by the re-

lation 

1

( ) ( ),
n

i i ij j

j

V t a V t


   

where i  denotes the reproduction index of sector i.  

Let the total costs of products or services be equal 

to their output in the previous stage. Then the system 

reproduction index   is given by the minimum repro-

duction index over all types of products or services: 

min i
i

   .  

An optimization problem for the output structure 

iV  has the following form: find the maximum repro-

duction index 

,
max



V

                       (2) 

subject to the technological output constraint 

1

( ) ( )
n

i ij j

j

V t a V t


   

with the specific cost coefficients aij . If the matrix A = 

[aij] is nonsingular, the solution of this problem will 

coincide with the eigenvector of the matrix A. Indeed, 

the number of inequalities in the constraint equals the 

dimension of the output vector. Therefore, the solution 

of the bilinear programming problem is reached on the 

equality 

1

( ) ( ),
n

i ij j

j

V t a V t


               (3) 

coinciding with an eigenvector of the matrix A. 

The outputs satisfying condition (3) in natural in-

dicators are equilibrium outputs. 

The constraint on the output dynamics can be writ-

ten as 

( 1) ( ) ( 1), 1,..., ,i i iV t V t V t i n             (4) 

where 0 < μ ≤ 1 < θ.  
The outputs satisfying conditions (3) and (4) are 

called balanced. 

If the direct cost coefficient a  is given by 

,
min ,

a
a

V
 

1

( ) ( ),
n

i ij j

j

aV t a V t


  

then in the equilibrium mode, we have  

a =1/ . 

The equilibrium outputs corresponding to the ei-

genvector x of the matrix A with the maximum eigen-

value are not optimal for problem (2)–(4). 

3. VALUE REPRODUCTION CONDITIONS 

By assumption, the production technology in prob-

lem (2) remains invariable during one stage. In other 

words, the natural specific cost coefficients are sup-

posed constant. The solution of this problem does not 

depend on the prices of products or services but is dif-

ficult to implement in practice: for large production 

systems, measurements are often performed in value 

terms. 

Let the specific cost coefficients be determined 

based on value indicators rather than the natural ones 

(formula (1)). In other words, 

/ / ( ) /с сc
ij ij i j j ij i jij ja Z V Z P V P a P P   , 

where 
c
jV  denotes the output in value terms and jP  

is the price of products of sector j . Then the output 

structure balancing problem for the production cycle 

takes the form 

,
max ,

c


V

                                (5) 

1

( ) ( ).
n

c c c
i ij j

j

V t a V t


                       (6) 

The outputs in value terms satisfying conditions 

(5) and (6) under fixed prices are equilibrium. For 

such outputs, the sectors have the same reproduction 

indices. 

Assume that both natural volumes and prices can 

be changed. Problems (5), (6) (on the one part) and 

(2), (3) (on the other) are not equivalent: in the former, 

the criterion and the output constraint have a new con-

tent. Moreover, the values of the specific cost indica-

tors can initially be determined only at the previous 

stage (t – 1). But they will change with changing the 

prices. Therefore, to refine these indicators, we should 

find possible price variations. 

Consider the price structure balancing problem for 

the production cycle. The volumes of products or ser-

vices are estimated in natural terms. The total value Vc
i 

of final product or service i is the sum of the values of 

all intermediate products or services in the production 

cycle given the price Pj for intermediate product or 

service j at this stage multiplied by the value increase 

coefficient for the cycle period (profitability) ri : 

( ) ( ) .c
ji ji i

j

V t r Z t P                     (7) 

Using this value relation and formula (1), we ob-

tain  

1

( ) ( ) ( )
n

c
i i i ji i ji

j

V t V t P r a V t P


   . 
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Let the reproduction coefficient be determined by 

the minimum profitability over all products or ser-

vices. In this case, the price structure optimization 

problem is written as  

,
max

r
r

p
,                                 (8) 

1

( ) ( ).
n

i ji j

j

P t r a P t


            (9) 

The prices satisfying conditions (8), (9) under 

fixed outputs are equilibrium prices. For these prices, 

all sectors have the same profitability. The additional 

constraint has the form 

( 1) ( ) ( 1), 1,...,i i iP t P t P t i n.       

Its left-hand side restricts possible price reductions 

and the rate of inflation to the level θ by the types of 

products or services. Such prices, also satisfying con-

dition (9), are called balanced.  

4.  THE JOINT BALANCING OF OUTPUT                       

AND PRICE REPRODUCTION 

Proposition 1. The maximum values of the criteria 
γ and r for problems (2), (3) and (8), (9) coincide. The 
solution vectors V  and P  are ambiguous: they are 
determined within a scalar multiplier. 

This proposition is proved in the Appendix. 

To calculate the eigenvector and eigenvalue of the 

positive Schur matrix A, we employ the iterative pro-

cedure 

x
0
 = (1, 1,..., 1), 

x
k+1

 = Ax
k
 /||x

k
||, k = 0, 1, 2, ...     (10) 

The eigenvalue of the matrix A, calculated as the 

limit of ║x
k║, is the largest one among all its eigen-

values [6]. The process (10) simulates the uncontrolled 

reproduction mode for the technological core of the 

economy when interpreting kx  as the vector of output 

or price indices at stage k.  
Proposition 2. Let A be a nonnegative matrix with 

a, |a| <1, as the maximum eigenvalue by magnitude. 

The eigenvector x of this matrix satisfies the equation 

Ax = ax. 

The eigenvector x with the maximum eigenvalue is 

found using the iterative procedure 

x
k+1 

 = Ax
k/║x

k
 ║, 

where k denotes the iteration number. The stopping 

condition has the form ║x
k+1

 – x
k║ < ε, where ε is a 

given accuracy of calculations (e.g., ε = 0.001). The 

eigenvalue a of the matrix A is 

  lim k

k
a


 x . 

This proposition is proved in the Appendix. 

The outputs and prices yielded by this algorithm 

are equilibrium. 

To obtain the output vector maximizing the 

productivity estimate   for the technological core, we 

apply the gradient descent method.  

We introduce the following notations: I  and E  

are a unit vector and an identity matrix of appropriate 

dimensions, respectively; h  is the step value; 

( ) / .a x Ax x  

On the corresponding rectangular domain, the gra-

dient descent-based procedure to find 

, 1,..

min ( )
ix i n

a
  

x  

has the form 
T1 ( ( ) ) / kk k kh a   x x x E A I x , 

where k is the iteration number. 

On the other hand, the resulting optimal solution 

may be unbalanced.  

Proposition 3. Let 

( ) /a x Ax x . 

It is possible to choose a step h so that the gradient 
projection-based procedure  

1 min( , max( , ), 1,k k
i ix z i n     , 

where 

,( ) 1,k k k
i ij j

j

z a a y i n y , 

T
( ( ) ) / kk k kh a  y x x E A I x , 

will weakly converge to the conditional optimum 

min ( )a
 x

x . 

This proposition is proved in the Appendix. 

The process of optimizing the output structure 

generates a sequence of increasing estimates of the 

technological core productivity, accompanied by a 

sequence of positive output increments for some sec-

tors. At the same time, for some sectors, positive out-

put increments do not lead higher productivity esti-

mates. The rate of convergence depends on the step h : 

initially, the rate grows as the step increases; then, it 

starts decreasing.  

The resulting solution is balanced but not equilib-

rium. 

Note that the specific cost coefficients are meas-

ured at the previous stage of the production cycle. 

Hence, the problem of balancing the price proportions 

in the nonequilibrium mode can be written as 
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,

1

max

( ) ( )

( ) , 1,...,

r

n
c

i ji j

j

i

r

p t r a p t

p t i n







 

     


P

 

     (11) 

where )1(/)()(  tPtPtp iii  is the price index of prod-

uct i. 
In practice, this approach requires stage-by-stage 

implementation. For each stage, an additional con-

straint should be introduced on the deviation from the 

existing structure. This constraint should agree with 

the admissible rate of socio-economic processes.  

The initial information on the structural balancing 

problem is formed by analyzing economic statistics. In 

several situations (e.g., regional or sectoral planning, 

scenario forecasting), there are no standard methods 

for collecting and processing data. In the case of such 

difficulties, statistical data can be combined with ex-

pert assessments of the cost structure per unit of out-

put. 

Let the solution of the balancing problem (11) be 

used to tune the specific cost coefficients. In this case, 

the repeated solution will give price indices in the 

range [ ,  ]; moreover, the closer the solution is to 

the equilibrium state, the smaller increments the 

growth coefficient r will have. When recalculating the 

specific cost coefficients, the sectors with small mar-

ginal prices may receive the corresponding incre-

ments. In addition, the updated direct cost coefficients 

can be used in the output balancing problem (2), (3). 

5.  THE INDICATIVE PLAN-FORECAST OF ECONOMIC 

DEVELOPMENT IN OUTPUT INDICATORS 

As a rule, it is impossible to implement a change in 

the output structure per saltum, making all outputs 

equilibrium. To determine the most rational plan for 

sectoral development, consider the problem statement 

,
max ,



V

 

1

( ) ( ),
n

i ij j

j

V t a V t


   

( 1) ( ) ( 1), 1,..., .i i iV t V t V t i n       

It includes a technological constraint on the outputs 

and an output growth condition at the rate θ per one 

planning stage. 

We introduce the following notations: D  is a di-

agonal matrix with the diagonal elements nVVV ,.., 21 ; 

C  is a diagonal matrix with the diagonal elements 

1 21/ , 1/ ,..., 1/ nV V V . 

Varying outputs lead to changes in the specific cost 

estimates aij. To fix the results iV  of the previous 

stage, we recalculate the direct cost coefficients:  

/ij ij i ja a V V   or A DAC . 

The following result was established in the paper 

[7]; see Proposition 1 therein.   

Proposition 4. If all 0, 1,..,iV i n  , then the 

transformed matrix with the coefficients jiijij VVaa /  

has the same eigenvalues as the matrix A, and its ei-
genvector equals the original one up to the defor-
mation D . 

The latter transformation does not affect the spec-

trum of the direct cost (technological) matrix A, and 

its eigenvectors are preserved within the deformation 

D . Repeating the described procedures (finding the 

optimal solution and recalculating the direct cost ma-

trix) stage-by-stage, we obtain an indicative multistage 

plan-forecast of the joint development of different sec-

tors in the technological core of the economy. 

The indicative planning procedure involves abso-

lute and relative outputs. At stage 1, we use the abso-

lute output vector 0V  for passing to the relative out-

puts 1v  by transforming the technological matrix: 

0 00 A D AC , where 0 0diag( )D V  and 0 0 1
.( ) C D  

Then we obtain the relative output vector kv  by 

solving the problem 

max ,

,

1, 2

i

kk k k

k , k ...

 
  
     

v

v A v

I v I

                (12) 

where -1 -1 -1k k k kA D A C , diag( )ii D v , and 
1( )ii C D . 

The relative output vector kv  (the solution of 

problem (12)) at stage k is called a local equilibrium 

under the technological output constraint and the rela-

tion output growth condition with the rate θ, θ 1 , per 

one planning stage. (Recall that I denotes a unit vector 

of an appropriate dimension.) If the problems have a 

solution at stage 1k  , the indicative outputs in abso-

lute terms will be 
1

0diag( )k j

j k

V v V . 

The following result was established in the paper 

[7]; see Proposition 3 therein.  

Proposition 5. The sequence kV  tends to the ei-
genvector of the technological matrix A, and the esti-
mate k  tends to the eigenvalue of this matrix. 
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Remark. When transforming the technological 

matrix A by the deformation diag( *)D v , after 

reaching the output vector *v , further planning be-

comes trivial: cv I , where c  . In other 

words, the output structure will no longer change after 

reaching the technological equilibrium. 

6. THE COMBINED PLAN-FORECAST OF ECONOMIC 

DEVELOPMENT IN OUTPUT AND PRICE INDICATORS 

An isolated indicative change in the prices and 

outputs is of little practical importance: in reality, the-

se parameters vary simultaneously. Equilibrium out-

puts are unstable under fixed non-equilibrium prices, 

like equilibrium prices under fixed outputs. A concert-

ed equilibrium pair of the prices and outputs is stable: 

in this case, the profitability r and the reproduction 

indices γ have the same values for all sectors, leading 

to the sustainable development of the economic sys-

tem in the long run. However, at the initial stages of 

eliminating the disproportions, the sectoral indicators 

change very unevenly. 

Consider the process of calculating the indicative 

dynamics of output and price indicators leading to a 

joint equilibrium of the output and prices.  

The transformation procedures 

-1 -1 -1k k k kA D A C  

for the matrices A and A
Т
 and the solution procedures 

for problems (10), (11) are performed sequentially 

under a given upper bound 1   for the profitability 

r  and the reproduction index  . Note that: 

diag( )ii D v  and 1( )ii C D  

in the output problem;  

diag( )ii D p  and 1( )ii C D  

in the price problem. 

At stage k, the intermediate cost deflator for the 

price index vector p  is calculated as 

, ,

/ .k k k
ij i ij

i j i j

d a p a   

At stage k, the intermediate cost index for the out-

put index vector v  is calculated as 

, ,

/k k k
ij j ij

i j i j

w a v a  . 

The productivity π of the economic system (the 

value added divided by the intermediate costs) has the 

simple relation 

π = γ – 1 

to the output reproduction coefficient γ; for details, see 

the paper [7]. 

The same relation holds for the profitability r:  

π = r – 1. 

Due to Proposition 1, both values coincide in the 

equilibrium mode. 

7. INDICATIVE PLANNING OF OUTPUT PROPORTIONS 

In calculations, the values iV  are interpreted as 

proportions of the volume of transport services; under 

the assumed nondecrease property, the constraints im-

posed on them have the form 

( ) 1, 1,..., .iV t i n   

The equilibrium output proportions may signifi-

cantly differ from the existing ones. Therefore, we 

solve a series of optimization problems with θ close to 
unity (θ = 1.2). In other words, the proportions can 

grow at most by 20%. Consider the statistical data on 

Russia’s multisector economy [8]: the supply and use 

tables for 2019. For these data, the curves of indicative 

dynamics of 61 output indices were obtained under 

fixed prices. In several stages, the curves lead to a bal-

anced price structure. We present a few curves below 

for demonstration purposes. (These are the first dozen 

of non-constant curves in succession.)  

 

 

 
Fig. 1. Indicative dynamics of output indices with an upper bound of 

1.2 for different sectors:  
      Products of forestry, logging and related services;  

      Products of textiles, clothing, and leather;  

      Paper and paper products;  
      Printing and recording services;   

      Basic pharmaceutical products and pharmaceutical preparations;   

      Rubber and plastic products;   
      Other non-metallic mineral products;   

      Electrical equipment;   

      Machinery and equipment n.e.c.;   

      Repair and installation services of machinery and equipment. 
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The indicative productivity dynamics are shown 

below. Figure 2 shows the productivity graph when 

repeatedly solving problem (7) for Russia’s economy 
data. (The upper bound of the price indices is 1.2, and 

productivity is measured in percent.)  

 

 

 
Fig. 2. Productivity under repeated output balancing. 

 

This graph gives an idea of how far the initial state 

of the economy (the solution at stage 1) is from the 

equilibrium state (the asymptote for the repeated solu-

tion). In addition, the slope of the curve can be used to 

judge the sustainability of the economy. The closer the 

economic structure is to the equilibrium state, the 

higher its tolerance will be to price changes. Accord-

ing to Figs. 1 and 2, the closer the price structure is to 

the balanced one, the less the prices and productivity 

index will change in one stage.  

Note that the output indices are stabilized at the 

upper bound of 1.2. This result qualitatively differs 

from the calculations [7] for 2016, where the output 

indices were stabilized at a level of 1. The reason lies 

in the nonunique equilibrium state and changes in the 

optimization algorithm. In the latter (second) case, the 

minimum index value was chosen. Due to the non-

uniqueness of the optimal solution, both algorithms 

yield the same optimal value of the objective function. 

However, the index values of the second algorithm are 

preferable from the implementation point of view. 

Moreover, in the first case, the productivity index dy-

namics reach the target at a lower level (112% vs. 

153%). This can be explained as follows: the problem 

dimension (the number of activities) was 95 (the se-

cond case) vs. 61 (the first case), which obviously re-

duces the choice space of planning. 

8. THE JOINT DEVELOPMENT STRATEGY                       

OF THE TECHNOLOGICAL CORE 

Several constrained optimization problems with 

given admissible ranges of the indices are solved to 

obtain an indicative plan considering the joint change 

in the outputs and prices. If the stage duration is 1 

year, the variation limits of the output indices are cho-

sen depending on the possibility to invest in the stock 

formation in the current planning year. The variation 

limits of the price indices are determined by the allow-

able inflation or deflation requirements. The lower 

limit of the indices is set equal to 1: according to the 

plan, the output and prices for the sectors should not 

decrease. 

Consider an example of joint planning of the out-

puts and prices. Below we present the calculation re-

sults for 10 products according to the All-Russian 

Classification of Products by Economic Activities 

(OKPD) with index values differing from 1. 

For the data [8] on Russia’s multisector economy, 

we applied the method described above to obtain in-

dicative dynamics curves for 60 output indices and 60 

price indices. These curves lead to a balanced structure 

in several stages, which agrees with the highway prop-

erty of optimization models of economic dynamics 

[9]. The standard software package for mathematical 

programming problems [10–13] gives similar results. 

The plan was calculated under the interval constraint 

[1, 1.2] for the output indices (Fig. 3) and the price 

indices (Fig. 4). For demonstration purposes, only the 

first dozen of non-constant curves in succession is 

provided for each group of indices. 

 

 

 
Fig. 3. Dynamics of output indices on range [1, 1. 2] for different sec-

tors:  

      Products of forestry, logging and related services;  

      Products of textiles, clothing, and leather;  
      Paper and paper products;  

      Printing and recording services;   

      Basic pharmaceutical products and pharmaceutical preparations;   
      Rubber and plastic products;   

      Other non-metallic mineral products;   

      Electrical equipment;   
      Machinery and equipment n.e.c.;   

      Repair and installation services of machinery and equipment. 
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Fig. 4. Dynamics of price indices on range [1, 1.2] for different sectors:  

      Products of forestry, logging and related services;  
      Products of textiles, clothing, and leather;  

      Paper and paper products;  

      Printing and recording services;   
      Basic pharmaceutical products and pharmaceutical preparations;   

      Rubber and plastic products;   

      Other non-metallic mineral products;   
      Electrical equipment;   

      Machinery and equipment n.e.c.;   

      Repair and installation services of machinery and equipment. 

 

According to the figures, the prices rose in the sec-

tors with nonincreasing output plans. In other words, 

market pricing holds considering the allowable infla-

tion. 

Figure 5 shows the productivity curve when solv-

ing the stage-by-stage planning problem for Russia’s 
economy data. (Productivity was measured in per-

cent.)  

 

 

 
Fig. 5. Productivity under multistage output and price balancing.  

 

The graph gives an idea of how far the initial state 

of the economy (the solution at the initial step was 

90%) from the equilibrium state (the asymptote for the 

repeated solution is close to 190%). In addition, the 

slope of the curve can be used to judge the sustainabil-

ity of the economy.  

This graph gives an idea of how far the initial state 

of the economy (the solution at the initial stage, 90%) 

is from the equilibrium state (the asymptote for the 

repeated solution, close to 190%). In addition, the 

slope of the curve can be used to judge the sustainabil-

ity of the economy. 

According to Fig. 5, the closer the price structure is 

to the equilibrium state, the higher tolerance the econ-

omy will have to price changes. Also, see Fig. 5, the 

first few stages of the indicative plan are the most ef-

fective. Let us compare these results with the produc-

tivity dynamics for the isolated output changes 

(Fig. 2). Obviously, the marginal level of productivity 

is higher in the case of joint changes in the prices and 

output. This can be explained as follows: the marginal 

level of productivity under output variations only cor-

responds to the optimum on the smaller-dimension 

admissible set of the parameter space; a larger value of 

the optimum is obtained when passing to the addition-

al variation of prices. 

Price changes cause inflation. Figure 6 shows the 

deflator dynamics for the entire list of products and 

services. 

 

 

 
Fig. 6. The deflator under multistage output and price balancing.   

 

The price growth constraint in the initial stages can 

be toughened to reduce the deflator peak. As a result, 

the growth of productivity at these stages will de-

crease. 

 

CONCLUSIONS 

This paper has considered analysis methods for 

control mechanisms of developing systems in crisis 

situations. Methods for assessing productivity indica-

tors in natural and value terms have been developed 

within the economic system operation model in the 

autonomous mode. The procedure for calculating the 
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indicative dynamics of price and output proportions in 

the autonomous mode has been described. An illustra-

tive example has been given: calculation results for the 

structure of Russia’s intersectoral balance. 

Despite the existing high potential for development, 

Russia’s economy faces crisis phenomena. These factors 

cause the incomplete realization of the potential of its 

technological core [5]. The results of this paper demon-

strate the possibilities of increasing the efficiency of the 

economy through the systematic structural modification 

of the technological core. Proceeding from the Rosstat 

data, the possible growth of productivity of the economy 

can be exceeded more than 2 times. Such possibilities 

should be implemented by elaborating strategic econom-

ic development plans. Along with choosing priority di-

rections of development of the technological core, it is 

necessary to apply adequate forecasting methods for 

multisectoral dynamics considering the main aspects of 

economic activity: asset formation, accumulation, final 

consumption of the state and households, and export-

import flows [14, 15]. New-level planning also involves 

appropriate organizational and institutional mechanisms 

[16].  

Unlike a directive plan, an indicative plan is non-

binding. If any sectors deviate from the plan, it will be 

recalculated to reflect the changed circumstances. The 

new plan and estimates of under-received benefits are 

reported to economic agents. Within fixed technologi-

cal outputs, the stage of controlled (indicative plan-

based) restructuring takes a limited time. The addi-

tional funding for asset formation and wages can be 

provided either by the sectors’ own value added or by 

redistributing the funds between different sectors. In 

the latter case, the restructuring period may be shorter. 

The strategic plan is considered fulfilled after the re-

structuring period. However, the emergence of new 

technologies and refined data, as well as the adjust-

ment of structural constraints on the outputs and pric-

es, may require elaborating a new strategic plan. 

Therefore, the indicative plan should be corrected on a 

regular basis.  

Adequate assessments of the socio-economic state 

of national and global systems and the consequences 

of control impacts are required at the strategic decision 

level (the state and interstate affairs). The following 

elements should be assessed:  

– the imbalance of the national economy,  

– the current and potential state of intersectoral inter-

action,  

– strategic decision-making under instability, 

– structural innovation planning. 

The results above illustrate the specifics of the 

proposed methodology with relevant calculation and 

analysis tools. This class of problems has several pe-

culiarities. Here, high-dimensional models are of real 

interest. (The analysis may cover hundreds of econom-

ic activities.) Besides, the practical application of 

technological core models requires effective algo-

rithms for solving mathematical programming prob-

lems [10, 12, 17] and linguistic calculation manage-

ment means, particularly their integration into the 

working environment [11, 13]. Free access is needed 

to actual verified data and modern information tech-

nology, including an appropriate computing environ-

ment and interface devices. The paper [18] described 

the application of a similar open-access toolkit 

(Thread Pool Executor of Akka) for the processing of 

high-dimensional problems. 

APPENDIX  

P r o o f of Proposition 1. 

Indeed, the maximum values of the criteria   and r are 

the eigenvalues of the matrices A and A
Т
, respectively. Let 

V and P  be the solutions of problems (2) and (8) with con-

straints (3) and (9), respectively. Since these constraints are 

homogeneous, the solutions under consideration are deter-

mined within the multiplier and, hence, are ambiguous. 

The characteristic polynomials for both matrices coin-

cide: 

11 22

12 21 33 13 31 22

( ) (1 )(1 )...(1 )

(1 )... (1 ) ...,

nnL a a a

a a a a a a

        
     

 

11 22

12 21 33 13 31 22

( ) (1 )(1 )...(1 )

(1 )... (1 ) ...,

nnL r ra ra ra

a a ra a a ra

    
   

 

where γ is the eigenvalue of the matrix A and r is the eigen-

value of the matrix A
Т. ♦ 

P r o o f of Proposition 2. 

Indeed, consider the transformation  /y Ax x . We 

decompose the vector x with respect to the eigenvectors 

, 1,..,i i ns , of the matrix A corresponding to the eigen-

values i : 

1

.
n

i
i

i

b


x s  

Then 

1 1

n n
i i

i i i
i i

b b
 

   Ax As s  

and 

1

1

/

n
i

i i
i

n
i

i
i

b

b











s

Ax x

s

. 

By assumption, the matrix spectrum satisfies the condi-

tion 1, 1,...,i i n   . Hence, this transformation is a con-

traction, and 
1s  is a fixed attraction point of this transfor-

mation. 

If the initial approximation has nonnegative compo-

nents, all subsequent iterations will give the same result as 

the obtained eigenvector. The eigenvectors 
is  correspond-
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ing to the other eigenvalues , 1i i  , contain negative 

components because they are orthogonal to 
1s . Therefore, 

due to the nonnegativity of the matrix A, 

1 1

1  / / , 1i i
i i     As s As s . 

Thus, deviations from the equilibrium vector 
1s  will de-

crease the estimate /Ax x  for 
1x s ; due to the contrac-

tion property of the operator, this estimate will increase at 

the subsequent iterations. Therefore, the iterative process 

will converge to the vector 
1s  and the value 

1 . ♦ 

P r o o f of Proposition 3.  

Indeed, the gradient of ( )a x  has the form 

T
( ) ( ( )I ) /k k k

xa a   x x A I x , 

kz  is the projection of the point ky  on the technological 

constraint  
k kay Ay , 

and 
1k x  is the projection of the point 

kz  on the constraint 

, 1,..., .ix i n      

Since ( ) 0k
xa x , the projection operators are mono-

tonic, and there exists a step 0h   such that the sequence 

( )ka x  will monotonically decrease. Moreover, because the 

admissible domain is a compact set, the limit point ( *)a x  

will be bounded and represent a constrained optimum. ♦ 
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Abstract. Volatility modeling and forecasting is a topical problem both in scientific circles and 

in the practice. This paper develops an approach combining the GARCH model and fuzzy logic. 

The Takagi–Sugeno fuzzy inference scheme is adopted to fuzzify an original autoregression 

model (the conditional heteroskedasticity model). As a result, several different local GARCH 

models can be used in different input data domains with soft switching between them. This ap-

proach allows considering such phenomena as volatility clustering and asymmetric volatility 

(the properties of real financial markets). The proposed algorithm is applied to the historical 

values of the RTS Index and compared with the classical GARCH model. As demonstrated be-

low, in several cases, fuzzy models have advantages over traditional ones, namely, higher fore-

casting accuracy. Thus, the proposed method should be considered among others when model-

ing the volatility of the Russian financial market instruments: it demonstrates qualities superior 

to the conventional counterparts. 
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INTRODUCTION  

The translation of several well-known econometric 

models from the probabilistic to fuzzy formulation has 

recently attracted increasing attention; for example, 

see the papers [1–9]. This also applies to volatility 

modeling, an important problem from both scientific 

and applied points of view. Many models imply a sin-

gle dependence of output values on input data, but the 

factual dependence may vary in different domains of 

the input variables. Introducing fuzziness into the sys-

tem eliminates this drawback by using several local 

models and aggregating them through fuzzy member-

ship functions. 

Volatility modeling somewhat differs from other 

problems of financial econometrics:  unlike, e.g., the 

prices of financial instruments or interest rates, volatil-

ity is unobservable. Moreover, there is no consensus 

on what to call volatility. However, the capability to 

calculate the current volatility of an instrument or 

portfolio and forecast its future value correctly is cru-

cial for financial institutions: it underlies market risk 

assessment. In turn, a sufficiently accurate assessment 

of market risks improves the stability of a financial 

institution and allows avoiding fatal losses in turbulent 

markets. 

One of the most well-known and widespread 

methods for measuring volatility is the implied volatil-

ity within the Black–Scholes model [10, 11]. It is cal-

culated from the market prices of European options 

(financial derivatives giving the right to buy or sell an 

underlying asset, e.g., a stock, at a definite price on a 

definite date). This approach has several disad-

vantages. First of all, a liquid options market is need-

ed; otherwise, the option price with a high probability 

can be unfair, and the entire procedure will make no 

sense. In addition, the Black–Scholes model contains 

several strong assumptions, which are often not satis-

fied in reality. For example, we mention the assump-

tion of a time-constant risk-free interest rate to borrow 

and lend money, or the assumption of a time-constant 

volatility of the underlying asset price. Due to the lat-

ter assumption, implied volatility may vary for differ-

ent option exercise prices. For stocks, this effect is 

known as the volatility smile or volatility smirk. Thus, 

the method is somewhat contradictory and, in addition, 

it requires rather strict preconditions for application. 

http://doi.org/10.25728/cs.2022.6.3
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Another well-known approach is econometric 

modeling based on historical volatility values. As a 

rule, volatility here is understood as the rate of return 

of an asset. In this direction, we note GARCH (gener-

alized autoregressive conditional heteroskedasticity) 

[12, 13], a generally recognized model pioneered in 

[14] and based on the ARCH model. However, the 

classical GARCH model neglects an effect demon-

strated by modern financial markets. It consists in the 

skewed distribution of asset returns in the markets: 

negative external shocks cause a sharper fall and high-

er volatility, whereas positive external shocks cause 

less sharp growth and less high volatility. Different 

researchers proposed quite a wide range of modifica-

tions for the classical GARCH model to take asym-

metric volatility into account: NAGARCH (nonlinear 

asymmetric GARCH) [15], EGARCH (exponential 

GARCH) [13], QGARCH (quadratic GARCH) [16], 

GJR-GARCH (Glosten, Jagannathan, and Runkle 

GARCH) [17], TGARCH (threshold GARCH) [18], 

VSGARCH (volatility-switching GARCH) [19], and 

others. However, these approaches disregard, e.g., the 

presence of four volatility clusters. 

Due to some shortcomings of conventional meth-

ods, we propose a model incorporating elements of 

fuzzy logic. The fuzzy system used in this paper, the 

Takagi–Sugeno fuzzy inference scheme, stems from 

[20]. The authors [21] introduced the fuzzy model pa-

rameters estimation procedure via the least squares 

method. These two papers conditioned the wide appli-

cation of such models in various fields and the fuzzy 

formulation added to classical econometric models. 

Fuzzy systems were described, e.g., in [22, 23]. 

Fuzzy models are adopted to forecast stock index 

volatility as well. According to the works on this sub-

ject, there is a wide range of algorithms and input data. 

For example, the study [1] presented an asymmetric 

fuzzy GARCH model with a fuzzy inference scheme 

to determine the switching threshold. The paper 

demonstrated the effectiveness of the proposed meth-

od on the returns of several stock indices: NASDAQ 

(the USA), Nikkei 225 (Japan), the Taiwan Weighted 

Index, and the Hang Seng Index (Hong Kong). The 

original idea of [1] was further developed in [2]. The 

same asymmetric fuzzy GARCH model was used (as 

before, to determine the switching threshold), but 

fuzziness was also introduced into the characteristic 

function. (In the modified model, it can take any value 

in the interval [0, 1].) Three variants were proposed to 

fuzzify the characteristic function. The authors com-

pared the effectiveness of the presented methods with 

the GJR-GARCH model and the model [1]. The 

MOEX Russia Index (formerly the MICEX Index) and 

the RTS Index were studied as time series. 

The authors [3] proposed an adaptive fuzzy infer-

ence system (AdaFIS), which dynamically determines 

the required number of fuzzy rules and their parame-

ters. The model was applied to the Bovespa Index 

(Brazil’s main stock index), the BRL/USD exchange 

rate, and the Petrobras preferred stock prices. The pa-

per [4] described evolving participatory learning 

(ePL), a dynamic estimation method for model param-

eters. The researchers tested their method on historical 

values of the S&P 500 and Bovespa stock indices. 

Note that this method is an extension of the evolving 

Takagi–Sugeno (eTS) model [24]. The authors [5] 

continued studying the evolving fuzzy GARCH model 

in the paper [4], but they applied another fuzzy clus-

tering method (the eClustering algorithm). The values 

of the S&P 500 and Bovespa indices were taken as the 

real series as well. The fuzzy GARCH model was also 

presented in [6]. In the cited work, asymmetry was 

considered by using known returns as explanatory var-

iables: since the return (not its square) is employed in 

fuzzy clustering, the sign is taken into account. The 

authors applied the model to the Dow Jones Industrial 

Average Index. 

In this paper, we propose a model combining the 

standard GARCH model and fuzzy logic. The model 

can be briefly described as follows. The input data are 

divided into several fuzzy clusters, and a different lo-

cal GARCH model is applied within each cluster. The 

outputs of each local model are then aggregated into 

one via a pre-selected membership function. We con-

ducted the empirical part of this research on historical 

values of the RTS Index, one of the main stock indices 

of the Russian market. Two models (benchmarks) are 

used to compare the forecasting properties of the pro-

posed model: GARCH without recalculation and 

GARCH with recalculation. (The latter model will be 

defined below.) According to the calculation results, 

there exist fuzzy GARCH models with a higher fore-

casting accuracy than their classical counterparts. 

This paper is organized as follows. In Section 1, 

we describe theoretically the proposed model and the 

approach to input data clustering. Section 2 presents 

the initial data, the problem statement, and the results 

of the empirical study. The Conclusions section sum-

marizes the outcomes and outlines possible lines for 

further research. 
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1. METHODOLOGY 

1.1. The Fuzzy GARCH Model 

The classical GARCH model was described, e.g., 

in [13]. The proposed fuzzy model is based on the 

GARCH model but also includes soft switching be-

tween fuzzy rules. Each rule corresponds to a fuzzy 

cluster in the input data space. With C clusters, the 

fuzzy GARCH model can be represented as a set of C 

fuzzy IF-THEN rules: 

( ) 2
0

1 1

0

IF  THEN

,

0,

0 , ,

0 , .

t k

q p
k

t k ki t i kj t j

i j

k
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h y h

k i

k j

 
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    

 
  
  

 
           (1) 

The notations are as follows: k is the cluster number (k 

= 1,..., C); Fk denotes the kth fuzzy cluster; 
1( ,..., )n

t t tx x x   is the variable vector to determine the 

membership function at a time instant t. In addition, 

ty  gives the time series under consideration; ( )k

th  is 

the conditional variance corresponding to the kth fuzzy 

rule at a time instant t , and th  is the conditional vari-

ance at a time instant t (see below); αk0, αki, and βkj are 

the estimated model parameters. From this point on-

wards, the symbol '  means transposition. Generally 

speaking, the vector xt may have an arbitrary dimen-

sion n depending on t. The parameters αki and βkj will 

be called the consequent parameters. 

The expression xt ∈ Fk is understood in a fuzzy 

sense (the degree of membership of the vector xt to a 

cluster Fk, a real number from the interval [0, 1]). The 

degree of membership to a certain cluster may have 

different functional forms. In this paper, we use the 

Gaussian membership function, which analytically 

coincides with the density of the multivariate Gaussian 

distribution:  
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Here, : n
k   is the membership function of a 

vector to the kth cluster, whereas 
n

kc   and 

* n
k   are the center and covariance matrix of the 

kth cluster. This paper considers diagonal positive def-

inite covariance matrices. The matrix Σk and the vector 

ck, the parameters of the kth cluster, completely define 

it. For all k together, they will be called the antecedent 

parameters. 

The degrees of membership are normalized so that 

at each point, their sum over all clusters is 1: 
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( ) .

( )

k t
k t C

k t

k

x
x

x



 


  

All variances ( ) , 1,...,k

th k C , are aggregated into a 

single value th  using the membership functions:  

* ( )

1

( ) ,
C

k

t k t t

k

h x h

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where ( )k

th  are given by (1). 

The value yt
2
 is forecasted. In this paper, the series 

yt consists of the returns on some financial instrument. 

The forecast has the form 

2ˆ .t ty h  

Let T be the number of elements in an aggregate 

sample (including training and test samples). The con-

sequent parameters are estimated using the least 

squares method: we choose the parameters αki and βkj 

by minimizing the sum 

2 2 2

1

ˆ( ) ,
T

t t

t

y y


  

where yt are known values from the sample. 

Hereinafter, yt describes the logarithmic return on 

some asset or index, expressed as a percentage. For a 

given series zt of some values (the prices of a financial 

instrument or index values), 

1

ln 100.t

t

t

z
y

z 

                           (2) 

In all calculations below, C = 4. 

 

1.2. Clustering and Antecedent Parameter Estimation 

In this study, we cluster the entire initial series of 

known returns yt at time instants t, i.e., xt = (y1,..., yt)′ ∀ t. Within the proposed approach, the dimension n of 

the vector xt is a function of time: n = n(t) = t. Thus, 

we build a family of fuzzy systems: at each time in-

stant, when a new value of the return becomes known, 

the entire series is clustered again with this new value, 

generating a new fuzzy system. 

The input data are divided into two parts: training 

and test samples. 

There exist different approaches to data clustering, 

which essentially means estimating the antecedent pa-
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rameters. In this paper, the grid search method is used. 

A detailed description of the grid is provided in sub-

section 2.1. 

Let Ttrain and Ttest denote the sizes of the training 

and test samples, respectively. 

On the same training sample used for the fuzzy 

model, we construct the classical GARCH(p, q) model 

with the same values of the parameters p and q as in 

the fuzzy model. The forecasting accuracy of the clas-

sical model is estimated using two approaches as fol-

lows. The first approach is producing the usual model 

forecast for Ttest days ahead. The second approach con-

sists in reestimating the GARCH model parameters 

daily for Ttest days and obtaining the forecast for the 

next day only. (For convenience, the latter approach 

will be called GARCH with recalculation). Note that 

the recalculation procedure allows reducing the fore-

casting error; see the empirical results below (Tables 1 

and 2 in Section 2). For each approach mentioned, we 

find the mean square errors: MSEn/r for GARCH with-

out recalculation and MSEw/r for GARCH with recal-

culation. The two resulting errors are used as bench-

marks for the fuzzy model. For comparing the fuzzy 

model with the classical one, we introduce 

/ /
/ /and .w r n r

w r n r

fuzzy fuzzy

MSE MSE
ratio ratio

MSE MSE
   If 

1iratio  , the error of the fuzzy method is smaller 

than that of the classical ith method. (Here, i = “w/r” 

or i = “n/r”). In this case, the higher value tratio  

takes, the “better” the fuzzy model will be compared 

to the ith classical model. 

To define the fuzzy model, we use the set 

( ,..., ) n n C
C

       of possible values of the an-

tecedent parameters. Each 

 , | ,n n
k k k k kc c       represents all possi-

ble combinations of the values ck and Σk. The proce-

dure of estimating the antecedent parameters begins 

with constructing a particular fuzzy model for each 

element Θ and calculating the value MSEfuzzy. To find 

the best antecedent parameters ck and Σk, we maximize 

ratiow/r = ratiow/r(c1,..., cC, Σ1,..., ΣC). 

Thus, these steps yield the best set of antecedent 

parameters, i.e., the best fuzzy model compared to the 

classical GARCH model. 

2. EMPIRICAL STUDY 

2.1. The Set of Antecedent Parameters 

Let p = 1 and q = 1. Assume that the number of 

clusters  is  fixed:  C =  4.  The center  of  each  cluster  

n

kc   is a vector with the same components *

kc : 
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The covariance matrix is a diagonal real-valued 

matrix of dimensions n×n, with the same element 
* 0k 

 
on the main diagonal:  
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This element can be treated as the variance of the kth 

cluster. 

Let 
* * * * *

1 2 3 4( , , , )c c c c c  and 
* * * * *

1 2 3 4( , , , ).    
These four-dimensional vectors completely define all 

four clusters. We employ them to parameterize the 

admissible vector space instead of the vector Θ. 

In this paper, the set of centers is not varied but set 

expertly: in all calculations, c
*
 = (–7.5; –1.5; 1.5; 4). 

Intuitively, the centers c
*
 can be interpreted as follows: 

center 1.5 corresponds to small positive returns 

whereas center 4 to large returns; centers –1.5 and –
7.5 correspond to small and large negative returns, 

respectively (in absolute terms). The fact that |–7.5| > 

|4| reflects a characteristic feature of capital markets: 

the growth under positive external shocks is smoother 

than the drop under external negative shocks.  

The variances are estimated by the grid search 

method. The grid was constructed with the following 

ranges: for 
*
1 , from 4 to 12; for 

*
2  and 

*
3 , from 1 to 

6; for 
*
4 , from 2 to 10. The grid step was set equal to 

1 for all 
*
k . Thus, 2916 grid nodes were considered in 

total.  

 

2.2. Results 

The daily logarithmic returns of the RTS Index 

were used as the initial series. Figure 1 shows the clos-

ing index data for a long historical period.  

The beginning of the training sample coincides 

with the first trading day of 2014 (January 6, 2014). 

Figure 2 presents the values of the RTS Index for the 

historical period used in the calculations (the series zt), 

about 3 years from the beginning of the training sam-

ple. The corresponding logarithmic returns (the series 

yt (2)) are demonstrated in Fig. 3. 
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Fig. 1. Daily values of the RTS Index since 2001. 

 

 

 

 
Fig. 2. Daily values of the RTS Index: January 2014–December 2016. 
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Fig. 3. Daily logarithmic returns of the RTS Index: January 2014–December 2016.

 

 

The antecedent parameters (i.e., the variances un-

der fixed centers) were estimated using 100 elements 

in the training sample and 10 elements in the test sam-

ple. The best set of the variances was (7, 6, 3, 5). The 

model with these parameters was then applied to the 

samples of other sizes; see the corresponding results in 

Table 2. The sample sizes were selected from the fol-

lowing considerations: 252 is the approximate number 

of trading days in one year (504 in two years, 21 in 

one month, 42 in two months, and 63 in three months). 

The results of the empirical study are tabulated be-

low. Table 1 combines the characteristics of the sys-

tems with the best results compared to the classical 

model. Note that ratiow/r > 1 in all these models. The 

first row of this table contains information about the 

best fuzzy model. Next, Table 2 shows the results of 

applying the best system from Table 1 to the samples 

of other sizes. According to the calculations, these sys-

tems have a higher error than the classical model (ra-

tiow/r < 1). 

Good results were achieved for 100 elements in the 

training sample and 10 elements in the test sample. 

The quality of the fuzzy model gradually declines 

when increasing the size of either sample. This phe-

nomenon can be explained as follows: the antecedent 

parameters need to be reestimated on other sample 

sizes. (This was not done due to high computational 

costs.) Moreover, adding variability to the cluster cen-

ters may contribute to finding a model with higher 

accuracy.  

Thus, for sufficiently short time series, there exist 

fuzzy GARCH systems superior to the classical 

GARCH model in their forecasting properties. With 

increasing the time series length, the classical GARCH 

model becomes a “stronger” competitor. Most proba-

bly, the reason lies in the advantages of the maximum 

likelihood method, which show up with increasing the 

time series length. However, it seems that fuzzy 

GARCH systems superior to the classical GARCH 

model can be obtained even for longer time series us-

ing broader classes of membership functions. 
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Table 1 

The best models on the training and testing samples of 100 and 10 elements, respectively 

Ttrain Ttest *  
MSEfuzzy MSEn/r MSEw/r ration/r ratiow/r 

100 10 [7, 6, 3, 5] 9.66 17.89 12.75 1.85 1.32 

100 10 [6, 4, 4, 6] 9.72 17.89 12.75 1.84 1.31 

100 10 [8, 6, 4, 6] 10.18 17.89 12.75 1.76 1.25 

100 10 [8, 1, 4, 6] 11.31 17.89 12.75 1.58 1.13 

 

 

Table 2 

The best model among the ones applied to the samples of other sizes 

Ttrain Ttest *  
MSEfuzzy MSEn/r MSEw/r ration/r ratiow/r 

252 21 [7, 6, 3, 5] 353.14 273.58 189.09 0.77 0.51 

252 42 [7, 6, 3, 5] 251.84 201.34 137.60 0.80 0.55 

252 63 [7, 6, 3, 5] 190.30 141.74 99.21 0.74 0.52 

504 21 [7, 6, 3, 5] 542.75 382.64 300.49 0.70 0.55 

504 42 [7, 6, 3, 5] 290.84 203.56 160.35 0.70 0.55 

504 63 [7, 6, 3, 5] 202.47 143.12 112.76 0.70 0.56 

 

CONCLUSIONS 

In this paper, a fuzzy GARCH system has been ap-

plied to model volatility. The classical GARCH mod-

els with and without recalculation were considered as 

alternatives to the proposed model (benchmarks). The 

effectiveness of the fuzzy model has been tested on the 

main index of the Russian stock market (the RTS In-

dex). As shown above, there exist fuzzy systems pro-

ducing more accurate forecasts compared to traditional 

models. 

Nevertheless, the forecasting properties of the 

fuzzy system obviously tend to deteriorate (compared 

to the benchmark models) with increasing the sample 

size. This can be due to the parameter estimation 

methods used in the fuzzy model and in the classical 

GARCH model. 

A possible line for further research is practical 

methods for finding such fuzzy systems. Of particular 

interest are other forms of membership functions as 

well as more universal methods for estimating the an-

tecedent parameters. 
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Abstract. In this paper, we estimate the stability of continuous-type automated industrial pro-

cesses and choose a sufficient time-sampling frequency of the control signal using Whitney’s 

singularity theory. The proposed stability analysis approach is based on constructing typical 

bifurcations for the historical data of a technological object under different time-sampling fre-

quencies of its control signal. The singularity equation serves for obtaining the equation of the 

equilibrium state curves of the system and a sufficient time-sampling frequency of the control 

signal corresponding to the vertex of the resulting curve. As an illustrative example, the devel-

oped method is applied to the control system of the mass balance stripping section in the purifi-

cation process of a styrene distillation column of the ethylbenzene, styrene, and polystyrene 

plants. Based on the quantitative analysis results, we construct a bifurcation and determine a 

sufficient time-sampling frequency of the control signal to ensure system stability. 
 

Keywords: catastrophe theory, bifurcation, dynamical systems, stability criteria.  
 

 

 

INTRODUCTION  

Catastrophe theory has been widely applied to ana-

lyze the behavior of economic and social systems, as-

sess the design properties of structures and apparatuses 

over time, and study the properties and quantitative 

characteristics of dynamical systems [1–6]. The exist-

ing mathematical framework numerically describes 

jump-like transients of the output variable due to a 

smooth change in the input parameters of a dynamical 

system [7]. In particular, this approach can be used to 

estimate the stability of continuous-type automated 

industrial processes [8].  

The problem under consideration––the stable oper-

ation of industrial processes––consists in complying 

with the regulatory limits of the detected technological 

parameters to minimize the risk of stopping production

and any  violations of  the quality  composition of com 

mercial products (on the one hand) and maximize the 

technological efficiency under various disturbances, 

often of sporadic nature (on the other hand); for de-

tails, see [9]. The modern technical base and the exist-

ing mathematical approaches and algorithmic solu-

tions used in automated control allow reducing this 

problem (technological mode stabilization and com-

pliance with the regulatory limits) to multidimensional 

model predictive control [10]. For systems of this 

class, the time-sampling frequency of the control de-

vice is one of the indicators characterizing the inertia 

of the controlled process and the effect of disturbing 

factors on the controlled technological parameters. 

Under fixed values of other characteristics, a sufficient 

value of this frequency ensures the stable operation of 

a technological object within the specified regulatory 

limits of the corresponding industrial process. 

http://doi.org/10.25728/cs.2022.6.4
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1. CONSTRUCTING BIFURCATIONS                                

OF CONTROL SYSTEMS  

How does the stability of an industrial process de-

pend on the control signal frequency? What is the 

range of frequencies ensuring system operation within 

given constraints? To answer these questions, we con-

sider the dynamics of a controlled process parameter 

as a typical bifurcation.  

By conditions, the bifurcation depends on the time-

sampling frequency of the control device and the ef-

fect of disturbing factors on the system, possessing a 

codimension of 2. Due to the continuity and natural 

origin of the processes under study, the bifurcation 

dependence must be a continuously differentiable 

function on the entire definitional domain. 

For the problem under consideration, it is conven-

ient to represent the bifurcation as a second Whitney 

singularity, the cusp [11]. Its functional mapping is 

given by  

f(x, g(ω)) = x
3
 + g(ω)x, 

with the following notations: f(x) is the normalized 

distribution of the controlled parameter; x ∈ [–1, 1] is 

the normalized spectrum of the equivalent disturbance 

characterizing the resulting effect of all external fac-

tors of the system on the controlled variable; g(ω) is 

the frequency function; finally, ω is the time-sampling 

frequency characterizing the periodicity of the control 

signal. 

According to the bifurcation properties, the control 

system is in an unstable state if g(ω) > 0: the function 

f(x, g(ω)) has no nondegenerate singularities and in-

creases continuously over the entire definitional do-

main [12]. For ω = ωs, we obtain g(ω) = 0, where ωs is 

a sufficient time-sampling frequency of the control 

device algorithms: the system passes through a bifur-

cation point S, being in an equilibrium state. In the 

case g(ω) < 0, the system comes to a stable equilibri-

um, forming a bifurcation with two stationary points. 

Note that the frequency function g(ω) has no strict 

mathematical formalization. For the quantitative de-

scription of observed real processes, it can be con-

structed by piecewise linear approximation based on 

the historical operation data of the controlled object. 

Considering the inverse dependence of the stability 

margin on the frequency ω ensuring system stability 

within the range ω ∈ (ωs, +∞), the frequency function 
for this system operation range takes the form 

g(ω) = – ω + ωs . 

In this case, the bifurcation is transformed to  

f(x, ω) = x
3
 + (ωs – ω)x. 

Let us reduce the distribution f(x, ω) from the normal-

ized variables to those expressed in the original units 

of measurement: 

y(x, ω) = αf(x, ω) + My, 

where α is the normalization coefficient and My de-

notes the expectation of y(x, ω). As a result, the sur-

face is given by 

    3,ω α ω ω .s yy x x x M     (1) 

The projection of the cusp y(x, ω) onto the plane 

(y, ω) yields the set of singularities ys with the vertex 

at the initial bifurcation point S. The bifurcation set 

under study forms the boundaries of the branches of 

the equilibrium state curves. According to the defini-

tion [13], these curves are obtained by equating the 

derivative y'x(x, ω) to zero: 

23 ω ω 0sx    . 

Substituting this condition into formula (1), we de-

termine the general equation of the bifurcation set of 

the control system:  

 
3/2ω ωω 2α , ω ω

3

s

s y sy M
    

 
.      (2) 

The graph of the resulting bifurcation is shown in 

Fig. 1.  

The parameters ωs and α, characterizing the stabil-

ity of the control system, are determined empirically 

by the historical data of the closed-loop dynamics un-

der different frequencies ω. According to the corre-

spondence principle for the degrees of freedom and 

the necessary number of equations to identify the pa-

rameters ωs and α, a statistical sample must contain 

historical data sets for two operation modes under dif-

ferent frequencies ω1 and ω2 of the control system: 

y1(x1, ω1) and y2(x2, ω2), where y1 and y2 are the detect-

ed states of the controlled parameter under external 

disturbances x1 and x2, respectively. In this case, we 

have the system of equations 

  
  

3

1 1 1 1

3

2 2 2 2

,

.

s y

s y

y x x M

y x x M

      


     
 

After trivial transformations, this system yields ex-

pressions for the parameters ωs and α: 

     
   

3 3

1 2 2 2 2 1 1 1

1 2 2 1

ω ω
ω ,y y

s

y y

y M x x y M x x

y M x y M x

    


  
(3) 

   
 

1 2 2 1

2 2

1 2 1 2 1 2

α .
ω ω

y yy M x y M x

x x x x

  


  
           (4)
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Fig. 1. Control system bifurcation: s––bifurcation point, I––unstable state domain, and II––stable state domain.

 

It is convenient to calculate ωs and α at the maxi-

mum spike points of the controller parameter: y1 and 

y2 for the frequencies ω1 and ω2, respectively. These 

responses of the output signal correspond to the limits 

of the undetected spectrum of the resulting disturbance 

of the system in the normalized form: |x1,2| = 1. The 

sign of x1,2 is determined depending on the location of 

the spike point of the controlled variable relative to the 

sampling mean My. 

2. BIFURCATIONS OF REAL TECHNOLOGICAL OBJECTS: 

ONE EXAMPLE OF CONSTRUCTION 

As an industrial process example, we consider the 

stripping section of the distillation column C-2 in the 

separation unit of ethylbenzene, styrene, and polysty-

rene production (PESP): construct a bifurcation and 

choose a sufficient time-sampling frequency for the 

control signal of the automated process control sys-

tem. This unit consists of three columns (C-1, C-2, and 

C-3) with the following functions: separating hydro-

carbon condensate supplied from the ethylbenzene 

dehydrogenation block into raw styrene and the ben-

zene-toluene-ethylbenzene fraction; purifying com-

mercial styrene from heavier fractions (residue of sty-

rene rectification); separating the benzene-toluene-

ethylbenzene fraction into recycled ethylbenzene and 

the benzene-toluene fraction (benthol). Figure 2 shows 

the general diagram of the main material flows of the 

distillation unit for ethylbenzene, styrene, and polysty-

rene production. 

The technological mode of the stripping section of 

column C-2 is maintained by multidimensional con-

trol: it is required to stabilize the level in the column 

(LI001) under a given constraint (the limit value of the 

column temperature profile (TI001)) due to beginning 

the styrene polymerization reaction. The main control 

action is the superheated steam supply into the heat 

exchanger H-2 (FIC001), intended for heating the bot-

tom fraction. The evacuation of high boiling compo-

nents from the column (FIC002) is fixed at the mini-

mum value due to commercial styrene losses in the 

mixture. The key disturbance for this automated pro-

cess control system is the quantitatively undetected 

change in the composition of the incoming hydrocar-

bon feedstock.  

The dynamics of the technological object are de-

scribed by the system of differential equations 

 

   

 

   

1

1 1

2

2 2

1

0

11 12

1 1

0 0

2

0

21 22

2 2

0 0

,

,

in

i i
i

j km q

j kj k
j k

in

i i
i

j km q

j kj k
j k

L t
a

t

F t Q t
b c

t t

T t
a

t

F t Q t
b c

t t



 



 

  
 
        
  

 


 
 


       
   



 



 

  (5) 
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Fig. 2. Distillation unit diagram. 

 

with the following notations: L is the liquid phase lev-

el in column C-2; F is the steam flow rate in the heat 

exchanger H-2; Q is the quantitative composition of 

column feeding; T is the bottom temperature in col-

umn C-2; a, b, and c are the coefficients of differential 

equations; n, m, and k are the orders of polynomials   

(n > m, n > k); finally, τ is the time lag of dynamic 

channels. 

The technological mode is maintained within the 

specified regulatory limits by an automated model 

predictive control (MPC) system [14]. The model is 

presented as a matrix transfer function approximating 

the real behavior of the industrial process according to 

the empirical transient characteristics of the transmis-

sion channels (5). Figure 3 shows the process control 

diagram for the stripping section of column C-2. 

 

 
 

Fig. 3. Process control for the stripping section of column C-2. 

Due to the relatively small dimensions of the col-

umn and the high rate of mass exchange processes, the 

distillation column C-2 has low inertia. Figure 4 

demonstrates the level in the column under different 

time-sampling frequencies of the control signal. For 

ω1 = 0.1/min, we observe jump changes of this level 

with a root-mean-square (RMS) deviation of 7.29%, 

which determine the possibility of an emergency shut-

down of the plant: the pumping equipment will switch 

off under the full release of the bottom fraction from 

the column. For ω2 = 1/min (all other system parame-

ters remain unchanged), the liquid phase level in the 

column has admissible fluctuations with an RMS de-

viation of 4.33%: the industrial process is in a steady 

state.  

To construct a bifurcation of the system on a given 

historical data set (a representative sample), we select-

ed necessary initial data. For this purpose, we consid-

ered the maximum deviations of the liquid phase level 

in column C-2 relative to the mean My = 88.75% for 

the system operating with the frequencies ω1 = 0.1/min 

and ω2 = 1/min: y(x1, ω1) = 55.29%, x1 = –1;           

y(x2, ω2) = 82.32%, x2 = –1. 

According to formulas (3) and (4), the quantitative  

properties of this bifurcation are given by the parame-

ters ωs = 0.22/min and α = 30.03. Then the bifurcation 

of the automated process control system for the strip-

ping section of the distillation column C-2 and the cor-

responding function of the bifurcation take the follow-

ing form (Fig. 5): 

    3, ω 30.03 0.22 ω 88.75y x x x    , 

3/2
0.22 ω

(ω) 88.75 60.07 , ω 0.22
3

sy
    

 
.
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Fig. 4. The level in column C-2

 

 

 
 
Fig. 5. Bifurcation of the stripping section of column C-2: s––bifurcation point, I––unstable state domain, and II––stable state domain. 

 

 

The constructed bifurcation for choosing the suffi-

cient time-sampling frequency of the control signal is 

adequate: it agrees with the dynamical characteristics 

of the real material balance stabilization system for the 

stripping section of the distillation column C-2. The 

control action channel (Fig. 3) has the delay τe ≈ 5 
min; therefore, the admissible time-sampling frequen-

cy is empirically defined by ωe = τe
–1

 ≈ 0.2 min
–1

. The 

analytical solution obtained by the method of bifurca-

tion diagrams gives the sufficient time-sampling fre-

quency ωs ≥ 0.22 min–1
.  

CONCLUSIONS 

This paper has presented a method for constructing 

bifurcations of dynamical systems based on historical 

data. It has been applied to estimate the stability of the 

control system of the mass balance stripping section in 

the purification process of a styrene distillation col-

umn of the ethylbenzene, styrene, and polystyrene 

plants. According to the analysis results, the control 

signal ensures stable system operation within the ad-

missible regulatory limits of the technological process 



 

 
 

 

 
 

34 CONTROL SCIENCES  No. 6 ● 2022  

CONTROL OF TECHNICAL SYSTEMS AND INDUSTRIAL PROCESSES   
 

parameters under a sufficient time-sampling frequency 

of 0.22 min
–1

. 

This approach to constructing bifurcations of con-

trol systems and calculating the stable state domain of 

the chemical engineering object is estimative: it serves 

for preliminarily determining the optimal time step of 

the control system considering the dynamical proper-

ties of the controlled object. 
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Abstract. This paper further develops the concept of an applied geographic information system 

(AGIS) for modeling search correlation-extreme navigation systems (CENSs), which was pre-

sented in [4]. As shown below, the AGIS can be configured to perform computational experi-

ments with computer models of the existing CENSs and those undergoing various development 

stages without programming in universal languages. Strict reliability requirements for CENSs 

increase the role of testing their computer models under stress exposures. During stress testing, 

the negative effects of different exposures on autonomous navigation conditions are assessed in 

application areas. Such exposures are not considered at the CENS design stage (reference point 

masking, distortion of terrain objects borders, etc.). The exposures that prevent CENSs from 

performing their tasks effectively (critical exposures) are described. Stability to critical expo-

sures is a strong motivation for improving all CENS elements: sensors of geophysical fields, 

onboard algorithms, and CENS preparation procedures for performing particular tasks in appli-

cation areas. The mathematical model of approximation by generalized step functions [4] is 

used to analyze critical exposures on CENS operation. Computer simulation models of different 

shooting systems are considered as the most important sources of initial data on the approximat-

ed function. The mathematical model of stress exposures on CENSs that match images by the 

mutual correlation criterion is developed further.  

 
Keywords: search correlation-extreme navigation system, shooting system, computer simulation model, 

stress exposure, stress testing, approximation of functions, generalized step function, reference image, 

current image.  
 

 

 

INTRODUCTION  

An inertial navigation system (INS) is the main 

means of controlling the spatial position of ground, 

air, sea, and space objects. This system controls the 

coordinates, velocity, and angular position of vehicles 

relative to the vertical position. Autonomy is one of 

the main advantages of INSs. However, errors in de-

termining navigation parameters increase over time, 

and INS data must be corrected, e.g., using satellite 

navigation systems (SNSs). In this case, autonomy, a 

very important quality of any moving object, actually 

disappears [1, 2]. For example, search correlation-

extreme navigation systems (CENSs) have wider ca-

pabilities in this regard, as they use map-matching au-

tonomous navigation methods. Such systems serve to 

refine off-line information about the location, orienta-

tion, and other parameters of a moving object coming 

from the main navigation system. A control system 

uses this information to compensate the deviations in 

the object’s motion parameters to follow a given route. 
Search CENSs check hypotheses about the values of 

motion parameters by matching the current terrain sec-

tor image received by the onboard shooting system 

with fragments of a reference image of the application 

area. The reference images are prepared in advance 
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and stored in the memory of the onboard computer. 

When searching for a reference image fragment close 

by content to the current image (in the sense of a 

closeness function in the onboard algorithm), a regular 

shift grid of the frame selecting the next fragment of 

the reference image is used. The hypotheses that the 

sought parameters have values equal to those at the 

grid nodes are checked. The hypothesis for which the 

closeness function achieves maximum is accepted. 

Global search schemes, gradient methods from the 

arsenal of numerical optimization methods, and their 

combinations are often used [3]. 

Correlation-extreme navigation systems provide: 

– orientation relative to the real terrestrial surface 

without binding to the Earth reference system, occupy-

ing a small area “on the air,” in air, land, sea, and out-

er space; 

– high-precision autonomous navigation, whose 

accuracy depends mainly on the accuracy of the maps 

used and their processing methods; 

– high or complete noise immunity and hidden op-

eration without any maintenance or recovery cost for 

navigational fields; 

– no negative impact on the environment. 

Correlation-extreme navigation systems belong to 

the class of the most stable and reliable systems. 

In CENSs, image matching involves a set of fea-

tures describing the reference and current images that 

are independent of flight routes and the altitudes and 

angles of approaching the correction area of INSs. 

These features must be invariant with respect to possi-

ble mutual transformations: shifting, rotation, and 

scaling of images.  

According to the analysis of CENSs, methods for 

determining coordinates based on correlation image 

matching are used in a pre-known set of directions of 

motion to a given point, and the target is a terminal 

point in the form of some zone. The reliable operation 

of CENSs requires correlation functions sensitive to 

mutual rotation, shifting, and scaling of compared im-

ages. To form a reference image, CENSs have special 

technologies for processing preliminarily obtained 

images and maps. 

Presently, to form control actions, necessary data 

are acquired in modern vision systems to correct the 

current coordinates of aircraft. As a result, the crew 

avoids several functions on information processing 

and aircraft control: CENSs use information from 

many sensors (shooting systems), namely, a television 

camera, a thermal imager, a lidar (detection of low-

visibility objects in bad weather and at night), and a 

radar. The information coming from these sensors is 

subjected to filtering and segmentation. Then contours 

are identified, the most significant objects of the ter-

rain are classified, and the resulting information is 

processed jointly with cartographic information. Joint 

processing yields the most detailed information about 

the operating environment of CENSs; due to combin-

ing heterogeneous information, objects are detected 

and identified with considerably higher reliability [2].  

This paper further develops the concept of an ap-

plied geographic information system (AGIS) for mod-

eling search correlation-extreme navigation systems 

(CENSs), which was presented in [4]. With this sys-

tem, experts on the autonomous navigation of moving 

objects by map-matching methods will receive an in-

formation technology (a) to create computer models of 

the existing CENSs and those undergoing various de-

velopment stages without programming in universal 

languages, (b) adjust their operation in application ar-

eas, and (c) perform necessary computational experi-

ments with these models. With a special language im-

plemented in the AGIS CENSs, which is close to the 

professional language for the subject domain, and a 

friendly application programming interface, an expert 

adjusts the system for a particular modeling task, get-

ting access to the ready-made software components 

and geospatial data he needs.  

According to the paper [4], strict reliability re-

quirements for CENSs increase the role of testing their 

computer models under stress exposures. During stress 

testing, the negative effects of different exposures on 

autonomous navigation conditions are assessed in ap-

plication areas. Such exposures are not considered at 

the CENS design stage. Critical exposures are the ex-

posures that prevent CENSs from performing their 

tasks effectively. Revealing critical exposures moti-

vates improving all CENS elements: sensors of geo-

physical fields, onboard algorithms, and CENS prepa-

ration procedures for performing particular tasks in 

application areas. Two problems, i.e., revealing critical 

stress exposures on autonomous navigation conditions 

in a given application area of a CENS and preparing 

this CENS for operation in this application area, can 

be formulated in general form within the mathematical 

model of approximation by generalized step functions 

proposed in [4]. For details, see Section 1 below. Also, 

we justify the requirements for software components 

necessary to test the solution methods for these prob-

lems.  

As demonstrated in [4], computer simulation mod-

els of CENS shooting systems are the source of the 

initial data on the approximated function in these 

problems. Section 2 below introduces approaches to 

building such computer models. The mathematical 

model of stress exposures on autonomous navigation 
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conditions proposed in [4] covers a particular case of 

search CENSs, in which onboard algorithms imple-

ment the procedure of matching the reference image 

(created when preparing a CENS for operation in an 

application area) and the current image received by a 

CENS sensor at the application instant. In the mathe-

matical model mentioned, the closeness of two images 

is measured by their correlation coefficient. In Section 

3 of this paper, we build another mathematical model 

of significantly more effective stress exposures on au-

tonomous navigation conditions in application areas of 

such CENSs.  

1. PREPARING SEARCH CENSS FOR OPERATION            

IN AN APPLICATION AREA. CRITICAL EXPOSURES        

ON AUTONOMOUS NAVIGATION CONDITIONS 

In this paper, we continue conceptualizing the 

AGIS CENSs, resting on the mathematical model of 

adjusting a CENS to operate in a given application 

area [4]. Let us extend this model considering its rela-

tions with critical exposures.   

Like in the paper [4], for illustrative clarity and 

easy comprehension of the main features, we choose 

the following class of search CENSs. The shooting 

system captures a scene image S  on a terrain section, 

and the onboard algorithm refines the planned coordi-

nates  ,d X Y  of the aircraft at the shooting instant. 

These limitations will affect neither the set of CENS 

variants (and the procedures of their adjustment to per-

form a particular task in a given application area) cov-

ered by the model, nor the generality of the analysis 

results and their practical importance for the conceptu-

al AGIS CENSs with critical exposures. 

According to the traditional approach, the adjust-

ment problem is to prepare appropriate a priori (refer-

ence) information of a reference image and record it 

into the CENS onboard memory. “Appropriate” means 
that the onboard computer will determine the naviga-

tion parameters of the moving object with a given ac-

curacy by comparing such information with the cur-

rent information from the onboard shooting system 

upon arrival in the application area. On the other hand, 

the problem of critical exposures is preventing from 

achieving this goal. We denote these problems by Z  

and Z , respectively. 

The mathematical statement of the problem Z  

involves the following basic notions of map-matching 

autonomous navigation:    

 The autonomous navigation conditions of the air-

craft in an application area of a CENS are defined by a 

function  :f S M D , where M  is the set of possi-

ble images S  coming from the shooting system to the 

onboard algorithm input in a given application area, 

and D is the set of possible locations d D  of the 

aircraft at the shooting instant. This function describes 

an objectively existing relationship between the image 

content (the “value” of the “variable” S M ) and the 

aircraft location  ,d X Y D   when the shooting 

system “fixes the value” S . The properties of this re-

lationship can facilitate or hinder using map-matching 

autonomous navigation.  

 A computer model of the shooting system can be 

the source of initial information   0 :I f S M D  

about this function when adjusting a CENS for opera-

tion in a given application area. After adaptation to the 

application area, this model simulates shooting system 

operation in this area:   0 :I f S M D  =

1( )( , ):f d p D P Mˆ     , where   is a general-

ized parameter with a constant value for all d D  and 

p P . Adaptation consists in setting this particular 

“value.” Its physical meaning will become clear from 

further presentation. The generalized parameter 

,p P  where P  is the set of admissible values, corre-

sponds to the disturbing factors considered in the 

shooting system modeling. Selecting an application 

area means choosing the sets D and P of admissible 

values of the refined and disturbing parameters, re-

spectively. Note that the function 1
f̂
  is the inverse of 

 :f S M D , and the computer simulation model of 

the shooting system implements a parametric family of 

such functions,   1
f̂



 . 

 The CENS onboard computer can be treated as a 

technical realization of the parametric family of sin-

gle-valued functions  
α

(α)( )
A

f Sˆ


, where 

  α : f Sˆ M D̂  is a particular function from this 

family. During the CENS adjustment procedure, this 

function is uniquely chosen depending on the value of 

the generalized parameter α A .  

As shown in [4], the elementary piecewise constant 

(step) functions of one variable can be generalized and 

used to approximate the functions  :f S M D . In 

this case, the partitions of the real axis into segments 

correspond to the partitions of the image set M into 

classes. It has been found that it is reasonable to solve 

some actual problems of CENS by applying hierar-

chical partitions of the set into classes and subclasses. 

For generalized step functions with the same number 
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of subclasses in each class at the same hierarchical 

partition level, we have [4] the analytical expression 

       

  

1

1 1 2 1

1 2

1 2 1 2 1 1 2
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1
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π  .
r

r r r

r

ll

i i

l

i i i i

i i i i

i i i i i

i

f S S S

S

ˆ

d̂


 

  


   



 


 

Removing the constraint on the number of subclasses 

yields 

       

  

1

1 1 2 1

1 2

1 2

1 2 1 2 1 1 2

1 1

1

χ π π

χ π

i

i i ir

r r r

r

ll

i i

l

i i i

i i i i i i i i i

i

if S Sˆ

ˆ

S

S d .





 

  


   


        (1) 

Then the problem Z  can be formulated as a func-

tion approximation problem. 

Statement of the problem Z . The function 

 :f S M D  is defined by the inverse 

1(θ)( ,  ): ,f̂ d p D P M
    where the parameter θ  

has a constant value for all d D  and ,p P  being 

uniquely determined by choosing the sets D and P (all 

possible values of the refined and disturbing parame-

ters, respectively). The parametric family of general-

ized step functions  
α

( )( )
A

Sf̂


   2  and an admissi-

ble CENS error ε > 0  are given. It is required to find

*
A   such that      α , ,*

M f Sˆ f S    where

M  denotes a metric in the space of functions with the 

domain M  and the codomain D .  

Recall that the analysis is temporarily restricted to 

the set 2
D R . Therefore, for a fixed image S, the 

system response d̂  is correct if  ρ , εd̂ d  , where ρ 

denotes the distance function of two points in the 

plane 2
R . 

Critical exposures are planned and implemented 

due to the following reasons. Suppose that the problem 
Z  is solved. Upon arriving at the application area 

and receiving the image S, the system will calculate 

the value of the function *(α )( )f S  ˆ  d̂  and return it as 

the response. Let the correct response be d; the stress 

exposure will be critical if its realization ensures 

 ρ , εd̂ d   for all possible input images S in this ap-

plication area. Within map-matching autonomous nav-

igation, the function  :f S M D  is subjected to the 

stress exposure; see the representation above. The 

function 1 θ)( ,( ):f d p D P Mˆ     is the data source 

for choosing the values of the stress exposure parame-

ters. The exposure has the following effect: when solv-

ing the problem Z , we use the “obsolete” data on 

the autonomous navigation conditions (before the ex-

posure) instead of the current data. We should have 

used not 1 θ)( , )(f̂ d p
  but 1( ))( , )(R f̂ d p

  , where R 

is an operator transforming the obsolete function 

 1
f̂
   into the current one considering the exposure. 

Therefore, the problem Z  can be generally for-

mulated as follows. 

Statement of the problem Z . The function 

 :f S M D  is given by the inverse 

1 )( , ): ,(f̂ d p D P M
     where the parameter   

has a known value. The solution   *α :f S M Dˆ ˆ  of 

the corresponding problem Z  is also known. It is 

required to find an operator R such that 

     1 1(α )( )( , )) , α ( ))(( ( , ) ε* *ˆ ˆ ˆf f d p   f ˆR f d p    
     

   ∀ (d, p) ∊ D⨯P. 

Consider a particular case of this problem to clarify 

the meaning of general expressions and further devel-

op the concept of the AGIS CENSs. In formula (1), let 

r = 2 (the levels of hierarchical partitioning into clas-

ses and subclasses) and the preliminary image trans-

formations be excluded from the analysis, i.e., 

 π S S  and  
1 2 1

π
ri i i  S S
  .  Then we have: 

 
1

, where  , 1 , ;
l

i m n

i

M K K K    m n  , l  m n  


    

 
1

, where

1,…,   and  , 1, , ;

il

i ij im in

j

i

K K  K K

 i l  m n  l  m n 



 

   

 

     
1 1

χ χ
ill

i ij ij

i j

ˆ ˆ .f S S S d
 

                 (2) 

The expression (2) can be written in the vector 

form 

     ,f S S Sˆ ˆ χ f ,   (3) 

where angle brackets denote the scalar product of gen-

eralized vectors and 

   1 2χ ( ), χ ( ),...,χ ( ) ,lS S S Sχ  

   1 2( ), ( ),...,  ( ) ,lS f S f Sˆ f̂ˆˆ Sf  

     
1

,χ
il

i ij ij i i

j

ˆ ˆf ˆS S d   S ,  


  χ d  

   1 2χ ( ),  ( ),..., ( ) ,
ii i i ilS S S S  χ  
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 1 2,  ,…,  ,
ii i i il

ˆ ˆ ˆˆ d d dd  

1,…,    i l .  

Note that  if̂ S  are approximating functions for 

the contractions of the function  : f S M D  into 

the subsets 
iK M . 

The vector function  ˆ Sf  has the coordinatewise 

representation 

        1 1 2 2 ,... , , l l
ˆ ˆ ˆS S , ˆS , S ,   .f χ d χ d χ d  

As a result, the expression (3) takes the form 

     
    

1 1

2 2

,

,…,

f S S , S ,

S , .

ˆ

ˆSˆ ,

ˆ χ χ d

χ d χ dl l

 

   
              (4) 

According to (4), only the vector functions  Sχ  

and  i Sχ  depend on the input image. By definition, 

however, any algorithm for calculating such functions 

is a recognition algorithm [5]. As proved therein, any 

recognition algorithm can be represented as applying 

the recognition operator B(S) to the image S and the 

decision rule C(B(S)) to the result. Note that recogni-

tion algorithms use feature sets of the recognized ob-

ject, extracting them from the images S coming from 

the shooting system through their prior transfor-

mations. Now let us analyze such transformations. In 

the expression (4), we have 

     π ,S Sχ C B   

where:  

 
  πib S  

is a numerical measure of the closeness of a given im-

age to a class 
iK M ; 

         1 2, ,...,π  π πlC b S b S b S =  1 2, ,…,  lc  c c ,

 where   0  1  ,   1,…,  ;ic   , i l   

     π ,i iS Sχ C Bi , and   , where   1,…, ,i i i lB C  

are described by analogy. 

Hence, the AGIS CENSs should include libraries 

of software components implementing these operators 

and the preliminary transformations of images at dif-

ferent levels: from refinement and filtering to the sce-

ne description on the terrain section shot [6].  

We adopt the obtained structure of vector charac-

teristic functions to reveal the structure of the parame-

ters α A  in the parametric families of generalized 

step functions   
α

α)(
A

f Sˆ


. The analysis below is 

restricted to the decision rules C and 
i  C  without pa-

rameters (the most common case according to [5]). 

Then the only parametric families are those of recog-

nizing operators. For       π

α
α π α ( )

B B

B

A

S


B , we 

have 

        πα π α ,B
S Sχ С B  

where:  

          π π
1α π α α (π α , B B

S b SB  

           π π
2α π α ,...,  α π α ,B B

lb S b S
 

     πα π αB
ib S  is a numerical parametric measure 

of the closeness of a given image to a class ;iK M  

           
       

π π
1 2

π
1 2

α π α , α π α ,...,

α π α ,  ,…, ,

B B

B
l l

b S b S

b S c c c

C

 

 where  0  1  ,  1,…,ic   , i l.   

The parametric families 

      π

α
α π αi

i i
i i

B

i i
A

S


Β
B B

 are described by analogy. 

Then the parameter   can be represented by the 

set 

1 21 2

1 2

π
1 1 1

1 1

=(α ; α ,…,α ;α ,…,α ; α ,

.

…,α ;…;

α ,…, ; ,…,  )α ll

l

B BB BB B
l l l

BB

ll

 

ˆ ˆ


d d
     (5) 

The CENS is adjusted for operation in an applica-

tion area by determining the particular values of the 

preliminary transformation parameters πα  and recog-

nizing operators αB  and αB
i  and the set of vectors id̂ . 

(The component  , ij ij ijXˆ ˆ ˆd Y  of some vector id̂  

will be returned by the system as a response for 

ijS K .)  

Section 2 considers image modeling issues for dif-

ferent CENS shooting systems and different prelimi-

nary transformations   ππ α S  with the parameters

πα  as well as the corresponding parametric families of 

functions 1 )( , :(  )f d p D P Mˆ     , where D and P 

are the value sets of the navigation parameter refined 

by CENSs and the disturbing parameter, respectively.  

Concluding this section, we analyze the other pa-

rameters of the set (5) and the parameters   used 

to adjust the shooting system model for a given appli-

cation area in the problems Z  and Z . Consider the 

example of single-level partitions into classes and 

CENSs with image matching under no disturbing pa-

rameters p  (Fig. 1).  

         1 2π (π ,  (π ,...,  (π ,lS b S b S b SB
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Fig. 1. The notions of the proposed mathematical model. 

 

 

In this case, the set of possible CENS responses––
the nodes of a rectangular grid of shifts––is described 

by the matrix ijd̂    =  , ,ij ij
ˆ ˆX Y  where 1,  2,…,i  m  

and 1,  2,…, j n . The one-level partitioning of the 

image set M and the expression for the step function 

take the form 

1 1

, where   and ,
m n

ij ij tq

i j

M K K K    i t j q
 

      
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11 1
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where    1 2χ ( ), χ ( ),..., χ ( ) ,i i i inS S S Sχ

 1 2, , …,  ,i i i in
ˆ ˆ ˆdˆ  d dd  1,…,   i m.  

With 
iχ  written through the superposition of the 

recognizing operator and the decision rule, we obtain 

        πα π ,αiB

i iS Sχ C Bi  

where: 
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mc  c c   where   0  1  ,   1,…, i

jc   , j m.   

Then the parameter α  is represented by the set 

1 1 2 2π
1 1

1 1

=(α ; α ,…,α ;α ,…,α ;…;

α ,…, )α .; ,…, m m

B B B B

m m

B B

m m

 

ˆ   ˆ


d d
           (6) 

A domain is called a shooting area if it combines 

all terrain sections in the shooting system frame in an 

application area of a CENS. For a fixed shooting sys-

tem in the case under consideration, the boundaries of 

such sections depend only on the planned coordinates 

of the shooting points. 

When solving the problems Z  and Z , the parti-

tion of the set of possible input images M into classes 

ijK  is supposed to satisfy the following condition: if 

S  belongs to a class ijK , it is obtained in a small 

neighborhood ijD̂  of a node ijd̂  of the shift grid ijd̂   =

  ij ijX ,  Yˆ ˆ , where 1,  2,…, i  m  and 1,  2,…, j  n . In 

this case, the CENS error will not exceed ε:  
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 ρ    ε 2ijd , dˆ    , where  denotes the distance 

between the grid nodes. Moreover, it is assumed pos-
sible to obtain an appropriate reference image (RI) of 

the shooting area. “Appropriate” means that this image 

can be used as the parameter RI   of the simulation 

model of the shooting system 1 )( : ( )f RI d D Mˆ    to 

find the solution (6) of the problem +Z  (and solve the 

problem -Z  as well). The first problem consists in 

calculating the values of the parameters in formula (6) 

using 1 ))((f RIˆ d
 . By assumption, with some prelimi-

nary transformation   π(π α )S , the solutions are 

1( )α )(iB

j ij  f RI d̂ˆ   and 1 )(i i ind ,ˆ ˆ  ,ˆ dd . The decision 

rule searches for the maximum value of 

    πα (π αiB

jb S  over all i and j and assigns 
i
jc  a 

value of 1; for details, see [6, 7].  

The formation of reference images satisfying these 
assumptions is described in Section 2. Section 3 con-

siders the case       π 1α (π α )( ,( )iB

j ijb S f̂ RI d̂ , S
 r  

where r is the mutual correlation of the image and the 
reference image fragment corresponding to the shift of 

the image frame to the node ijd̂ . For this case, we find 

an effective operator R solving the problem Z . 

2. COMPUTER SIMULATION OF DIFFERENT-TYPE 

SHOOTING SYSTEMS USED IN CENSS 

The correlation image processing algorithm in 
CENSs is based on maximizing the mutual correlation 

function C of the current and reference images to de-
cide that at the determination instant the aircraft’s co-

ordinates coincide with the reference image center. 

Consider control of the value 1
s

C  during S cycles 

of stress exposures sequentially introduced in pixels (i, 

j) of the reference image:  

 

 

1 1

1 1

1

1
2

2

11 1

MyMx

i j

My

N

ij ij k k k

ks

N

ij ij

MyMx Mx

i j i

k

j

k k

k

a a b i x , j y

C

a a b i y

.

x , j

 

   





 
   

 

 
   










   


(7)

 

Here, we use the following notations: ij  a  is the 

brightness of the reference image;

 
1

N

ij ij k k k

k

a a b i x , j y


 
   

 
  is the brightness of the 

current image (changed by the means of stress expo-

sure by the value bk in the corresponding pixel (i, j) of 
the reference image); N is the number of the means of 

stress exposure; finally, Mx and My are the dimensions 

of the reference and current images, respectively. 
Formula (7) presents the reference and current im-

ages. The peculiarities of forming these images and 
preparing information for the operation of some types 

of CENS sensors are described below. 
The following types of onboard sensors are most 

developed and widespread. 

 Optical sensors in the visible wavelength range of 
electromagnetic radiation (EMR). The wavelength 

range of optical radiation is from 100 nm to 1 mm. It 
is divided into ultraviolet (100–400 nm), visible (400–
700 nm), and infrared (700 nm–1 mm); see Fig. 2. 

 Thermal sensors in spectral ranges in transparen-
cy windows of 0.7–0.9 μm, 0.9–2.5 μm, 3–5 μm, and 
8–14 μm (Fig. 2). Thermal sensors have stable opera-

tion in the ranges of 3–5 μm and 7–14 μm. CENSs 
with such sensors work at ranges from a hundred me-

ters to several kilometers. 

 Radar sensors in decimeter, centimeter, and mil-
limeter  radio bands. They  are used  mainly to  detect  

ground objects. Active radar sensors can operate at 
several tens of kilometers but are almost not used for 

imaging in CENSs. However, there exist many differ-

ent means with active radar navigation systems, and 
they can be subjected to stress exposure [8–11]. 

 Hyper-spectrometers. The development of 
CENSs with hyper-spectrometers is a priority: multi-
ple information acquisition channels provide real op-

portunities related to permeability in any environment, 
reliability of object classification, and selection of in-

terference of natural and artificial origin. In practice, 
CENSs can implement intelligent positioning of air-

craft using modern signal processing methods [12, 13]. 

 

 

 
Fig. 2. Radiation ranges. 

 
When creating the unified means of reconnaissance 

and CENSs, adaptation to a particular task can be car-
ried out by changing the mathematical apparatus of 

signal processing. Hyperspectral images allow detect-
ing buried and caved objects, minefields, and under-

ground communications due to the significant differ-
ence in their reflection spectra. Hyperspectral images 

display continuous spectral bands, unlike multiband 
images with separated spectral bands.  

https://www.hmong.press/wiki/Multispectral_image
https://www.hmong.press/wiki/Multispectral_image
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CENS sensors of visible and thermal ranges of 

EMR wavelengths have high spatial and temperature 

resolution. Radio-thermal CENS sensors provide the 

resolution necessary for recognizing many areal ter-

rain objects [13]. 

An important issue is determining the number of 

the means of stress exposure in the INS correction ar-

ea. For this purpose, we estimate the accuracy of air-

craft navigation using CENSs [5, 8, 9, 14–16]: 

Pobj

2
obj

2
nav

1 exp
2σ
R 

    
 

 , 

where Pobj is the probability of determining the ob-

ject’s coordinates, Robj is the object’s radius on the 

terrain (in m), and σnav is the navigation accuracy of 

the inertial system (in m).  

By assumption, an object is detected if the CENS 

sensor’s field of view at least touches the outer bound-

ary of the terrain section where the object is located. 

The navigation point obeys the Gaussian distribution 

law, and the lateral deviation and range deviation co-

incide with one another (Fig. 3). 
 

           

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 3. The sighting scheme for aircraft equipped with CENS at a given 
point: 1––object location area, 2––the largest radius of the circle fully 

inscribed in the outer contours of the object, 3––CENS field of view. 

 

When the CENS sensor’s field of view (Rview) 

touches the object’s location area, particularly the cir-
cle of radius Robj, the probability of CENS activation 

can be supposed 1. 

Under the maximum possible errors of the inertial 

navigation system, the dimensions of the reference 

image of the terrain must be larger than those of the 

current image. This condition has not been justified in 

the available literature. According to [8, 9, 17], the 

dimensions of the current image obtained by the 

CENS sensor during navigation can be half the dimen-

sions of the reference image stored in the onboard nav-

igation system. 

We emphasize another important aspect. The ap-

proach of a moving object to the CENS operation area 

is guided by the INS and therefore depends on its ac-

curacy. The CENS sensor’s field of view on the terrain 

from the activation altitude must have a radius exceed-

ing three times the mean square error of the INS (σINS). 

This requirement ensures position correction by the 

CENS with a probability close to 1, in accordance 

with the Gaussian distribution of errors when ap-

proaching the object area (under the failure-free opera-

tion of the CENS). 

If the CENS fails, the accuracy of aircraft naviga-

tion will be determined by the accuracy of the inertial 

navigation system, σnav. For this purpose, the generated 

current image should be appropriately modified at the 

position correction instant by the ground means of 

stress exposure. Also, they can be placed in the cone 

of space between the CENS sensor and the object (the 

circle of radius Robj). 

Analysis shows that the expression (7) is sensitive 

to image distortions and the value C is controllable. 

Hence, we can propose an optimal method of finding 

the number and power of the means of stress exposure 

on the CENS sensor. This method sequentially ex-

tracts the brightest or dimmest pixels in the reference 

image depending on the types of such means.  

Methods of purposeful impact on the operation of 

CENS sensors can reduce their efficiency in modern 

navigation systems. 

Consider the issues of preparing images for use 

when implementing stress exposure methods for 

CENSs. 

For the areas of stress exposures on the CENS op-

eration, it is necessary to prepare special images by 

processing photos. A digital image should be parti-

tioned into larger pixels [18]. For example, an original 

color image of the terrain (Fig. 4) was divided into 

pixels of dimensions 587×441, and the side length of 

each pixel of the black-and-white image was 7 m on 

the terrain (Fig. 5). The following objects were repre-

sented in pixel format: a road network (Fig. 6), vegeta-

tion (Fig. 7), hydrography (Fig. 8), and a settlement 

(Fig. 9). These objects are the most informative in the 

visible range of EMR wavelengths. 

The pixel images in Figs. 4–9 have dimensions of 

587×441 elements. Each pixel was assigned an aver-

age brightness of several pixels of the original image. 

For preliminary processing, we used a terrain photo 

consisting of 4241×3769 elements. The side sizes of 

one pixel were 0.85 m (the original color image on the 

terrain) and about 7 m (the transformed black-and-

white image). These figures are important for further 

calculations, especially when processing images of 

large dimensions. 

3 

1 

2 

Rview 

Robj 

Direction of aircraft movement 
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Fig. 4. An original image. 

 

Fig. 5. A black and white image. 

 

Fig. 6. A road network. 

 

   
 

Fig. 7. Vegetation. 

 

Fig. 8. Hydrography.  

 

Fig. 9. A settlement. 

 

 

Figure 5 is a black-and-white image where each 

pixel shows an optical density value. 

This image contains optical density values as the 

brightness of the reference image (formula (7)). As a 

rule, the minimum optical density limit does not equal 

0: usually, its value is 0.1 conventional units and 

greater. On the other hand, the maximum limit never 

equals 4.0: usually, it is less than 3.8. Such ranges can 

be processed by scanners (e.g., when inputting a digi-

tal image). On terrain images, it is possible to display 

objects with optical densities of 0.1–2.2 and greater. 

The practice-based scale of these values is presented 

in the table below.  

 

Tone scale on a black-and-white terrain image 

Image  

phototone 
Separation principle 

Optical density 

D 

White 
Visually distinguishable tone 

in the image 
0.1 or less 

Almost white Optical density of the veil 0.2–0.3 

Light gray Minimum optical density 0.4–0.6 

Gray Average optical density  0.7–1.1 

Dark gray Maximum density  1.2–1.6 

Almost black 
Tone exceeding the maxi-

mum density  
1.7–2.2 

Black 
Visually distinguishable tone 

of scale 
2.2 or more 

Figure 10 shows a monochrome image; shades of 

gray are more likely, but other combinations with 

tones of one color, such as green-white or green-red, 

as well as tones from light brown to dark brown, are 

also possible. 

Under digital processing, monochrome has only 

two values: 

– only one color (either on or off), i.e., a binary 

image; 

– shades of this color. 

Figure 11 demonstrates a posterized image, speci-

fying the number of tonal levels (brightnesses) of the 

image. This is necessary, e.g., to create large mono-

tone areas when forming reference images for the sub-

sequent modeling of effective stress exposure condi-

tions for the CENS operation. In all digital images, the 

color levels are discrete, and the smooth continuous 

transition between them is achieved by the number of 

these levels. The black-and-white image in Fig. 12 

serves for comparison with the posterized one. 

Let us discuss some features of using radar images. 

Getting detail at less than 50 cm per pixel is not a 

challenge for modern satellite radars. However, this 

resolution applies to only one axis: the pixel will be 

not square. On the second axis, the resolution could be 

around 100 cm. For example, 100×25 cm is one of the 
best current results for the reference image [10]. A 

radar  image  is  obtained  monochrome,  with  various  

https://en.wikipedia.org/wiki/Grayscale
https://en.wikipedia.org/wiki/Green
https://en.wikipedia.org/wiki/Binary_image
https://en.wikipedia.org/wiki/Binary_image
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Fig. 10. A monochrome image. 

 

Fig. 11. A posterized image. 

 

Fig. 12. A black-and-white image. 

 

features of radio waves reflection from different ob-

jects, including the display of some details hidden on 

conventional optical images. 

For map-matching navigation systems, we consider 

the methods and technologies of obtaining and pro-

cessing satellite photos: other sources are unlikely [3, 

11]. 

When modeling a navigational sensor, a mono-

chrome image most clearly reflects the available refer-

ence objects as shades of black or white image frag-

ments, whereas a color image is used only to represent 

perceived brightness by combining several channels 

(usually, red, blue, and green). The individual chan-

nels can be weighted to achieve the desired result. For 

example, the green and blue channels can be combined 

and the red channel can be turned off. 

Under hypercube information processing, various 

representations are possible for the final expressive 

results in the image, associated with separating the 

necessary reference objects for CENSs. The reference 

points should be selected using SURF, one of the most 

effective modern pattern recognition algorithms [12, 

19]. 

This algorithm includes the following stages:  

– performing the scale-space representation,  

– calculating the Hessian values, 

– searching for local maxima, 

– determining the true maximum, 

– determining the reference point orientation,  

– forming the reference point descriptor.  

SURF searches for the key points of the image us-

ing the Hessian matrix and creates their descriptors 

invariant to scale and rotation. The Hessian achieves 

maximum at the maximum change points of the 

brightness gradient. It is good at detecting spots, cor-

ners, and line edges. The Hessian is invariant to image 

brightness shift but not to scale. This problem is 

solved by testing different scales and filters, applying 

them one by one to a single pixel. The method splits 

the entire set of scales into octaves. 

Different types of images allow choosing objects 

for managing the computer simulation of CENS per-

formance improvement conditions and CENS failure 

conditions when the means of stress exposure are ap-

plied to onboard motion control programs. 

A binary (black and white) image involves only 

two quantization levels and represents only white and 

black colors. A grayscale image uses 256 quantization 

levels, with 8 bits (1 byte) reserved for the description 

of each image element. Black always corresponds to 

level 0, whereas white corresponds to level 1 of the 

binary image and level 255 of the grayscale image. 

A color image is formed using a particular palette 

(RGB, CMYK, etc.). In each palette, colors and their 

tones are created by mixing the three primary colors in 

proportions corresponding to their quantization levels. 

The RGB palette uses three primary colors: Red, 

Green, and Blue.  

To represent one image element, we need: 

– 1 bit for a binary image,  

– 8 bits (1 byte) for a grayscale image with 256 

quantization levels, 

– 24 bits (3 bytes) for a color image with the same 

number of quantization levels. 

When forming an image, the capabilities of 

onboard CENS computers and their information sup-

port are taken into account. 

3. OPTIMIZATION OF STRESS EXPOSURES                    

ON AUTONOMOUS NAVIGATION CONDITIONS OF CENSS 

WITH IMAGE MATCHING BY MUTUAL CORRELATION 

Mathematical expressions for calculating automat-

ically the optimal powers of the means of stress expo-

sure located in calculated coordinates were obtained in 

the paper [4]. As established therein, the means of 

stress exposure arranged on the terrain (object) have 

different impacts on the current image formed by the 

CENS sensor, affecting the similarity of the reference
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and current images. By moving the means of stress 

exposure in a certain installation domain, we can min-

imize the correlation function of the reference and cur-

rent images. 

Problem statement. The physical field brightness 

distribution aij is known. There are N means of stress 

exposure on a navigation system sensor, and means k 

induces a given additional field brightness bk(i, j) 

when placed at the origin. Consider a known variant 

of placing means k at a point with coordinates (xk, yk), 

k = 1,..., N. After automatically calculating the opti-

mal powers Ak of each means of stress exposure, it is 

required to find the displacements (∆xk, ∆yk), k = 1,..., 

N, ensuring the reduced correlation between the cur-

rent and reference images [10].  

Problem solution. In the elementary case, the cor-

relation is calculated on the window 1 ≤ i ≤ Mx, 1 ≤ j ≤ 
My. Under a given arrangement of the means of stress 

exposure, the physical field brightness at a point with 

coordinates (i, j) will be changed means k with power 

Ak  to the value 

 
1

N

ij k k k k k kk
a A b i x x , j y y


     , 

where: i and j are the pixel coordinates on the refer-

ence image; xk and yk are the coordinates of the means 

of stress exposure; ∆xk and ∆yk are the displacements 

of the means of stress exposure. 

The correlation between the current and reference 

images is given by  

 
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                               (8) 

To solve the problem, we find the components of the displacement vector (∆x1,..., ∆xN, ∆y1,..., ∆yN) that decrease 

the correlation value C. For this purpose, the displacement vector must be opposite to the gradient vector of the func-

tion C (the partial derivatives of C in the direction (∆x1,..., ∆xN, ∆y1,..., ∆yN). These partial derivatives are: 
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. The gradient vector in the di-

rection (∆x1,..., ∆xN, ∆y1,..., ∆yN) gives the displace-

ment vector of the means of stress exposure that re-

duces the correlation. The displacement value can be 

calculated by minimizing a function of one variable 

using the standard bisection algorithm. The iterative 

application of such displacements allows reducing the 

correlation at each step. The proposed bisection meth-

od is a sequential minimization method for function 

(8). It is possible to construct nested segments, each 

containing at least one of the optima (the minimum of 

the correlation function). There are no such applica-

tions of the bisection method, as well as other optimi-

zation methods and algorithms for correlation func-

tions, in the available literature. This process continues 

until achieving a given rate of convergence. Its value 

is obtained experimentally for each type of CENS sen-

sors during simulation modeling. 

The described method can serve to optimize the ar-

rangement of the means of stress exposure in optical, 

thermal, and radio-thermal wavelength EMR ranges 

EMI and when using the hypercube of information 

obtained by hyper-spectrometers in transparency win-

dows. In the radar wavelength range, however, an ad-

ditional problem arises: the placed means of stress ex-

posure must be oriented in space relative to the field of 

view of the navigation system sensor so that the re-

flected signal will return to the system sensor. The 

means of stress exposure in the radar range are aimed 

at reducing or increasing the effective scattering sur-

faces and the distortion of the backward secondary 

radiation diagram based on reflecting and absorbing 

composite materials.  

CONCLUSIONS 

This paper continues studies to justify the project 

of an applied geographic information system (AGIS) 

for modeling search correlation-extreme navigation 

systems (CENSs). The corresponding concept was 

presented in [4]. Let us summarize the results: 

 The mathematical model of approximation of the 

functions describing autonomous navigation condi-

tions in application areas of search CENSs by general-

ized step functions has been further developed. This 

model has been employed to analyze critical stress 

exposures on the CENS operation. Based on the analy-

sis results, the requirements for the applied geographic 

information system (AGIS) for the developers of 

CENSs have been specified.  

 Possible dimensions have been determined for 

the reference image formation area to implement stress 

testing. Also, the impact of stress testing on the loca-

tion of the carrier of the map-matching autonomous 

navigation system has been assessed.  

 New procedures have been formulated for the 

technology of preparing special images with a certain 

structure. These procedures allow constructing inter-

ference zones for onboard sensors, including purpose-

ful impacts to violate the system.   

 The arrangement of the means of stress exposure 

on map-matching autonomous navigation systems 

with image matching by mutual correlation has been 

improved. 

 Attention has been paid to the use of different 

physical fields of the Earth in navigation systems. 

They significantly affect the approaches to stress ex-

posures on the operation of navigation systems. 

 The obtained results can be used in technologies 

for creating modern navigation systems and their test-

ing in complex operating conditions of information 

sensors in the AGIS CENSs. 
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15TH INTERNATIONAL CONFERENCE ON MANAGEMENT       

OF LARGE-SCALE SYSTEM DEVELOPMENT (MLSD’2022) 

 

 

The 15th International Conference on Manage-

ment of Large-Scale System Development 

(MLSD’2022) was held on September 26–28, 2022. 

This conference is organized annually by Trapeznikov 

Institute of Control Sciences, Russian Academy of 

Sciences (ICS RAS), with the support of the IEEE 

Russia Section. The conference aims to promote R&D 

cooperation on various managerial aspects of large-

scale system development at sectoral, regional, na-

tional, and transnational levels.  

Leading scientists from academia, research insti-

tutes, universities, and governmental and commercial 

organizations, professionally involved in the theory 

and practice of management in the modern era of the 

information society, are traditional participants of the 

conference. 

Following the publication policy, MLSD confer-

ences broadly present to the scientific community new 

approaches, principles, and capabilities of cybernetic 

large-scale management based on mathematical mod-

eling and modern information and communication 

technologies.  

Every year the conference proceedings are pub-

lished in Russian; since 2017, selected conference 

papers have been placed in the IEEE Xplore digital 

repository. About 150 MLSD papers annually con-

tribute to the world’s scientific collection. 

The MLSD’2022 program included 18 plenary 

and 199 sectional papers of leading experts from 30 

cities of Belarus, Kazakhstan, China, the USA, and 

Russia. Amongst them, 155 papers were extended and 

published electronically in IEEE Xplore.
1
 

Traditionally, the conference has a plenary session 

and 16 sections in the following areas. 

Section 1. Management problems of large-scale 

system development, including multinational corpora-

tions, state holdings, and state corporations.  

Section 2. Methods and tools for managing 

investment projects and programs.  

                                                           
1 https://ieeexplore.ieee.org/xpl/conhome/9933724/proceeding  

Section 3. Management of development of a 

digital economy. Design offices both situational and 

expected analytical centers, institutes of development 

of large-scale systems.  

Section 4. Simulation and optimization in the 

problems of development management of large-scale 

systems.  

Section 5. Nonlinear processes and computing 

methods in the problems of management of large-

scale systems.  

Section 6. Management of development of 

banking and financial systems.  

Section 7. Management of fuel, power, 

infrastructure, and other systems.  

Section 8. Management of transport systems.  

Section 9. Managing the development of 

aerospace and other large-scale organizational-

technical complexes.  

Section 10. Managing the development of 

regional, urban, and municipal systems. 

Section 11. Management of objects of nuclear 

power and other objects of increased danger. 

Section 12. Information support and software 

management systems for large-scale production. 

Section 13. Methodology, methods, software, and 

algorithmic support of intellectual processing of large 

volumes of information. 

Section 14. Monitoring in the management of 

large-scale systems. 

Section 15. Management of large-scale systems 

advancement in healthcare, medico-biological 

systems, and technologies. 

Section 16. Managing the development of social 

systems. 

MLSD’2022 aimed to cover big data management 

issues, including big data use in various areas of man-

agement, as well as the standardization of methods, 

models, and tools for big data processing.  

The main theme of the conference was theoretical 

foundations for the strategic management of large-

scale system development in the context of national 

security. 

http://doi.org/10.25728/cs.2022.6.6
https://ieeexplore.ieee.org/xpl/conhome/9933724/proceeding
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This range of problems is topical, as was clearly 

justified by Dr. Sci. (Eng.), Prof. A.D. Tsvirkun (ICS 

RAS) in his plenary paper “Managing the Develop-

ment of Large-Scale Systems in the New Conditions 

of Sanctions.” The author defined the essence and 

content of the modern geopolitical situation as the 

confrontation of three alternative scenarios of world 

order evolution (mondialism, unipolarity, and multi-

polarity of the world, respectively). Mondialism is the 

elimination of national states and the transition of full 

power into the hands of transnational corporations. 

Unipolarity characterizes a world where power and 

control of resources are concentrated in a chosen terri-

tory, and other countries and peoples become its colo-

nies. Multipolarity is the freedom of creation and 

competition between different civilizations. This con-

text of the modern world order is determinative to 

understanding sanctions policy.  

The paper described TEO-INVEST, a digital plat-

form (software package) to elaborate investment pro-

jects for a group of enterprises or enterprises with a 

complex internal structure. This platform has high 

potential due to possible integration with Capital In-

vestments, the state information system to monitor the 

implementation of agreements, reimbursements of 

investors, and tax deductions. In the future, the Feder-

al Tax Service should become a single complex for 

attracting private capital to new investment projects 

and a navigator of state support measures for busi-

ness. 

The complexity of the current geopolitical situa-

tion was also addressed by Dr. Sci. (Eng.), Prof. V.V. 

Tsyganov (ICS RAS). In the plenary paper “Methods 
and Models for Adapting the Russian Transport Infra-

structure under Sanctions,” he systemically analyzed 

the destructive effects of anti-Russian sanctions on 

Russia’s transport sector. Obviously, the Western 

countries and their allies in Asia are attempting a 

global blockade of the Russian Federation in trade and 

transport spheres. Due to unprecedented sanctions, the 

economic situation in the country is very difficult. 

From the author’s point of view, the socio-economic 

development of Russia under sanctions is impossible 

without an advanced geographical transformation of 

the national transport infrastructure. Turning logistics 

from the West to the East is a transport development 

strategy for improving social stability and defensive 

potential. As discovered, this strategy is complicated 

to develop: in practice, it required a new “theory of 

large transport systems” and a complex set of 

transport infrastructure management models under 

sanctions. The proposed digital platform includes a 

dynamic real-time model of government operation in 

uncertain conditions and five functional blocks (man-

agement of transport infrastructure development for 

socio-economic systems; selection and expertise of 

transport infrastructure development projects; training 

and restructuring of transport infrastructure; formation 

of transport corridors; ensuring security). In conclu-

sion, Tsyganov dwelled on some issues of implement-

ing the prototype of such a set of models in the pro-

jects of new transport infrastructure to improve living 

standards as well as the economic efficiency and secu-

rity of the Russian Federation. 

Academician of RAS S.P. Filippov and the co-

authors, Cand. Sci. (Econ.) F.V. Veselov and Drs. Sci. 

(Eng.) A.V. Keiko and T.G. Pankrushina (Energy Re-

search Institute RAS) presented the plenary paper “In-

formation and Model Support for Decarbonization 

Management in the Russia Energy Sector.” It was de-

voted to the key direction in the transformation of the 

modern economy. The authors considered the produc-

tion structure of the country’s energy economy as an 

objective source of greenhouse gas emissions, acting 

as the center of strategies and measures of decarboni-

zation programs and the low-carbon restructuring of 

the strategic planning system. The National Climate 

and Energy Plans (NCEP) of EU countries were ana-

lyzed. As applied to Russian reality, the matter con-

cerns the close integration of the three most important 

documents: the Energy Strategy, the Forecast of the 

Scientific and Technological Development of the Fuel 

and Energy Sectors, and the Forecast of the Long-

Term Socio-economic Development of the country. In 

the new conditions, only this approach can become an 

effective tool for managing decarbonization in almost 

all spheres of the economy with fossil fuels (the har-

monization of the pace of technological re-equipment 

and the commensurability of required costs and 

achieved environmental effects along all fuel and en-

ergy resource production and consumption chains). 

For the practical implementation of such a strategy, 

the paper proposed SCANER, a digital platform (a 

modeling and information package) to study the fun-

damental interconnections of the Russian fuel and 

energy complex with the global energy system (at the 

level of Russian energy resources exports) and the 

national economy (considering sectoral production 

capabilities of the fuel and energy complex and sol-

vent domestic demand). 

The plenary paper “The Interaction of Federal Dis-

trict Economies of the Russian Federation (Coalition 

Analysis Results)” by Corresponding Member of RAS 

V.I. Suslov and co-authors Yu.S. Ershov (Institute of 

Economics and Industrial Engineering, SB RAS, No-

vosibirsk) and Cand. Sci. (Econ.) N.M. Ibragimov 
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(Novosibirsk State University) was devoted to region-

al economic integrity. In terms of strategic planning, 

this paper logically agrees with the directions of ener-

gy and transport development mentioned above. The 

research was based on applied calculations on the in-

terregional multisector optimization model for 40 sec-

tors and 8 federal districts of Russia for the year 2030. 

The proposed digital platform involves calculations 

by the coalition analysis methodology (assessing the 

autonomous development capabilities of all possible 

coalitions of federal districts). The coalition analysis 

rested on input-output tables and the theory of coop-

erative games; the semi-dynamic version of the inter-

regional multisector optimization model with the non-

linear setting (8 federal districts and 40 types of eco-

nomic activity) was used for implementation. Accord-

ing to the calculations, the rupture of ties between 

regions and their ties with the outer world caused 

changes in almost all regional development indicators: 

the final product, gross output, investment, and em-

ployment. The authors presented several negative im-

pacts of the potential rupture on various regional 

characteristics. As demonstrated by the calculations, 

the national economy has a high degree of interre-

gional integration and involvement in the global 

economy. The greatest effect is expected from the 

coalition interaction of the eastern regions: they 

“work” for the all-Russian market, provide exports 

(oil and gas, non-ferrous metals, timber), and have a 

positive balance of commodity exchanges and a 

smaller share in the total final consumption (as com-

pared to the share in the total GRP).  

Note the paper “Scenario Analysis of Problems in 

the Security Management of Complex Socio-

Economic Systems” by Corresponding Member of 

RAS V.L. Schultz (Center for Security Studies RAS), 

Dr. Sci. (Eng.), Prof. V.V. Kul’ba, and Cands. Sci. 

(Eng.) I.V. Chernov and A.B. Shelkov (ICS RAS). It 

considered the problem of increasing the efficiency of 

security management through the formal target fore-

casting of the behavior of the controlled object and its 

environment. The authors summarized the experience 

accumulated in improving the security management of 

socio-economic systems based on the scenario ap-

proach, including theoretical problems and applica-

tions. The digital platform proposed in the paper is 

represented by a software-analytical complex. Meth-

odologically, the complex is based on a mathematical 

model of signed, weighted signed, and functional 

signed digraphs. This model extends the classical 

graph model with additional components. In particu-

lar, each vertex is assigned its parameter; each arc is 

assigned either a sign, or a weight, or a function (i.e., 

an arc transformation functional is introduced). In a 

practical interpretation, the parameters of graph verti-

ces are the key indicators or factors describing the 

state and dynamics of the situation, and the graph 

structure reflects the cause-and-effect relations be-

tween them. A totality of vertex parameter values in 

the graph model describes a particular state of the sit-

uation at a given time. A change in these values gen-

erates an impulse (a transition of the system from one 

state to another). Management of situation develop-

ment is modeled by changing the structure and im-

pulses applied to certain graph vertices. The authors 

performed scenario studies of the problems of region-

al security, information security, public security, and 

technogenic security in the Russian Federation.  

An important life support condition in an unstable 

environment was considered by Dr. Sci. (Eng.), Prof. 

V.N. Burkov, Dr. Sci. (Eng.), Prof. A.Yu. Zalozhnev, 

and A.D. Kostyreva (ICS RAS) in their paper “Con-

sumer Market Stabilization Modeling” (Section 16). 

The authors presented a macro description of the op-

eration of an economic system. The main variables in 

the model are the free price index, money savings of 

the population, commodity stocks of consumer goods 

in monetary terms, and the regulated price index. The 

value of money acts as an auxiliary variable. This 

economic and mathematical model is described by a 

system of ordinary differential equations. In the mod-

el, all production is aggregated into one sector with 

the gross output divided into consumption goods and 

all other products (fixed and current assets, non-

productive goods not representing consumer demand 

items). The paper introduced approaches to the devel-

opment of anti-inflationary economic policy and con-

sidered economic policies to stabilize the consumer 

market. As shown, four major stabilization policies 

can be chosen within the model. Also, the modeling 

results and their qualitative assessment were given. 

The model neglects budget revenues and their balanc-

edness. To study consumer market stabilization, it 

suffices to represent the budget only by government 

expenditures for a certain period (the wages in the 

non-productive sphere, social security payments, and 

social insurance payments). 

On the background of modern globalization and 

the informatization of public life, information wars 

and confrontations in social networks become harsh 

tools for violating social stability. In this regard, R&D 

works focused on mechanisms to counter information 

attacks, recognize initiators, block transmitted mes-

sages, and launch a reverse information wave are cru-

cial for national security. At the plenary session, this 

subject was considered by Dr. Sci. (Eng.) D.A. 
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Gubanov and Dr. Sci. (Phys.–Math.) A.G. Chkhart-

ishvili (ICS RAS) in the paper “Forming Opinions in 
Social Networks: The Confrontation of Several In-

formation Sources.” The authors studied a model in 

which agents’ opinions (or preferences) are unobserv-

able and the observed actions do not fully reflect their 

opinions. For such a model, the following problems of 

information control and confrontation were stated and 

solved: the state of agents is subjected to mass influ-

ence (e.g., through controlled media) to obtain net-

work actions beneficial for the Principal. The Princi-

pal’s strategy is choosing the degree of information 

influence. Analytical solutions were obtained in the 

case of a conditionally “atomized” network (in which 

the agents do not trust each other). 

An important area of the country’s development 

under sanctions was addressed by Cand. Sci. (Eng.) 

M.V. Smirnov (Financial University under the Gov-

ernment of the Russian Federation) in the paper 

“Methods and Models of Decision-Making to Achieve 

Russia’s Technological Sovereignty” (Section 6). The 

author posed the topical problem of choosing priority 

parameters in the process of decision-making to 

achieve Russia’s technological sovereignty. Based on 

matrix convolution and prioritization, he proposed an 

approach to organizing a binary tree of financial and 

economic parameters involved in the integral assess-

ment of managerial decisions and their results. 

The paper “Model of Dynamics the Inflation Mac-

ro Indicators Taking into Account External Influ-

ences” by Cand. Sci. (Phys.–Math.) V.B. Gusev (ICS 

RAS) analyzed macroeconomic indicators of Russia’s 

economy (the consumer price index, the ruble ex-

change rate, and the dynamics of the annual GDP in 

the medium term). The model involves expert hypoth-

eses, patterns, and statistical data. The so-called phe-

nomenological approach was used: the properties of 

the economy’s observed response to external influ-

ences were formalized, and the resulting model was 

verified. 

The paper “Single-Factor Stress Testing of the 

System-Forming Enterprises” by Dr. Sci. (Eng.) O.I. 

Dranko, Corresponding Member of RAS A.F. Rez-

chikov (ICS RAS), Dr. Sci. (Eng.) A.S. Bogomolov 

(Institute for Precision Mechanics and Control Prob-

lems RAS, Saratov), and Cand. Sci. (Econ.) M.M. 

Dvoryashina (ICS RAS) was focused on the control 

of recession risks for real-sector enterprises. The au-

thors presented the results of calculations of the sin-

gle-factor stress tests (the critical reduction in reve-

nue) for a list of system-forming organizations. Ac-

cording to the calculations, many Russian organiza-

tions have a good margin of safety for 2022.  

Cybersecurity of the technosphere plays a signifi-

cant role in the national security system. The main 

problems and approaches in this field were considered 

in the plenary paper “Risk Assessment and Cyberse-

curity of Nuclear Power Plants” by Cand Sci. (Phys.–
Math.) V.G. Promyslov, E.A. Abdulova, Cands. Sci. 

(Eng.) E.F. Jharko and A.Yu. Iskhakov, Dr. Sci. 

(Eng.), Prof. R.V. Meshcheryakov, Dr. Sci. (Eng.) 

A.G. Poletykin, Cand. Sci. (Phys.–Math.) K.V. Se-

menkov (ICS RAS) and N.N. Akimov, P.A. Golubev, 

and I.Yu. Lepekhin (Sedakov Research Institute of 

Measuring Systems, Branch of All-Russian Research 

Institute of Experimental Physics, Nizhny Novgorod). 

The paper considered cybersecurity risk assessment 

for automated process control systems (APCSs) of 

critical facilities. The internal and external contexts of 

risk assessment were discussed for APCSs of nuclear 

power plants (NPPs). Two methodologies were pro-

posed: the ones for the R&D life cycle stage and the 

operation stage of APCSs. The authors formulated the 

main tasks of ensuring the cybersecurity of APCSs of 

NPPs and outlined the principles of security architec-

ture. The connection between the classical principle of 

defense-in-depth, applicable for nuclear safety, and its 

projection to information security in APCSs of NPPs 

was described. As justified by the authors, the main 

goal of cyber protection in APCSs of NPPs is to pre-

vent violation of nuclear safety standards. Due to this 

feature, there is a strong connection between the clas-

sifications of APCSs of NPPs by nuclear security and 

cybersecurity. 

Methodological grounds for developing digital de-

cision support platforms were presented in the paper 

“Hierarchical Structures in Strategic Planning and 

Control” by Dr. Sci. (Eng.), Prof. F.I. Ereshko (Fed-

eral Research Center “Computer Science and Control” 
RAS). The author proposed mathematical models of 

controlled systems with a hierarchical organization. 

The papers mentioned above are only a small part 

of the conference contributions, methodologically 

verified and implemented in the form of services, ana-

lytical applications, and software systems. They pro-

vide a toolkit for analytics and the choice of manage-

ment strategies for the development of large-scale 

systems in complex macroeconomic and geopolitical 

conditions. 

Thus, the main result of MLSD’2022 was pro-

posals on implementing a digital strategic planning 

platform for transport, energy, economic, and social 

systems and investment processes under foreign sanc-

tions. 

The results obtained allow optimizing the choice 

of state-supported enterprises by the criterion of pre-
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serving the basic socio-economic processes in com-

plex macroeconomic conditions and under high uncer-

tainty. One example is choosing the set of enterprises 

supported to maintain the vitality of industries in eco-

nomic mobilization conditions and under emerging 

constraints (sanctions, epidemics, etc.).  

The modern growing challenges and threats to 

Russia’s economy require urgent and adequate pre-

ventive measures based on the risk-oriented approach 

to economic management. According to the Russian 

and foreign experience, the risk-oriented approach 

should be applied in a broad sense: as a mechanism of 

forming financial resources to cover losses and mini-

mize risks and as a mechanism of forming a wide 

range of financial measures and coordinated actions in 

addressing strategic development objectives of Rus-

sia’s economy.  
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