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Abstract. This multi-part survey is devoted to the empirical characteristics and manifestations of 

intelligence as the capability of an autonomous agent to perceive, process, and use information in 

order to achieve its goal. Part I of the survey briefly describes the most significant attributes of 

“proto-intelligent” and intelligent systems, together with the main features of distributed intelli-
gence (DI), individual human intelligence (HI), and artificial intelligence (AI). An inseparable 

connection is emphasized between the DI of human organizational and social systems and indi-

vidual human intelligence. The simplest forms of swarm intelligence are considered as examples, 

and the key factors determining the effectiveness of DI in such multi-agent systems are presented, 

including the structure of interactions between agents, their collective goal-setting, external in-

formation recording, compression, and processing, and the standard “images” of external influ-

ences. Their combination creates the performance of a multi-agent system far beyond the capa-

bilities of its individual agents. In part II of the survey, different forms of collective intelligence 

in human social systems will be analyzed and all known types of intelligence will be generally 

classified.  
 

Keywords: multi-agent systems, distributed intelligence, swarm intelligence, organizational systems, collec-

tive intelligence.   
 

 

 

INTRODUCTION  

The analysis of human intellectual activity and its 

mathematical and technical modeling are the main 

directions of cognitive psychology, information tech-

nology, cybernetics, robotics, and other sciences [1]. 

Based on huge data in these fields, the key common 

features of human intelligence (HI) and various com-

puter implementations of artificial intelligence (AI) 

have been found. Adjacent directions include research 

and modeling of cooperative dynamics in various mul-

ti-agent systems (biological, social, economic, and 

organizational systems) and in groups of autonomous 

technical devices. This survey considers information 

processing and use in such systems, the processes gen-

erally related to the manifestations of distributed intel-

ligence (DI).  

Collective information processing and its use by 

organizational systems (OSs) are well known [1]. Ex-

amples are competition of firms, the combat opera-

tions of military units, participation of political parties 

in election campaigns, and other processes. But every-

day manifestations of distributed intelligence in multi-

agent systems are much broader. They include, among 

others, the separation of pedestrian traffic into oppo-

site-direction flows (which increases the capacity of 

sidewalks and tunnels), slowing down of automobile 

transport on congested streets (where time losses from 

traffic jams are outweighed by safety considerations 

[2, 3]), collapsing sales of assets on the stock ex-

change (which indicates the onset of a crisis), etc. Un-

like standard control mechanisms for OSs, the “con-

sensus” of participants in such systems is established 

in a decentralized way without general discussions: 

their coordinated behavior is primarily based on mutu-

al connectivity and the structure of inter-agent interac-

tions.  

Numerous manifestations of DI without conscious 

processing   of   information   by   individuals
1
   are   well  

                                                           
1 Whenever no confusion occurs, “individual” will be preferably 

replaced by “agent.” 

mailto:yurislovo@yandex.ru
mailto:novikov@ipu.ru
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known for social insects [4, 5], flocks of birds and 

schools of fish [6, 7], pedestrian flows [2, 8], and for-

mations of drones [8, 9]. This also includes other 

forms of human activity such as the market and stock 

exchange, where the desire of participants to maxim-

ize profits is transformed into a collective value of 

goods [10]. Note that the DI of different multi-agent 

systems is not reducible to standard schemes of indi-

vidual or collective decision-making or hierarchical or 

network control: it represents an independent insuffi-

ciently studied aspect of cooperative dynamics [11]. 

This survey considers the main modern kinds of DI 

in systems of interconnected agents, including biolog-

ical, technical, social, and organizational ones. With-

out delving into the vast field of intelligence modeling, 

we will list the main kinds of DI and consider their 

analogies with the intelligent behavior of humans and 

animals
2
 as well as with some kinds of AI.  

Due to the large volume of material, the survey 

will include two parts. In part I (here), the general fea-

tures of all kinds of intelligence are discussed, includ-

ing examples of their partial realization in “proto-

intelligent” automatic control systems and in existing 

AI models. This part describes in detail the simplest 

forms of swarm intelligence in groups of biological 

individuals (social insects, schools of fish, and flocks 

of birds) and in technical systems (swarm intelligence 

in robotics), including the simulation of DI in agent-

based models and in modern computing algorithms. 

Part II of the survey will deal with different kinds of 

DI in human communities, the integration of HI and 

AI into “collective intelligence,” and the general clas-

sification of all kinds of intelligence. 

1. EMPIRICAL CHARACTERISTICS OF INTELLIGENCE 

The vast literature on human intellectual activity 

paradoxically lacks a universally accepted definition 

of intelligence. For example, in the fundamental mon-

ograph [12], all five chapters of the first volume were 

devoted to different approaches to describing and ex-

plaining this phenomenon. The phenomenon of intelli-

gence is studied in a wide range of disciplines from 

engineering, biology, and psychology to philosophy, 

with cognitive sciences as the center of gravity. Most 

definitions of intelligence in all these fields, with vary-

ing degrees of detail, describe it empirically as the 

ability to use limited external information to formulate 

and solve nonstandard tasks facilitating the individu-

al’s adaptation to a changing environment. Undoubt-

                                                           
2 In the biological literature, it is commonly referred to as the cog-
nitive abilities of animals. 

edly, they are based on human intelligence, but a much 

wider range of objects and systems, including tech-

nical, biological, and social ones, meets this character-

ization; see above. 

Figure 1 presents different kinds and types of intel-

ligence and its carriers discussed in the modern litera-

ture. Being far from complete, this compact scheme 

does not show logical connections of similar manifes-

tations of intellectual activity in individuals and com-

munities of different nature (swarm intelligence of 

lower animals and crowdsourcing in human society, 

natural computing algorithms, the emergent AI of 

multi-agent systems, and much more), which are ac-

tively discussed in the literature and will be considered 

below. The only exception is made for the diverse im-

plementations of collective human intelligence in var-

ious social structures (the dashed arrow), which con-

stitute the main subject of our discussion. Different 

formal models are used in describing different kinds of 

intelligence; we will further analyze their common 

features. The largest-scale processes in social systems, 

highlighted in gray on the scheme, are most often dis-

cussed at the descriptive level in the humanities [13]. 

But they certainly manifest many kinds of collective 

intelligence and are therefore also included in the clas-

sification.  

While manifestations of DI in weakly structured 

biological and human communities are of great aca-

demic interest (see the books [10, 11] and references 

therein), “intelligent” technical and organizational 

multi-agent systems are predominantly addressed by 

control science [14, 15] and applied engineering disci-

plines [16, 17]. In the last decade, the term “emergent 

intelligence” (EI) has gained popularity in this field: 

the “spontaneously arising” and “nascent” intelligence 
in natural and artificial complex systems. This term 

often refers to flexible multi-agent planning systems 

for production and logistics, the results of which obvi-

ously exceed the individual capabilities of the units 

forming them. This term is very frequently used to 

describe the DI of economic, transportation, and other 

large systems; see [16] and other books in this series. 

In applications, somewhat advertizing phrases (“in-

telligent terminal,” “intelligent system,” etc.) are 
widespread to describe an advanced, versatile, and 

flexible technical or organizational scheme. This is 

especially true in the vast field of robotics [18], where 

the term “intelligence” often serves as a metaphor far 

beyond its interpretations in psychology or cognitive 

science. Indeed, automatic control systems of autono-

mous technical devices exhibit some essential features 

of all kinds of intelligence and, in this sense, can be 

called “proto-intelligent”; see the considerations be-

low. 
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Fig. 1. The types, kinds, and implementations of intelligence. 

 

The characteristic paper [19], the opener of the 

proceedings of the 2006 American Symposium on Ar-

tificial General Intelligence
3
, provided 18 general sci-

entific and 35 psychological definitions of intelligence 

used in the literature along with 18 different defini-

tions of AI generally accepted in the same sense. Ac-

cording to the Encyclopædia Britannica [20], also cit-

ed in [19], most of the controversy in the field stems 

from attempts to provide a precise definition of intelli-

gence. Against this background, the trends of the most 

serious sources to provide trivial characterizations 

(“intelligence as a measure of an agent’s ability to 

achieve its goals in a widely varying environment” 

                                                           
3 We do not discuss Artificial Narrow Intelligence, actually ap-

plied in practice, and so far hypothetical Artificial General Intelli-

gence, comparable to human intelligence. 

[19], “artificial intelligence: the ability of a digital 

computer or a computer-controlled robot to perform 

tasks commonly associated with intelligent beings” 

[20]) and even somewhat parodic characterizations 

(“in view of all this complexity, we use a simple defi-

nition of collective intelligence: cooperative actions by 

a group of individuals that appear intelligent” [21]) 

seem unsurprising. In most of the formulations used, 

intelligence appears as an intuitive entity, and its se-

lected aspects are the focus of a particular study. Such 

ambiguities introduce uncertainty into the discussion 

of intelligence as a phenomenon, simultaneously creat-

ing some freedom in the choice of terms to analyze it. 

The features of human intelligence frequently men-

tioned in its most common definitions, albeit not all of 

them, include the following: cognitive abilities, goal-

setting, learnability (including the ability to learn from 
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experience), adaptation to new situations, productive 

use of abstract notions (concepts and images), reflex-

ion, application of knowledge for purposeful impact 

on the environment, information exchange, and use of 

speech. Besides the amorphousness of several terms 

(knowledge, concepts, and speech), also having many 

different meanings in different contexts, they neglect 

such kinds of intelligence where agents do not use ab-

stract concepts and speech (“intellectual” abilities of 

animals), are not inclined to reflexion (social insects), 

or have no cognitive abilities in the usual sense (for-

mations of robots and “swarm robotics”; see the book 

[18]). Therefore, it is most reasonable to start with the 

broadest possible definition of “proto-intelligence,” 

satisfied by most objects that are (sometimes meta-

phorically) called intelligent in the specialized litera-

ture. Particular kinds of DI will be discussed by detail-

ing appropriate concepts and narrowing the scope of 

their applicability. 

As a necessary, albeit insufficient, condition for 

the presence of intelligence, we will call the ability of 

an autonomous agent to tend to a certain state (goal) 

by perceiving, processing, and using external infor-
mation to achieve it. Such a broad definition is satis-

fied, among others, by bacterial chemotaxis and photo-

tropy of green plants (really treated as prototypes of 

intellectual activity [7, 11]) and by the actions of ro-

bots [18], which are usually not considered to be intel-

ligent beyond robotics. Despite divergences from the 

more accurate descriptions of intelligence (numerous 

and often conflicting ones), this working definition 

agrees with most of its known implementations. This 

facilitates the main objective of the survey: to compare 

various objects and systems classified as intelligent in 

the literature and to identify their most common prop-

erties. 

The dynamics of autonomous non-intelligent de-

vices that flexibly perform their task in changing ex-

ternal conditions are described by the theory of auto-

matic control (TAC) [14, 15, 22–24]. Within this theo-

ry, the evolution of a controlled object over time is 

guided by physical dynamic factors and control ac-

tions produced by an automatic control system (ACS) 

based on the observed parameters of the object (per-

haps, noisy). The parameters characterizing the ob-

ject’s states at a given time instant, together with their 

inaccuracy estimates, are calculated from the infor-

mation available to the system by recursive algo-

rithms; their evolution in the belief space creates an 

approximate “image” of the factual dynamics in the 

state space, not precisely known to the control sys-

tem.
4
 

                                                           
4 Within TAC, the agent’s objective parameters are repre-

sented by the n-dimensional state vector x = (x1, x2, ..., xn), 

Thus, the ACS of a lifeless technical device al-

ready includes the reflection of reality, a phenomenon 

intrinsic to all generally recognized kinds of intelli-

gence. Such reflection with statistically “blurred” es-

timates of the system state in the belief space has been 

further developed in fuzzy control systems [26], where 

the images of the automaton’s environment directly 

include information compression (another inherent 

attribute of “real” intelligence). Both fundamental 

principles are practically implemented in environment 

mapping algorithms in robotics (Simultaneous Loca-

tion & Mapping (SLAM) and other approaches, see 

the book [18]). In other words, some important signs 

of intellectual activity at the empirical level appear 

even in “proto-intelligent” automatic systems.  

Indeed, TAC is a fascinating example of applying 

dynamic systems theory to the formulation and solu-

tion of control problems for various technical systems. 

Probably, one reason for its triumphant successes in 

the middle and late 20th century is the fact that many 

mechanical systems are adequately described by low-

order differential or difference equations. Since the 

1960s, many researchers have tried to translate the 

results of TAC to economic, social, and (or) living 

systems. The successes here, unfortunately, are rather 

modest. After all, see formulas (1a) and (1b), it would 

seem that we can apply the rich mathematical appa-

ratus of TAC by saying “Let the controlled system be 

a linear discrete dynamic system.” The problem is to 

justify the correctness of the notorious “let”: to prove 

that such a description of the modeled economic, so-

cial, and (or) living system is adequate, that the system 

is identifiable, etc. Many researchers “forget” about 

such justifications, some of them fail on this way, but 

there are also exceptions (unfortunately, few and not 

massive). 

                                                                                                  

whereas the information about these parameters available to 

the control system is represented by the m-dimensional ob-

servation vector y = (y1, y2, ..., ym). The agent’s dynamics in 
discrete time are reflected by the system of linear equations 

 

1 A Bk k k    kx x u ,                      (1a) 
 

C θk k ky x ,                            (1b) 
 

where x(t)  X, X  Rn denotes the state space; u(t)  U is the 

control vector; U  Rp denotes the control space; y(t)  Y, Y  Rm 

denotes the observation space (p, m ≤ n); A  Rnn  is the dynamic 

matrix; B  Rnp is the control matrix; C  Rnm is the observation 

matrix; ω(t) (system disturbance) and θ(t) (noise) are random vari-

ables; the subscripts k and (k+1) correspond to sequential time 

instants (t, t + Δt). The state estimates {ŷk} and their variances 

{Pk} form the belief space G={bk}={ŷk, Pk}, where, e.g., 
 

     0 0 0 1ˆ , , , , ,k k kb y P b K b f b  k k+1 k+1u y u , 
 

and K is the Kalman filter; in the simplest one-dimensional case, 

ŷk+1 = Kyk+1 + (1 – K)(ŷk + uk) [25].  
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According to the totality of heterogeneous defini-

tions, the basic features of “real” (general) intelligence 

are the following simultaneous properties: 

 information perception (reflection), processing, 

use, and transmission; 

 autonomy, including purposeful behavior; 

 knowledge retrieval, accumulation and analysis; 

learnability; 

 abstraction, generalization, and generation of new 

knowledge; 

 conscious autonomous goal-setting, self-

awareness, creativity, emotions, and reflexion. 

As has been demonstrated, the first two features 

manifest themselves at the level of automata whose 

goals are programmed (set exogenously). When in-

creasing the levels of the cognitive capabilities of 

agents, their intellectual properties are modified and 

extended. In addition to the basic features listed above, 

there arise autonomous goal-setting and active learna-

bility (starting from animals), the mental reflection of 

the external world and action schemes in it, called a 

cognitive map [27] in psychology (also starting from 

animals, but more relevant to humans), conscious con-

struction of images of reality and reflexion (mainly 

characteristic of humans, but also of some aspects of 

AI [28]), and, further, the higher forms of intellectual 

creativity. In this survey, we will illustrate different 

“filling” of the features at different levels of intelli-

gence, with all reservations on some uncertainty of 

this fundamental concept. Most manifestations of in-

dividual intelligence at the empirical level have analo-

gies with AI implementations as well as with the DI of 

systems of interconnected agents, which can have very 

different intellectual abilities. 

In the analysis below, we use the “naïve” (intui-

tive) idea of information as an ordered reflection of 

external influences on a single agent or on a multi-

agent system. The reflection of reality as a characteris-

tic of intelligence cannot be precisely separated from 

learnability and the ability to create new knowledge.
5
 

The first two features of “abstract” intelligence under-

lie most AI implementations. However, the empirical-

ly obvious ability to invent new things is not directly 

reproduced by mathematical models, despite the exist-

ing formal description of creative human activity; for 

example, see the paper [29] and references therein. 

Insight is a characteristic feature of human intelli-

gence and elements of animal cognitive activity asso-

ciated with the solution of non-standard tasks. It repre-

sents a spontaneous arrival at the correct answer in a 

problem situation. Spontaneous problem solving, 

                                                           
5 Hereinafter, the notion of knowledge is also used in the everyday 

intuitive sense. 

which allows bypassing some sequential logical infer-

ence stages with the obligatory concentration of an 

individual on solution search, is a firmly established 

result of psychological experiments [30, 31] with nu-

merous heuristics for applied inventive purposes [32]. 

Despite the successful application of fuzzy heuris-

tics, the problem of information compression (concen-

tration) in the process of intellectual activity still has 

no general formal description. Numerous variants of 

similar external influences in pattern recognition form 

sets that cannot be analyzed by direct enumeration. 

For example, consider three parameters of a mono-

chromatic sound (a simplified frequency spectrum of 

musical instruments) that are distinguishable by per-

sons with musical education: pitch (five octaves, i.e., 

60 variants of a note), loudness (six steps from pp to 

ff), and duration (six variants from integer to 1/32). 

Together with three sound extraction forms (staccato, 

nonlegato, and legato), they constitute 60  6  6  3 = 

6480 combinations for one note. In this case, a short 

fragment of a musical text of 100 notes has much over 

10
100

 variants (a googol). As in text and image recog-

nition, information compression here is achieved by 

training an individual; as a result, the set of combina-

torially possible variants is drastically reduced and 

transformed into a relatively small set of blocks, e.g., 

melodies, harmonies, or natural language words. 

Individual human intelligence is the subject of 

most research in cognitive sciences; the above-

mentioned empirical characteristics were established 

for it. They have been serving as a basis for develop-

ing artificial intelligence since the mid-20th century. 

In the works of biologists, numerous parallels were 

found between the cognitive abilities of animals and 

human intelligence; for some species, they include the 

ability to abstract and count, the use of intermediary 

languages, the formation of reality images in con-

sciousness (with all reservations about the conditional-

ity of this term when applied not to the consciousness 

of humans), and insight as the main decision mecha-

nism in a problem situation [33]. Animal communities 

also have a social structure (sometimes very complex 

[34]) and are capable of cooperative actions. Never-

theless, we will further discuss the DI of structured 

systems on the examples of OSs in human society: 

they are better studied, more relevant, and are charac-

terized by much more diverse intellectual behavior.  

Note that individual human intelligence cannot 

form and exist outside the social environment, where it 

is an integral part of collective intelligence. Also, 

modern intellectual activity, both individual and col-

lective, increasingly involves computers, robots, vi-

sion systems, and other elements of AI. Thus, all exist-

ing forms of intelligence are inextricably linked and 
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constitute the collective AI of human society. Tech-

nical “proto-intelligent” systems and computer imple-

mentations of AI (also not existing outside the society) 

significantly contribute to the structure of the DI of 

modern social systems and, therefore, should be brief-

ly characterized. 
 

2. MODELS OF ARTIFICIAL INTELLIGENCE 

In first approximation, artificial intelligence as a 

scientific direction is divided into computational and 

logical ones. Figure 2 presents its most common im-

plementations, not exhausting all kinds. According to 

the Artificial Intelligence Index Report 2022 (Stanford 

University, USA), the total annual number of publica-

tions on AI topics in the world increased from 162 

thousand in 2010 to 334 thousand in 2021; see 

[3535]
6
. Without attempting to analyze such a huge 

amount of information, we will list some areas of in-

telligence modeling that are closest to the objectives of 

this survey.  

 

2.1. Artificial Neural Networks 

The most popular (and fashionable) technical tool 

for reproducing some aspects of intellectual activity is 

the artificial neural network (ANN) [36]. The func-

tioning of an ANN includes the reflection of the per-

ceived “input” (images, texts, audio signals, etc.) and 

the compression of information into digital arrays dur-

ing processing, i.e., the fundamental features of intel-

ligence that are implemented at the level of ACSs and 

robots (see the discussion above). Here, the new fea-

ture of AI is learnability, i.e., obtaining a correct out-

put on known input types.
7
 The purpose of information 

                                                           
6 Also, see Kaspar’yants, D., Review of Stanford University’s 

Artificial Intelligence Index Report 2022, https://rdc.grfc.ru/ 

2022/05/artificial_intelligence_index_report_2022/ (Accessed 
February 15, 2023.) 

7 In the ANN scheme as a simplified imitation of the network 

structure of brain neurons, an incoming signal (e.g., a pixel-scan 

image) is transmitted by elements of the input layer to the elements 

of the next (hidden) layer; depending on the ANN structure, these 

elements translate the signal to the output element or to the subse-

quent intermediate layer (in recursive networks, to the previous 

layers as well). The activation functions of the nodes, or filters, 

which determine their ability to transmit the input signal to the 

next node, can have a variety of stepwise forms. The analysis re-

sult is outputted in the form of an n-dimensional vector (p1, p2,..., 

pn) with the probabilities {pi} of attributing the input information 

array to one of the n specified types (∑pi  = 1). When training an 

ANN, by analogy with the functioning of a network of brain neu-

rons, the “conductances” of links between nodes are varied to 

achieve the correct identification of known types of the incoming 

signal. Further, the training sample of input information arrays is 

replaced by the analyzed array. 

processing by artificial neural networks is still set 

from the outside.  

A main area of AI research is the deep learning of 

ANNs and other computer architectures with sequen-

tial information compression. The achievements in this 

area include face and object recognition from video 

surveillance data (computer vision), digitization of 

manuscripts and oral speech, compilation of logically 

coherent texts, machine translation, automatic creation 

of program codes, and many others. However, com-

puter tools for modeling ANNs still lack an adequate 

general scientific description (a general theory of AI), 

and compressed information arrays at intermediate 

layers are vulnerable to small disturbances, including 

targeted attacks [37]. In this sense, neural networks 

repeat the fate of many fundamental technical 

achievements of mankind (steam engine, electronic 

circuits, aerial vehicles, etc.): their strict quantitative 

theory was developed only after their prolonged appli-

cation. The issues of structure and functions of modern 

ANNs were discussed in the survey [38]. 

 

2.2. AI Based on Mathematical Logic 

A special direction of cognitive sciences is devot-

ed to modeling intelligence by mathematical logic 

methods [39]. Within this approach, external infor-

mation is perceived by a computer program in the 

form of propositions, or logical statements, which can 

be true or false. Propositions establish connections 

between entities (objects that somehow reflect reality) 

according to natural language rules. Logical operations 

underlie propositional calculus in an infinite countable 

set of propositions (i.e., are used to determine their 

truth or falsity based on a given set of axioms). This 

opens the way to deriving new meaningful statements 

from true statements, in particular, to proving mathe-

matical theorems “automatically.” Logic programming 

is the most important component of this approach. 

                                                                                                  

In actively developed multilayer convolutional ANNs, signals 

entering the convolutional layer of artificial neurons and exiting 

from it to the next layer, as well as the sets of filter functions, are 

represented as ordered arrays of numbers, usually called tensors in 

IT. For example, an image of N1  N2 pixels with C color channels 

is given by an array X of dimensions N1
(1)  N2

(1)  C with the 

normalized intensities {Xijk} of all color channels for each pixel; 

the set S of m  m filters with the same number of color channels is 

given by an array of dimensions m  m  C  S with components 

{Fijkp}. The transformation results of the input data array,  

1 1 1

( , , ) ( , , , )

( 1, 1, ),

m m с

i j k

Y p q s F i j k s

X p i q j k

  



    


 

form a tensor Y of dimensions (N1 – m + 1)  (N2 – m + 1)  S 

with a smaller number of components, which is an incoming in-

formation array for the next layer. (For simplicity, the component 

subscripts are given in parentheses.) 

https://rdc.grfc.ru/2022/05/artificial_intelligence_index_report_2022/
https://rdc.grfc.ru/2022/05/artificial_intelligence_index_report_2022/
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Fig. 2. The basic tools of mathematical and computer modeling of intelligence. 

 
The implementation tools of AI, including differ-

ent kinds of logic, were overviewed in detail in the 
book [40]. Mathematical logic methods have been 

embedded in a variety of computer tools facilitating 
intellectual tasks of users when processing large weak-

ly ordered arrays of information in knowledge bases 

(as structured sets of established facts) of information, 
expert, and other “intelligent” systems. The approach-

es developed in this area include Entity-Relationship 
(ER) models and conceptual design [41], semantic 

networks [42], and other processing methods for 
weakly structured sets, as well as fuzzy logic (see Part 

B in the book [40]) and the modern promising direc-
tion of Formal Concept Analysis (FCA) [43].  

The purely mathematical logic-based implementa-
tions of autonomous learning AI for creative tasks 

have not been described in the literature. Most of all, 
logical approaches are applied to generate and use 

knowledge based on computers and mathematical al-
gorithms, particularly in combination with ANNs (see 

the survey [38]). Apart from pattern recognition, au-
tomatic theorem proving, knowledge generation [44], 

and superhuman-level program development for stra-

tegic games (chess, Go)
8
, an important task here is 

Natural Language Processing (NLP), i.e., the repre-

sentation, extraction, and handling of information ex-
pressed in a natural language. The greatest successes 

have been achieved in creating combined “human + 
computer” intelligent systems, where the dialog of the 

user with the program (input and output of infor-

                                                           
8 According to O.P. Kuznetsov’s reasonable comment, the very 

fact of equal competition between a grandmaster and a computer, 

excelling him (or her) millions of times by computational capabili-

ties, testifies to the fundamental advantages of the information 

processing system in the human brain. Many modern R&D works 

in the field of AI seek to formalize the activity of human intelli-

gence (see the book [45]). 

mation) is implemented in a natural language with 

simple graphics. However, this promising area is not 
the subject of our survey. Conceptual problems of arti-

ficial intelligence were discussed in the book [45]. 
Without disputing the merits of using mathemati-

cal logic in “intelligent” systems, we note that such 

systems cannot generate new nontrivial information 
except in the form of consistent inference from a given 

set of axioms and body of knowledge. Unlike ANNs, 
the “logical” implementations of AI are capable of 

creating new knowledge, manifesting another funda-
mental feature of intelligence (see above), but mathe-

matical inference does not reproduce insight, the most 
essential mechanism of human cognitive activity. In 

addition, logical AI does not contain direct infor-
mation compression schemes (unlike ANNs) and has 

only externally specified goal-setting (similar to 
ANNs). (Ontology design and use in knowledge ex-

traction [1, 43, 44], as well as the development of self-
learning computer programs, potentially capable of 

eliminating the most significant differences between 
AI and human intelligence, are still an area of inten-

sive research.) 

Another factor restricting the application of “au-
tomatic” logic is incomplete and often inconsistent 

data in knowledge bases, which is easily overcome by 
human thinking (see the book [45]). The biggest 

achievements here are also associated with the use of 
logical and semantic relations in the “human + com-

puter” combination with human decision-making at 
each subsequent step. The matter concerns intelligent 

decision support systems (DSSs) based on the selec-
tion of related terms in the design of production, eco-

nomic, and logistic schemes (cognitive maps in their 
mathematical sense [46]). This foundation is used to 

develop hybrid architectures of AI-supported human 
intelligence systems (see the Human-Computer Inter-
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action part in the book [21]), also not discussed in our 

survey. 
A crucial and still little explored feature of human 

intelligence is the intermittent and asynchronous type 
of problem solving, contrasting with the existing con-

tinuous methods of its computer modeling. This fea-
ture manifests itself as intermittent control in a wide 

range of human activities: driving, work of operators, 
strategies of stock exchange players, and many other 

kinds of behavior [47]. All of them are characterized 
by the continuous monitoring of the situation in com-

bination with episodic dynamics-correcting actions; in 
some cases, this combination resembles, but is not 

equivalent to, standard continuous control. Intermittent 
control is seemingly an evolutionarily selected means 

of saving brain resources: it is also observed in ani-

mals and is probably closely related to the phenome-
non of insight. Some elements of intermittent control 

are evident in the DI of biological and social systems. 

3. THE SIMPLEST FORMS OF DISTRIBUTED 

INTELLIGENCE 

According to the aforesaid, the fundamental fea-

tures of individual human intelligence (creating the 
images of the surrounding reality, recording and com-

pressing external information, goal-setting, learnabil-
ity, and “inventing new things”) partially manifest 

themselves even in “proto-intelligent” automatic con-
trol systems and in computer implementations of AI 

(in a more complete form). Below we will see that 

different kinds of distributed intelligence in multi-
agent systems exhibit analogous properties. Their im-

plementation mechanisms in different kinds of DI also 
reveal great similarity. This suggests that the “intelli-

gent” character of the system is determined by some 
fixed and common set of conditions. Following most 

definitions, we will treat the property of emergence as 
a sign of distributed (for groups of people, collective) 

intelligence [21]. (This property is the ability of a sys-
tem of interacting agents to cope with tasks that ex-

ceed the capabilities of individual agents.) 
By a multi-agent social system (MASS) we will 

understand a dynamic set of autonomous agents that 
interact with an environment and with each other. 

Each individual agent perceives and processes infor-
mation coming from the environment and uses it to 

achieve some goal (an optimal result of its temporal 

evolution). Interacting biological entities of the same 
species (ants, bees, primates, and humans) form a so-

cial system in the narrow sense. Lifeless programmed 
agents (robots, drones, etc., see [7, 8]) form an artifi-

cial MASS in the presence of interaction between 
them. 

The goal-setting of agents in most systems follows 

from their biological or social nature; for a system of 
interacting technical devices (or, e.g., an army unit), 

however, the goal is set from outside. Individual 
agents form an MASS of level 1. Interacting MASSs 

(economic entities, organizational systems, political 
parties, etc.) can themselves act as agents in higher-

level social systems. The systems formed by human 
interactions and their activities were generally classi-

fied in the book [48]. 
Vast literature is devoted to modeling the dynam-

ics of MASSs based on game theory [28, 49] and 
methods transferred from statistical physics ([7, 9, 50, 

51], see Fig. 3). The dynamics of several systems 
(transportation flows [52], some economic processes 

[53], stock exchanges [54], influence [50, 55], and 

opinion spreading [56] in social environments) can be 
forecasted on short horizons using mathematical mod-

els. In such models, the processing and use of infor-
mation by agents are usually considered indirectly in 

the form of quasi-physical potentials of repulsion of 
moving agents from obstacles and their attraction to 

targets [51, 52], striving to maximize utility [53, 55], 
clustering of like-minded people and ignoring social 

network users with opposing opinions [56], and other 
initially specified factors guiding collective dynamics. 

However, the description of society is generally 
complicated by vaguely defined parameters, ambigu-

ous dependencies, multilevel reflexion [28] and, on the 
other hand, by the boundedly rational behavior of 

agents [57, 58], as well as by other circumstances 
preferably considered at the verbal level in the human-

ities. It hampers calculations, formally possible after 

introducing quasi-physical “forces.” As a rule, agent 
models based on the balance of quantitatively or quali-

tatively assessed factors (payoffs, influence, and inter-
ests) and maximization of an energy-like objective 

function under random disturbances (noise) provide 
only a qualitative description of social systems (see 

Fig. 3). 
In our point of view, distributed intelligence as the 

ability of interconnected agents to perceive, process, 
and use information cooperatively [59] is the funda-

mental characteristic of MASSs that has incomplete 
reflection in the existing models. The system dynam-

ics are not reducible to the simple sum of the evolu-
tions of its agents; in particular, it includes system 

goal-setting. The objective goal of an MASS on a giv-
en time interval is to achieve an optimal state for the 

system as a whole. The formal optimality criterion 

(utilitarian, egalitarian, or another [53], Pareto opti-
mum or Nash equilibrium, etc.) often depends on the 

preferences of researchers. Nevertheless, at the empir-
ical level, it is difficult to deny that various systems, 

including   those   without   the   complex   intellectual 
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Fig. 3. The description of a multi-agent system by interdisciplinary 

physics methods. 

 

activity of agents (a bee swarm, an ant colony, or a 

market) reproducibly and flexibly pursue systemic 

goals.
9
 Essentially, the presence of individual con-

sciousness in people is not a necessary condition for 

the existence of DI: systems with considerably differ-

ent levels of the cognitive capabilities of agents can 

exhibit similar dynamics. 

Distributed intelligence guiding system evolution 

should be directly considered in the description of so-

cial processes. Multiple kinds of DI, including distrib-

uted AI of technical systems, human-computer interac-

tion schemes, biological MASSs, and various aspects 

of human activity were discussed in the monograph 

[21]. This survey is intended to analyze the conditions 

of DI manifestations in the dynamics of multi-agent 

systems (including those consisting of agents with 

small or zero cognitive capabilities) and then formu-

late general operation principles for an “intelligent 

agent.” 

                                                           
9 In most cases, objective goals include self-preservation of the 

system: preserving or increasing the number of agents and support-

ing their functioning. 

3.1. Swarm Intelligence 

Many autonomous agents forming a system can 

move independently (motor, self-moving, or living 

particles). Movement correlations arise when exceed-

ing a certain threshold number of such particles in a 

unit volume (e.g., in flagellate bacteria). They gradual-

ly change the collective motion of particles from dis-

ordered (swarm) to vortex mode, also called bacterial 

turbulence [60]. Going back to the early 2000s, this 

term does not refer to turbulent fluid motion under a 

sufficiently high Reynolds number (Re~10
3
): the size 

and velocity of flagellate bacteria (measured in µm 
and tens of µm/s, respectively) correspond to the val-

ues Re~10
–3–10

–4
. On the usual macroscopic scale of 

distances and velocities, this matches the movement of 

massless particles in a very viscous medium [61]. 

However, due to hydrodynamic interaction, bacteria 

turn and are entrained behind neighboring moving par-

ticles, forming bacterial vortices (Fig. 4). 

Movement correlation under a sufficiently high 

density of agents and a low noise level is implemented 

in all systems of self-moving particles [7]. It is also 

observed in lifeless systems of anisotropic colloidal 

particles and in hybrid materials, i.e., lyophilic liquid 

crystals with live bacteria added to them (see the paper 

[61]). 

In biological MASSs of individuals capable of ac-

tive information perception (insects, fish, and birds), 

there are “libraries” of different cooperative dynamics 

modes activated by external influences (e.g., flock 

takeoff in case of danger). The mode switching of the 

system in response to changes in external conditions 

serves as a means of adaptation that contributes to the 

survival of the species [7, 11]. This phenomenon, 

called swarm intelligence in cognitive sciences, has 

numerous analogies among other types of the DI of 

multi-agent systems [11]. 

Since the 1990s, various kinds of cooperative mo-

tion of living particles have been reproduced in simple 

multi-agent models (see the survey [7] and references 

therein). In a frequently used computer model (I. 

Cousin et al. [6]), the collective dynamics of a system 

of agents are determined by the ratio of the radii of 

three domains corresponding to the repulsion from 

nearest neighbors (R1), the movement correlation (R2), 

and the attraction to the group center (R3). The modes 

of disorderly displacements within the group (swarm), 

vortex motion (torus), and coordinated motion (flock) 

are implemented depending on the density of agents, 

their velocities, and noise level. Hysteresis is observed 

when changing the radius of movement correlation 

(Fig. 5). In the real dynamics of a school of fish, 

movement correlations are affected by hydrodynamic 

interaction with neighboring individuals [62]. In large 
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(a)                                                                                 (b) 

 

 

Fig. 4. The vortices of Bacillus subtilis: (a) photo and (b) velocity distribution [60]. 

 

 

 

Fig. 5. The collective motion modes of agents depending on the ratio of the repulsion R1 and movement correlation R2 radii [6].  

 
flocks of birds, where vortex structures are not 

formed, rich collective dynamics are created by the 
mechanism of distributed switching  leaders,  also re-

produced in agent-based models: if there is a sufficient 
number of individuals equally changing the flight di-

rection, the entire flock will correct its motion accord-

ingly (Fig. 6). 
The collective motion of biological MASSs always 

includes elements of chaotic behavior, especially pro-

nounced in insects. The disordered arrangement and 

random movements of agents are an adaptive factor 
facilitating the recognition of danger and food sources. 

In particular, due to chaotic all-around view and 
movement correlations, a swarm of living particles 

performs collective surveillance far beyond the capa-

bilities of its individuals [4–6, 11]. The dynamics of a 
school of fish attacked by a predator (avoidance re-

sponse) were simulated, and complex structural 
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changes were reproducibly captured under different 
attack strategies despite the complete parameterization 

of the agents (Fig. 7). Random changes in direction 

and velocity are also characteristic of birds in a flock; 
when several individuals deviate from a common 

course  in  the  same  way,   they  can  become  temporary 

 

(a) 
 

 

 
   (b) 

 

 
Fig. 6. Collective motion of birds: (a) a flock of starlings in the air and (b) movements of agents in the model. Blue color indicates temporary leaders [63]. 
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(b) 

 
Fig. 7. Reorganizing the torus of moving agents under different predator strategies (shaded rhombus): (a) attack along a straight line and (b) attack on the 

nearest individual [62].
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leaders influencing the overall flight path [63]. This 

ensures a flexible response of the system in a changing 

environment, which is not reduced to combinations of 

programmed actions. The mechanisms manifesting 

swarm intelligence (movement correlation, fluctua-

tions of positions and velocities, and initiation of col-

lective dynamics by the local majority of similarly 

moving individuals) have no general theoretical de-

scription but are successfully reproduced in simple 

agent models. 

A peculiarity of social insects is “recording” in-

formation on the surrounding landscape using phero-

mones: chemical attractants recognized by other indi-

viduals within the system.
10

 Ant paths labeled with 

pheromones, by a positive feedback mechanism, high-

light optimal paths to food sources and other objects of 

ant colony activity (Fig. 8a) [7, 11].
11

 A complex sys-

tem of chemical insect behavior regulators forms a 

hierarchical system of ants, termites, and beehives [4]. 

Chaotic actions of individuals during construction and 

care for offspring are synchronized due to interactions 

within the system, generating cycles (Fig. 8b). Coop-

erative actions at the maximum of cycles are another 

adaptive mechanism selected by evolution to concen-

trate the colony’s efforts, contributing to survival in 

unfavorable environments [6]. 
 

 
 

 
Fig. 8. Collective dynamics of social insects: (a) a short path to a food 

source chosen by ants [11] and (b) activity cycles (f denotes the share of 

active individuals) during nest construction [6].  

                                                           
10 In a simpler example, the attack by wasps on a human approach-

ing the nest is also initiated by their chemical secretions that in-

crease aggressiveness [4]. 
11 By a similar mechanism, with replacing olfaction by vision, 

footpaths appear on snow and grass (see [64]). 

3.2. Swarm Intelligence in Robotics 

Cooperative effects and dynamic structures also 

arise in artificial MASSs composed of autonomous 

interconnected vehicles that can perceive the positions 

of neighbor devices and avoid collisions when moving 

to a given target [8, 9]. Groups of robots can perform a 

common, externally assigned task with collective in-

formation processing using the distributed (not cen-

tralized) control mechanism. The swarm intelligence 

of systems of relatively simple and inexpensive inter-

connected technical devices (swarm robotics), in many 

respects imitating the DI of social insects, can execute 

several practically important operations: 

– geometrical reconfiguration (making a for-

mation) and collective motion;  

– joint gathering and dispersal over a spatial area 

without loss of communication; 

– functional separation;  

– search, transportation, and joint movement of ob-

jects;  

– collective positioning and mapping.  

In robot formations, the “robustness” of collective 

actions is achieved: the system devices are inter-

changeable, and the system is insensitive to break-

downs of a certain number of elements [18, 65]. A 

typical applications-relevant example is the collective 

navigation of a group of flying drones [9]. In this di-

rection of robotics, the terminology of “a social com-

munity of robots” has already emerged [11, 66], alt-

hough its current tasks still refer to the optimization of 

joint motion. 

 

3.3. Simulating Swarm Intelligence in Computer 

Algorithms 

The idea of swarm intelligence is used in comput-

er search and optimization algorithms, where in-

creased computational power has changed both the 

technique and the computational strategy. In recent 

decades, several Nature-Inspired Metaheuristics 

(NIMs) algorithms have been developed in the field of 

information technology; in these algorithms, the simu-

lation of swarm intelligence allows optimizing the so-

lution of difficult computational problems
12

 [40, 67, 

                                                           
12 For example, consider the ant colony algorithm [67], first pro-

posed in 1992 for finding the optimal path in complex graphs (the 

traveling salesman problem). In this algorithm, the transition 

probability of the representation point between vertices i and j is 

given by  

( ) ( )
( )

( ) ( )

ij ij

ij

ij ij

t d t
P t

t d t

 

 





 

and depends on the path length dij between the vertices and the 

“pheromone level” ij on this path. (Here, and are empirical 
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68]. The range of such computational algorithms is 

much wider than those of heuristics simulating swarms 

of living organisms (including the synchronized flash-

es of fireflies). In particular, the NIM domain covers 

schemes reproducing the social behavior of highly 

organized animals (wolves, lions, and monkeys [70]), 

as well as genetic and cultural algorithms [68]. Such 

computations involve changes in a population of virtu-

al agents inheriting adaptive features due to random 

mutations (the genetic algorithm) or learning (the cul-

tural algorithm). The rich variety of natural computing 

methods was considered in the survey [71].  
Emergent effects assisting to achieve the optimum 

of an objective function in genetic algorithms provide 
a new look at the content of biological evolution. For 
example, in [59], the objective function of a simple 
evolutionary model (the time to pass a corridor with 
obstacles by a group of agents) was minimized in suc-
cessive cycles by replacing the “slow” 50% of agents 
with copies of “fast” agents with fluctuations in their 
parameters (the acceleration when moving from left to 
right, repulsion from obstacles, and following neigh-

                                                                                                  

parameters, and the sum in the denominator corresponds to all 

possible routes from i to j). In the general case, the factor dij
– is 

replaced by the heuristic value Cij
(k), which is computed algorith-

mically for each partial solution (route). The pheromone level 

decreases at each discrete time step t and increases as new agents 

traverse the route:  

( )
( 1) (1 ) ( ) .ij ij k

k ij

t t
C


        

Here, and  denote the evaporation coefficient and the value of 

the best solution, respectively; summation is performed over all 

routes i → j found.  

By imitating the positive feedback of the attractiveness of real ant 

paths and the number of insects that have traveled along them, the 

ant colony algorithm economically finds suboptimal solutions of 

problems where computational cost grows factorially in the case of 

direct (straightforward) enumeration. In the alternative bee colony 

algorithm, each virtual agent randomly searches the best solution 

(e.g., the maximum of an objective function U(p1, p2,..., pn)) along 

a connected trajectory in the space of parameters {pi} considering 

the common knowledge of the best point p*(t) at each time step 

(the blackboard) [67]. In the general scheme of swarm-based op-

timization algorithms, the position and velocity of a virtual agent 

particle in the n-dimensional parameter space at the time step        

(t + t),  

 
 

( 1) ( ) ( )

( ) ( )

,

( ) (

(

)

( )) ,

i i i

i i l l i i

g g i

x x v t

v t t v a r l x t

a r g

t t t

t t t

tt x t

 

      





 



               (2) 

are calculated from the position and velocity at the previous time 

step considering the position of the local optimum li(t) in the 

agent’s radius of view and the global optimum g(t) from the data 

of all agents with empirical parameters inertia), R (the radius of 

view), al and ag (the acceleration coefficients to the optimums), 

and random numbers rl, rg  [0, 1]. In this modification of the 

classical molecular dynamics method, the factors alrl[li(t) – xi(t)] 

and agrg[g(t) – xi(t)] at the time increment t in (2) are called the 

cognitive factor and social factor, respectively [69]. 

bor agents within the radius of view). As a result of 
training, the corridor travel time of the last agent in the 
group decreased by 15–16% (Fig. 9a), and their chaot-
ic drift with numerous collisions was replaced by a 
coordinated motion in clumps, which was not speci-
fied in the original model (Fig. 9b). Such results point 
to the analogy of evolutionary processes, in which the 
adaptability of biological species is optimized, with 
the development of their “systemic DI,” long dis-
cussed at the qualitative level [72].  

One direction of modern computer research is the 
artificial evolution of robots and their control pro-
grams with arbitrarily specified adaptive features [73]. 
Note that NIM algorithms are heuristic: they neither 
surely find the global optimum nor (as a rule) give 
estimates of how far the numerical solution will be 
from the exact one. 

CONCLUSIONS 

According to the analysis results, several basic fea-

tures of intelligence as a fundamental phenomenon 

(autonomous perception and processing of external 

information, creation of images of the surrounding 

reality, goal-setting, learnability, and adaptation to 

changing external conditions) partially manifest them-

selves even in lifeless “proto-intelligent” automatic 

control systems as well as in different versions of 

computer artificial intelligence and in the collective 

dynamics of systems consisting of agents with small 

(social insects, fish, birds, etc.) or zero cognitive abili-

ties (formations of robots and nature-inspired comput-

er metaheuristics). A common feature of such systems 

is the emergent ability to perceive, process, and use 

external information far beyond the capabilities of in-

dividual agents.  

The distributed intelligence of multi-agent systems 

in all its known forms reveals common features de-

termined by the collective processing of information, 

not necessarily subjected to reflexion by the con-

sciousness of agents. The simplest swarm modifica-

tions of DI in biological communities against the 

background of random behavior of individuals demon-

strate selection and “memorization” of useful infor-

mation, systemic goal-setting, and standard reactions 

to external influences (collective motion modes of fish 

and birds, ant paths, and cycles of synchronized dy-

namics of social insects). Elements of chaos are them-

selves an integral part of DI, creating the all-around 

view of a flock of fish, variable movements of a flock 

of birds, and other actions facilitating collective sur-

vival.  

The capabilities of DI are determined by the inten-

sity and structure of interactions between agents, their 

individual cognitive abilities, and the balance between 
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(a) (b) 

 

 
Fig. 9. Passing a corridor with an obstacle by agents in the genetic selection algorithm: (a) travel time (the number of steps) in successive cycles and (b) 

movements of agents in the “trained” system. The arrow indicates the direction of motion [59]. 

 

the degree of order of the system and random noise, 

which plays an important role in the dynamics of the 

system. Simulation of swarm intelligence in robotics 

and nature-inspired computer algorithms allows repro-

ducing the emergent properties of DI (in particular, 

when searching suboptimal solutions of complex 

computational problems). The successful use of genet-

ic and cultural computational algorithms in several 

applications opens up the possibility for a “cognitive” 

interpretation of the evolution of biological species, 

also revealing the essential features of DI. The discus-

sion of more complex and effective forms of collective 

intelligence in social systems consisting of humans 

will be presented in part II of the survey. 
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Abstract. Firms operating in a market economy naturally strive to increase revenues. When large 

firms affect prices by their actions, this task involves nontrivial mathematics, i.e., game-theoretic 

oligopoly models. The survey is more concerned with Cournot competition than with Bertrand 

competition. The existence, uniqueness, and stability of Cournot equilibrium are discussed. The 

other issues under consideration are as follows: the entry of new firms into the market; the barri-

ers that can be imposed for this; and the impact of such an entry on society’s welfare as well as on 

total surplus and consumer surplus. The problems of collusion between firms are touched upon. 

Publications comparing the prices of goods, the profits of firms, and society’s welfare under 

Cournot and Bertrand competition are overviewed. Much attention is paid to the problems faced 

by firms due to the ignorance of some current or future market conditions and the existing uncer-

tainty. The issues of information sharing among firms are considered. One approach to reducing 

marginal cost is the purchase of licenses; licensing in a Cournot duopoly is also described. Com-

putational methods for Cournot equilibria in the case of multi-product firms are presented. Final-

ly, publications with particular applications of Cournot equilibria are considered. 
 

Keywords: Cournot equilibrium, social efficiency, Bertrand equilibrium, information sharing, uncertainty, 

licensing, cartel formation, complementarity problem. 
 

 

 

INTRODUCTION  

If large firms operate in an industry, the prices of 

goods are determined not only by demand and produc-

tion costs but also by the strategies of producers. The 

theory of oligopoly plays an important role when 

forming the strategies of firms. According to the clas-

sification in the book [1], the interactions occurring in 

an industry with a small number of firms can be quan-

tity competition (firms determine their outputs), price 

competition (firms determine the prices of their prod-

ucts), or collusion. The interaction where all firms 

simultaneously choose their outputs, trying to predict 

the outputs of other firms, is called Cournot competi-

tion. The interaction where all firms simultaneously 

establish the prices for their products, trying to predict 

the  prices  of  other  firms,  is  called  Bertrand  competi- 

tion. Cournot competition and Bertrand competition 

were also discussed in the book [2] (as Cournot oli-

gopoly and Bertrand oligopoly, respectively). Cournot 

competition-based approaches may be preferred when 

outputs must be determined long before production. 

Information sharing among firms, e.g., costs and mar-

ket demand, (or its absence) is essential. According to 

the paper [3], advertising and R&D expenditures are 

other elements of firms’ strategies in addition to out-

puts and prices; this makes the model algebraically 

more complex but does not change it completely. Of 

course, mathematical modeling of non-simultaneous 

decision-making by firms is of certain interest, but 

such models will not be addressed below.  

The classical Cournot competition model is as fol-

lows. Assume that n  firms produce a homogeneous 

good sold at a uniform price. If iL  is the capacity of 

firm i , then its strategy is to produce a quantity (out-

put) iq , where 0 i iq L  , 1,...,i n . By assumption, 

the firm’s costs iC  depend only on the output iq  

________________________________ 
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whereas the price of the good P  depends only on the 

total output 
1

n

ii
Q q


 . Then the profit of firm i  is 

given by 

     ,i i i i iq Q P Q q C q   .                (1) 

The function  P Q  is monotonically decreasing, 

and each function  i iC q  is monotonically increasing 

(except for the models with constant costs). The func-

tion  P Q  is called the inverse demand function and 

the functions  i iC q  are called cost functions. The 

objective of firm i  is to maximize the profit i . In 

modern terms, this problem is a noncooperative game. 

(Note that Cournot’s and Bertrand’s works date back 

to the 19th century.) It is required to find a Nash equi-

librium in the class of pure strategies profiles 1,..., nq q . 

When applied to this problem, Nash equilibrium is 

often called Cournot equilibrium or Cournot–Nash 

equilibrium. A more general concept of equilibrium 

(with collusion between firms regarding their outputs) 

was discussed, e.g., in [3]. As it turns out, Cournot 

equilibrium is a special case of this equilibrium. 

The problem formulated above motivated the ap-

pearance of numerous interesting and important math-

ematical works. However, Cournot’s goal was to de-

scribe the economic realities lying between monopoly 

and perfect competition, in particular, to answer the 

following question: Does an increase in the number of 

firms match public interests? Among other achieve-

ments, scientists of the 19th century recognized that it 

is impossible to answer such questions without apply-

ing mathematical methods and solving optimization 

problems. But what is the level of mathematical so-

phistication required? According to some authors, 

search engines provide over 50 000 references for the 

query “Cournot equilibrium.” In some papers, the 

presentation was limited to the formulation and proof 

of mathematical theorems; in others, economic con-

clusions were drawn or specific economic problems 

were considered. Undoubtedly, it would be wrong to 

claim that some link in the “theoretical mathematics–
applied mathematics–particular applications” chain is 

more important than others. In addition, with such vo-

luminous literature on the subject, not mentioning 

some publications in this survey does not mean their 

insignificance from the author’s point of view. 

The rapid development of Cournot oligopoly as a 

mathematical discipline began in the late 1950s–early 

1960s. First, the existence and uniqueness of Cournot 

equilibrium were studied. Second, dynamic models 

were considered, and the stability of Cournot equilib-

ria was analyzed. These problems are presented in 

Section 1 of the survey. Note that the aim of this paper 

is not to overview dynamic models of Cournot compe-

tition: the focus is on static models. However, at the 

initial evolution stage of Cournot oligopoly as a math-

ematical discipline, the issues of existence, unique-

ness, and stability were considered in close connec-

tion. 

Is the entry of a new firm into the market always 

desirable in terms of public interests? May such an 

entry reduce the output of existing firms and increase 

the price of goods, becoming therefore profitable for 

the entering firm, but decrease society’s welfare? 

Should the authorities impose entry barriers for new 

firms, and what should these barriers be? How will 

these barriers affect total surplus and consumer sur-

plus? The questions listed above are interrelated. Rel-

evant publications are overviewed in Section 2. Many 

authors compared Cournot and Bertrand competition 

in terms of equilibrium prices, outputs, society’s wel-

fare, etc. These studies are presented in Section 3. To a 

large extent, the survey concerns probability theory 

methods when applied to the interaction of large firms. 

Section 4 is devoted to the works on strategy choice 

under uncertainty and information sharing among 

firms. Also, this section describes works on the sale of 

licenses. Cartel formation is discussed in Section 5. 

Finally, Section 6 considers the practical calculation of 

Cournot equilibria and their use in particular applica-

tions. 

1. THE EXISTENCE, UNIQUENESS, AND STABILITY OF 

COURNOT EQUILIBRIA 

Leaving aside the existence and uniqueness of 

Cournot equilibria for a while, we begin with the pa-

per [4], which analyzed the stability of such equilibria. 

That paper considered a discrete-time model as fol-

lows. At each time step, by determining its output, 

each firm maximizes its profit under a linear inverse 

demand function  P Q  known to all firms. Each firm 

assumes that the outputs of other firms will not 

change. The stability of the resulting system of differ-

ence equations was investigated. As it turned out, the 

solution is stable in the case of 2 firms only; if the 

number of firms exceeds 3, the solution becomes un-

stable.  

Note that by that time, there was considerable lit-

erature on the stability of Walrasian equilibria; it was 

well known that the (in)stability of the solution de-

pends on the adjustment process used in the model 

(e.g., see [5, p. 643]). The judgmental and undoubted 

practical applicability of the conclusions of [4], and 

the fact that the adjustment process in that work is 

chosen arbitrarily, stimulated further studies of the 

stability of Cournot equilibria. For a wider class of 
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adjustment processes, it was shown in [6] that Cournot 

equilibrium can be stable for any number of firms.  

The author [7] considered continuous-time models 

with different cost functions of firms and a nonlinear 

inverse demand function. Lyapunov functions were 

used to prove the stability of Cournot equilibria. The 

paper [8] combined the approaches from [7] and [5] to 

formulate general conditions for adjustment processes 

under which Cournot equilibria are stable. The re-

searcher [9] relaxed the assumption that all firms pro-

duce a homogeneous good, but each firm produces 

only one good. (Such models are called differentiated 

goods models, in contrast to models where each firm 

produces multiple goods.) The stability of Cournot 

equilibrium was proved under “a sufficiently weak 
link between goods.” The stability results from [7] 

were extended in [10] using the concept of conjectural 

variations. (For more details on conjectural variations, 

we refer to, e.g., [11].) Further results on the stability 

of Cournot equilibria were overviewed in [12–14].  

In the case of firms producing a homogeneous 

good, the existence of Cournot equilibria was consid-

ered in [15] as follows. Assume that the functions 

( )P Q  and ( )i iC q  are continuous (but not necessarily 

differentiable) and the function ( , )i iq Q  is concave 

in the argument 
iq . Under these conditions, the exist-

ence of Cournot equilibrium was established. In addi-

tion, previous works containing special cases of the 

corresponding theorem were cited. The uniqueness 

theorem of Cournot equilibrium was proved in [16]. 

Also, we should mention the work [17] on concave 

noncooperative games: the results presented therein 

can be used to prove the existence and uniqueness of 

Cournot equilibria, but Cournot oligopoly was not 

considered as an example in that paper. The authors 

[15] and [17] showed the existence of equilibria using 

Kakutani’s fixed point theorem. A simpler proof of the 

existence and uniqueness of Cournot equilibria for 

differentiable functions ( )P Q  and ( )i iC q  was provid-

ed in [18]. According to the counterexamples in the 

book [19, pp. 4, 5], there may exist no Cournot equi-

librium at all or there may exist several (nonunique) 

Cournot equilibria. The existence, uniqueness, and 

stability of Cournot equilibria can be considered with 

respect to firms producing multiple goods as well 

(e.g., see [20]). These issues were also covered in the 

book [19]. The existence of Cournot equilibria for the 

case of biconcave inverse demand functions was es-

tablished in [21]. 

In a number of works, the economic processes un-

der consideration were studied along the path of in-

creasing the complexity of the mathematical tools in-

volved. In the paper [22], the inverse demand function 

was understood as a multivalued mapping. In [23], the 

goal was to create a unified conceptual approach to 

Walrasian and Cournot equilibria as follows. Initially, 

the notion of economy was introduced in a way com-

mon for Walrasian equilibria with production. Cournot 

production was then defined as some probability 

measure, and Cournot equilibrium was understood as 

an equilibrium in the class of mixed (not pure) strate-

gies. Other mathematical tools are also adopted to 

study Cournot oligopoly; for example, in [24], the the-

ory of attractors was used to compare Walrasian and 

Cournot equilibria within discrete-time models. 

The publication [25] considered firms producing a 

homogeneous good with different cost functions. The 

existence of Cournot equilibria was investigated. The 

focus was on the following question: how far can the 

previous conditions on the inverse demand function 

and cost functions (see [15, 18] and others) be relaxed 

without violating the existence theorem of Cournot 

equilibria? The results of that work partially overlap 

with those obtained independently in [26]. The paper 

[27] belongs to the same line of research. Subsequent 

publications on the subject were overviewed in [28] 

for the inverse demand function ( )P Q a bQ
  , 

where   can be either positive or negative; the exist-

ence, uniqueness, and stability of Cournot equilibria 

were studied. The author [29] studied the effect of risk 

aversion on the strategies of firms. 

Many researchers developed the classical Cournot 

competition model with application to certain econom-

ic problems. In [30], oil production was studied, and 

the profits of firms were maximized over a long time 

interval with discounting. Within the model described 

in [31], firms choose which labor (as a factor of pro-

duction) to use, and their outputs are determined by 

their choice. According to [32], a mixed oligopoly is 

an oligopoly with one state-owned firm and several 

private firms. The state-owned firm seeks to maximize 

society’s welfare, whereas private firms maximize 

profit (all firms produce a homogeneous good). The 

conditions were formulated under which Cournot 

equilibrium exists and is unique in such a mixed oli-

gopoly. The effect of taxes on equilibrium outputs in a 

Cournot oligopoly was discussed in [33, 34]. In [35], 

the existence of Cournot equilibrium was proved un-

der fixed cap prices. In [36], random yield models 

with Cournot competition were considered: the output 

of each firm has the form 
i i iq q  , 1,...,i n , where

iq  is the target quantity and 
i  is a random variable. 

Total output, consumer surplus, and the entry of new 

firms into the market were investigated.  

Correlated equilibrium (by definition, some proba-
bility measure) is a generalization of Nash equilibrium 

in pure strategies. The following result was established 
in [37, 38] under appropriate conditions: if there exists 
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a unique Cournot equilibrium, it will also be a unique 

correlated equilibrium. 

In several publications, reflexive game theory 

methods [39] were used to study Cournot competition. 

The conditions presented in [40] ensure convergence 

to a Cournot equilibrium when each firm gives the 

best response (in terms of maximizing its profit) to the 

outputs of other firms. In the case of one Leader and 

several Follower firms, the convergence to a Cournot 

equilibrium was discussed in [41]. Some examples of 

nonunique Cournot equilibria were given in [42]. Effi-

ciency issues for static and dynamic games under dif-

ferent organizational modes of firms were studied in 

[43]. 

2. MARKET ENTRY AND EFFICIENCY ISSUES 

Let the inverse demand function have the form 

( )P Q a bQ  , where 0a   and 0b  ; let the cost 

functions have the form  i i i iC q c q , where 0ic  . 

Assume that the capacity of each firm is unbounded. 

The values ic , key for the subsequent analysis, are 

called marginal cost or unit production cost. Then, in 

accordance with formula (1), 

 1

1

,...,
n

i n j i i i

j

q q a b q q c q


 
    

 
  

and 

 1,..., 2i

n i j i

j ii

q q a bq b q c
q 


   

  . 

A strategy profile * *

1 ,..., nq q  is a Nash equilibrium 

if  

 
 

* * * * *

1 1 1

* * * *

1 1 1

,..., , , ,...,

max ,..., , , ,...,
i

i i i i n

i i i i n
q

q q q q q

q q q q q

 

 



 
 

for all 1,...,i n . The necessary condition of the max-

imum is the zero value of all partial derivatives: 

 * * * * *

1 1 1,..., , , ,..., 0i

i i i n

i

q q q q q
q

 





 

or 

* *

1

n

i i j

j

bq a c b q


    , 1,...,i n . 

Summing the last n  equations gives  

   * ,
1

n
Q a c

b n
 


                     (2) 

where 
1

1 n

ii
c c

n 
   is the average marginal cost. By 

assumption, a c . Then 

   *

1

n
P Q a a c

n
  


.                  (3) 

The values *

iq  and  * *

1 ,...,i nq q  can be easily cal-

culated: 

     * 1
1

1
i iq a c n c c

b n
    


,         (4) 

 
 

   2* *

1 2

1
,..., 1

1
i n iq q a c n c c

b n
     


. (5) 

The point *

iq  is the maximum point of the profit 

function  * * * *

1 1 1,..., , , ,...,i i i i nq q q q q   since i  is 

concave in the argument 
iq . In the case ic c , the 

problem of negative (zero) outputs *

iq  may arise. This 

problem will be considered in detail in Section 6. 

Here, we suppose that ( ) / ( 1)ic c a c n     for all i. 

Note that the share of the output of firm i in total out-

put is easy to calculate as well: 

*

*

1i i iq a c c c

Q n a c a c

 
 

 
. 

Due to formulas (4) and (5), if n  is large enough, 

the difference ( ic c ) can play a greater role than the 

difference ( a c ). For a firm, reducing the marginal 

cost ic  is among the most important tasks. 

According to Cournot’s conclusions, total output 

grows and the price of goods decreases when increas-

ing the number of firms. In the linear model case, the-

se conclusions are true; see formulas (2) and (3). For 

the nonlinear model, Cournot’s conclusions remain 

valid under the conditions formulated in [44]. 

It follows from formula (3) that 

 * 0P Q c   as n . 

In other words, oligopoly turns into perfect competi-

tion with an unlimited increase in the number of firms. 

Oligopoly with firms producing a homogeneous good 

is called quasi-competition if total output grows and 

the price of goods decreases when increasing the 

number of firms. Under the identical cost functions of 

all firms, quasi-competitiveness alone is not sufficient 

for an oligopoly to become perfect competition with 

an unlimited increase in the number of firms; for de-

tails, see [45]. The case of different cost functions of 

firms was studied in [46]; as was shown therein, oli-

gopoly is quasi-competitive under the conditions en-

suring the uniqueness of Cournot equilibrium in the 

paper [16].  
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The dependence of the price of goods and the share 

of output produced by one firm on the number of firms 

was further examined in [47]. The author [48] also 

studied the transition from Cournot to perfect competi-

tion when the number of firms increases, including the 

stability of Cournot equilibrium; as it turned out, the 

system is stable if the capacities of firms decrease with 

increasing the number of firms. In the case of collu-

sion between firms, the same issues were considered 

in [49] using conjectural variations, by analogy with 

[10]. The author [50] provided a rigorous mathemati-

cal proof of the so-called “folk theorem”: if firms are 

small relative to the market, then there exists a 

Cournot equilibrium approximately representing per-

fect competition. By assumption, firms can enter and 

leave the market freely. Note that the average cost 

function of firms was adopted in the analysis. The re-

search [50] was continued in [51], where the asymp-

totic properties of Cournot equilibria were analyzed. 

For the equilibrium with free entry of firms into the 

market, the dependence of the number of firms and 

total output on the demand and cost functions was in-

vestigated in [52].  

The works [53–55] addressed society’s welfare 

under Cournot competition. As it turned out within the 

mathematical models considered, the free entry of 

firms into the market can worsen rather than improve 

society’s welfare. Consumer surplus and irrecoverable 

losses were also studied in [56]. With a certain simpli-

fication of the mathematical model, explicit elemen-

tary functions-based expressions were derived in [57] 

for some efficiency measures. In [58], firms producing 

several goods were considered to compare Cournot 

competition and collusion in terms of consumer sur-

plus, total surplus, and the profit losses of firms. Note 

that uncertainty, which can make collusion inefficient, 

was neglected in that paper. The publication [59] was 

devoted to a Cournot oligopoly with free entry of new 

firms into the market and the following issues: how do 

the number of firms, the output of an individual firm, 

and total output depend on entry cost and on the mar-

ket size? In [60], the restrictions of authorities for new 

firms entering the market were analyzed; one goal of 

the authorities is to improve society’s welfare. 

The paper [61] continued the studies initiated in 

[54, 55] that the entry of new firms into the market 

may be redundant. The R&D investment of firms to 

reduce costs was studied; the literature on Cournot 

equilibria was linked to the previous literature on 

R&D investment. In [62], models with firms choosing 

between two production technologies were considered. 

(The type of the cost function depends on this choice.) 

As was shown, in some cases, Cournot equilibria may 

not exist. 

3. COURNOT AND BERTRAND OLIGOPOLIES 

When studying Bertrand oligopoly, a usual as-

sumption is that firms produce differentiated goods. In 

this case, firm i sets a price ip  for its good, 1,...,i n . 

The demand iq  for this good depends on all prices 

1,..., np p . Then the profit of firm I is given by 

      1 1 1,..., ,..., ,...,i n i i n i i np p p q p p C q p p   . 

Firm i seeks to maximize the profit .i  It is required 

to find a Nash equilibrium in the class of pure strategy 

profiles 1,..., np p .  

The reason to consider firms with differentiated 

goods in Bertrand oligopoly is that, in the case of pro-

ducing a homogeneous good, the unique Nash equilib-

rium may be the prices equal to marginal cost, i.e., 

zero profit for each firm. (Of course, to obtain this re-

sult, some assumptions must be accepted regarding the 

functions iq  and iC ; for example, see [2, 63, 64].) 

The conclusions concerning Bertrand oligopoly, par-

ticularly the comparison of Cournot and Bertrand oli-

gopolies, essentially depend on whether the goods are 

substitutes or complements. (For the definition of sub-

stitutes and complements, we refer, e.g., to the mono-

graph [1].) 

Firms producing differentiated goods can also be 

considered within Cournot oligopoly. Then the profit 

of firm i is given by (instead of (1)) 

     1 1,..., ,...,i n i n i i iq q P q q q C q   . 

The equilibrium prices of goods under Cournot com-

petition were compared with their counterparts under 

Bertrand competition, e.g., in the book [65, pp. 68–
78]. In the duopoly problem considered therein, the 

equilibrium prices under Cournot competition are not 

lower than those under Bertrand competition. This 

result was confirmed in [66]; a linear duopoly model 

was investigated in detail, including the comparison of 

equilibrium prices and outputs, the profits of firms, 

consumer surplus, and total surplus. In the paper [67], 

similar results were established for nonlinear duopoly 

models. However, as was shown by the author [68], 

the conclusions of [66] may break when considering 

an arbitrary number of firms (not two).  

In [69], Cournot and Bertrand equilibria were com-

pared for firms producing a homogeneous good. 

Cournot and Bertrand oligopolies were compared by 

various criteria in [70–75] and other publications. In 

the linear case, Cournot competition and Bertrand 

competition were compared in detail in the paper [76]. 

Innovations to reduce cost were compared for Cournot
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and Bertrand oligopolies in [77]. The author [78] con-

sidered a duopoly with firms producing differentiated 

goods; the marginal cost of production was reduced 

using R&D expenditures both in a given firm and 

(with some factor) in the other firm; society’s welfare 

under the two types of competition (Cournot and Ber-

trand) was investigated as a function of this reduction 

factor. Also, Cournot competition was compared with 

Bertrand competition in [79], but without using the 

concept of Nash equilibrium. 

The paper [80] overviewed models in which output 

is the strategy of some firms and price is the strategy 

of the other firms (the so-called Cournot–Bertrand 

oligopoly). In addition, such an oligopoly was dis-

cussed in [81]. The paper [82] considered the envi-

ronmental impact of production; the amount of pollu-

tion was compared for three models (Cournot duopoly, 

Bertrand duopoly, and Cournot–Bertrand duopoly). 

4.  STRATEGY CHOICE UNDER UNCERTAINTY. 

INFORMATION SHARING BETWEEN FIRMS.           

SELLING LICENSES 

Consider a duopoly with  P Q a Q 

 1 2a q q    and zero cost for both firms. Let a be a 

random variable taking values 60 and 120 with an 

equal probability of 0.5. The first firm is informed, 

i.e., knows the current (true) value a, and determines 

its output by formula (4) based on this value. The se-

cond (uninformed) firm proceeds from the fixed value 

90a   and also determines its output by formula (4). 

For the current value 120a  , we obtain 

1 40q  , 2 30q  , 70Q  . 

Then the formula P a Q   yields 50P  . The 

resulting profits are 1 1 2 000Pq    and 

2 2 1500Pq   . But if the first firm informs the se-

cond one about the current value a , then 2 40q  , 

80Q  , and 40P  ; in this case, 1 2 1 600    . In 

other words, the profit of the first firm decreases 

whereas the profit of the second firm increases. 

For the current value 60a  , we obtain 

1 20q  , 2 30q  , 50Q  . 

Then the formula P a Q   yields 10P  . The 

resulting profits are 1 1 200Pq    and 

2 2 300Pq   . But if the first firm informs the se-

cond one about the current value a, then 2 20q  , 

40,Q  and 20P  ; in this case, 1 2 400    . 

Thus, the average profit of the first firm is 

 0.5 2 000 200 1100   if it does not share infor-

mation with the second firm and is 

 0.5 1 600 400 1 000   otherwise. That is, the first 

firm benefits nothing from sharing information with 

the second firm. Similarly, for the second firm, the 

average profit is  0.5 1 500 300 900   if it receives 

no information from the first firm and is

 0.5 1 600 400 1 000   otherwise. Therefore, infor-

mation sharing is beneficial for the second firm. 

This example can be somewhat generalized. Sup-

pose that the first and second firms have information  

( 1a   ) and ( 2a   ) about the value a, respectively, 

where 1  and 2  are random variables with zero 

mean. Is it beneficial for the firms to share this infor-

mation? Does the answer depend on the correlation of 

the random variables 1  and 2 ? The information 

may be more complex than just a single numerical 

parameter. Is it then beneficial to share some part of 

this information with another firm? Which part should 

it be? 

For an arbitrary number of firms, such a problem 

with a random variable a was considered in [83]. As-

sume that the inverse demand function and cost func-

tions of all firms are linear. The main question ad-

dressed in the paper is as follows: it is beneficial for 

the firms to research the market jointly? As it turned 

out, the benefit of reduced market research costs may 

be smaller than the losses due to the information avail-

able to competitors. In addition, the impact of market 

research on consumer surplus was studied. This im-

pact is found to be positive, i.e., market research in-

creases consumer satisfaction. A similar model for 

duopoly was considered in [84], and the authors ar-

rived at the following conclusion: information sharing 

between firms increases the correlation of their out-

puts, reducing their expected profits. The difference 

between the works [85] and [84] is the use of Gaussian 

random variables. As a result, in some cases, the exact 

values of means can be calculated. Besides, infor-

mation sharing between firms in [85] was associated 

with subsequent collusion to reduce output.  

For a similar problem, the possibility of partial in-

formation sharing between firms was considered in 

[86]. The author [87] compared Cournot and Bertrand 

competition. Also, information sharing under Cournot 

and Bertrand competition was examined in [88]. In 

that paper, a duopoly with firms producing differenti-

ated goods was considered in the following statement: 

the inverse demand functions are linear; the free terms 

in the price equations form a random vector with the 

2D Gaussian distribution. In [89], similar problems 

were considered for the equation P a bQ   with b  

as a random variable. The example at the beginning of 
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this section shows that the expected profit of a more 

informed firm is higher. In [90], an example of the 

opposite nature was provided for a duopoly with firms 

producing differentiated goods and uncertainty in 

some cross-effects. 

Similar problems, but when exchanging infor-
mation about cost rather than market demand, were 

considered in [91]. According to the conclusions, 
within the linear model, such information sharing in-

creases the expected profits of firms but decreases the 
expected surplus of consumers. The author [92] stud-

ied problems where firms may (or may not) share both 
cost and market demand information with other firms. 

Theorems on the existence of Cournot equilibria and 
on convergence to perfect competition as the number 

of firms tends to infinity were obtained. The paper 
[93] challenged the conclusion of [91] that information 

sharing between firms reduces expected consumer 
surplus. In [94], the profits of firms depend on their 

strategies (outputs and prices) and, moreover, on the 

unknown state of the environment (each firm receives 
some signal about this state). The equilibria obtained 

with and without information sharing about these sig-
nals were compared.  

The potentially disorienting character of infor-

mation shared with other firms was discussed in [95]. 

The paper [96] presented many of the previous results 

on information sharing between firms within a unified 

model. In [97], similar issues were touched upon with 

respect to the Cournot–Bertrand duopoly (the mixed 

case with outputs and prices as the strategies of differ-

ent firms). Several researchers considered the problem 

where each firm maximizes revenue or some weighted 

average of profit and revenue. In this case, the inter-

ests of owners and managers running the firm are sep-

arated. In [98], the reasonability of information shar-

ing between firms in such a model was analyzed, in-

cluding the effect of information dissemination on so-

ciety’s welfare. 

In the problem described in [99], firms receive 
noisy signals about market demand and cost and de-

termine Cournot equilibrium outputs based on these 
signals. Using the strong law of large numbers, it was 

proved that total output converges almost surely to the 
total output corresponding to perfect competition as 

the number of firms tends to infinity. Note that the 
linear model with the same marginal cost for all firms 

was adopted therein. The paper [100] developed the 
results and approaches from [92] and [99]; a continu-

um of firms was considered, and some convergence 

results were obtained for Bayesian–Nash equilibria.  

A duopoly with firms producing differentiated 

goods was studied in [101]. In this model, the inverse 

demand function is subjected to random disturbances: 

the prices of goods under given outputs become ran-

dom variables. The strategy of each firm takes the fol-

lowing form. First, the firm selects the type of strategy 

(the output or price of the good); then it decides on the 

output or price, respectively. All decisions are made 

simultaneously by both firms. Some results on the ex-

istence of Bayesian–Nash equilibria and on the ex-

pected profits of firms were given. A similar problem 

was considered in [102], where the firm’s decision is 

related to the degree of substitutability of goods.  

In [103], the following model was presented. The 

uncertainty regarding demand and cost is described by 

some probability space  , ,F  . The awareness of 

firm i is given by a σ-subalgebra Fi included in the σ-

algebra F. It was discussed under which conditions the 

better-informed firm (i.e., the firm with a larger σ-

subalgebra Fi) would obtain a higher expected profit. 

In [104], the existence of Bayesian–Nash equilibria 

was investigated within the same problem statement. 

The paper [105] considered a linear model with all 

completely known parameters. Each firm believes that 

all other firms will determine their outputs with prob-

ability p  based on Cournot equilibrium and with 

probability (1 – p) in another way, 0 1p  . The pes-

simistic firm supposes “the worst-case” way whereas 

the optimist firm “the best-case” way. The best re-

sponses of firms as well as their possible outputs, pric-

es, and profits were examined. 

In [106], the inverse demand function has the form 

( ) max( , 0)P Q a Q  , where a is a random variable 

taking two values (“large” and “small” with equal 

probabilities of 0.5). The ranges ensuring the existence 

of a unique Cournot equilibrium and exactly two 

Cournot equilibria were found. The expected profits 

and expected total surplus in such a model were com-

pared with those in the model without uncertainty (i.e., 

in the model with the same “large” and “small” val-

ues). The paper [107] confirmed the conclusion of 

[106] that under uncertainty regarding market demand, 

the requirement of nonnegative prices may lead to a 

non-unique Cournot equilibrium. However, for models 

with free sales (firms can sell less goods than they 

produce), such non-uniqueness does not arise. In 

[108], uncertainty was related to the capacity of firms. 

In [109], Pareto equilibria in Cournot oligopoly were 

studied under uncertainty regarding demand. 

In the publication [110], under a limited demand 

d  for a good, the profit to be maximized is given by  

     , min , i

i i i i i

q d
q Q P Q q C q

Q

 
   

 
, 

where  i i i iC q c q  (c.f. formula (1)). Cournot equi-

libria were determined in the duopoly with this profit 

function. The demand td  was then assumed to be a 
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continuous-time random process satisfying some sto-

chastic differential equation, [0, ].t T  For random 

processes 1tq  and 2tq , a control problem was studied 

to maximize functionals expressing the total profits of 

firms over the time interval from 0 to T with discount-

ing. 

The paper [111] was devoted to a duopoly where 

each firm produces two goods, X and Y. For techno-

logical reasons, the output of each good is a certain 

share of the firm’s total output: iX iq q   and 

 1iY iq q   , where 0 1   , 1, 2i  . The inverse 

demand function is specific for each good: 

 1 2X X X X XP a b q q    and  

 1 2Y Y Y Y YP a b q q   . 

The random vector  ,X Ya a  was supposed to 

obey the bivariate Gaussian distribution. Cournot 

competition was considered: firms determine the val-

ues 1q  and 2q . It was investigated how the availability 

of information about the true inverse demand function 

would affect the firm’s expected profit. 

In [112], a nonlinear duopoly model was consid-

ered as follows. One firm (e.g., firm 1) receives reve-

nue from selling a license to another firm (firm 2). By 

doing so, firm 2 reduces cost. In this setup, formula (1) 

is replaced by 

       1 1 2 1 1 1 2,q q P Q q C q rq f     , 

       2 1 2 2 1 2 2,q q P Q q C q rq f     , 

where f  is a fixed fee and r  denotes the royalty. It 

was studied under what conditions firm 2 would buy a 

license, both firms would remain active, or firm 1 

would become a monopolist. The cases of drastic and 

non-drastic technologies were examined separately.  

In [112], the linear model analysis from [113] 

(with calculations similar to those yielding (2)–(5)) 

was transferred to the nonlinear case. For the linear 

case, the author [113] presented the relative ad-

vantages and disadvantages of fixed fees and royalties. 

Also, his considerations were transferred to the non-

linear quadratic case in [114]; the differences from the 

linear case were discussed.  

The researchers [115] studied a similar problem 

within the linear duopoly model with non-drastic tech-

nologies and foreign (firm 1) and domestic (firm 2) 

agents. Consumer surplus and society’s welfare were 

studied for different cases ( 0f   and 0r  ; 0f   

and 0r  ; 0f   and 0r  ). The paper [116] investi-

gated the possible impact of the limited capacity of the 

firm selling the license. In [117], the sales of license 

was considered in the case where firms 1 and 2 pro-

duce differentiated goods; Cournot competition and 

Bertrand competition were compared. Also, Cournot 

competition and Bertrand competition in the sales of 

licenses with R&D cost were compared in [118]; par-

tially, the conclusions are opposite to those of [66].  

5.  CARTEL FORMATION 

If a cartel is formed, the optimization problem will 

change. Cartelized firms seek to maximize total profit 

instead of their individual profits. The distribution of 

total profit among the firms may or may not be includ-

ed in the analysis. Thus, within the mathematical 

model under consideration, cartel formation does not 

differ from the merger of firms, although it is not the 

same in reality.  

Consider the model with the linear inverse demand 

function  P Q a bQ   and the same cost function 

 i i iC q cq
 
for all firms. By ( )m  we denote the 

profit of one firm given m  firms in the market. As-

sume that n firms initially operate in the market, and 

k  firms form a cartel. Total profit is distributed equal-

ly among all cartelized firms. Then the member firms 

benefit from forming the cartel if 

2

2 2

( 1) ( )

( ) 1
0.

( 2) ( 1)

n k k n

a c k

b n k n

    

 
   

   

 

(Here, formula (5) is used.) 

The paper [119] established a result called para-

doxical in many subsequent works: the difference 

above is positive only for k  close enough to n , ap-

proximately for 0.8k n .  

One drawback is that this model does not distin-

guish the cartel from other firms and neglects the 

“big” size of the newly created firm. To eliminate this 

drawback, the authors [120, 121] considered the same 

problem with the cost function  
2

2

i
i i

i

q
C q

k
 , where 

ik  is the capital of firm i . The impact of cartel for-

mation on society’s welfare was also studied in [121].  

The problem of cartel formation under Bertrand 

competition was considered in [122]. The results ob-

tained therein radically differ from those of [119]. Car-

tel formation increases the profits of all firms, while 

the profits of non-cartelized firms are greater than the 

profits of cartelized firms. In addition, an increase in 

the number of cartelized firms raises the profits of the 

cartelized firm. 

Within the model proposed in [123], n  firms pro-

duce a homogeneous good; among them, k  firms are 
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leaders and the rest are followers. Followers compete 
in the Cournot sense given the total output of leaders. 

Leaders realize this fact (i.e., they know the reaction 
functions of followers to their outputs) and also have 

Cournot competition among themselves by determin-
ing their outputs. Initially, all firms are assumed to be 

identical. The author [124] studied society’s welfare 
for such a model. Similar problems with quadratic cost 

functions were considered in [125].  
The following model was used to analyze cartel 

stability in [126]. In an economy sector, there are n 

identical firms producing a homogeneous good. Then 

k  firms form a cartel and set the price of the good to 

maximize their total profit. Let ( )c k  and ( )f k
 
de-

note the profit of the cartelized and non-cartelized 
firms, respectively. A cartel is called internally stable 

if ( ) / ( 1)c fk k k    , i.e., a cartelized firm will not 

increase its profit by leaving the cartel. A cartel is 

called externally stable if ( ) ( 1) / ( 1)f ck k k     , 

i.e., a non-cartelized firm will not increase its profit by 

joining the cartel. A cartel is called stable if it is both 
internally stable and externally stable. The paper [127] 

examined the process of forming a stable cartel by 
combining the ideas from [126, 128]. Note that neither 

Cournot nor Bertrand competition was considered in 

[126]. The concept of cartel stability in relation to 
Cournot competition, Bertrand competition, and lead-

er-follower games was studied in many publications; 
for example, see [129–133].  

Choosing a coalition structure that best matches 
the interests of players is a central problem in coopera-

tive game theory. Such approaches are also applied to 
oligopoly games. In [134], a very general notion of 

equilibrium was considered; it includes the endoge-
nous determination of the best coalition structure un-

der a given set of admissible coalition structures. Par-
ticular cases of this equilibrium are Nash equilibrium 

for a noncooperative game and the core for a coopera-
tive game with non-transferable utility. In both cases 

mentioned, a given set of admissible coalition struc-
tures is a singleton. In the former case, only coalitions 

consisting of one player are allowed. In the latter case, 

only coalitions consisting of all players are allowed. 
The paper [135] separately considered coalitions with 

positive and negative externalities, i.e., players not 
included in the coalition benefit (lose, respectively) 

from coalition formation. Stability was analyzed for 
different coalition formation rules (e.g., the consent of 

all coalition members is required for new entrants to 
join the coalition; the coalition can break up or merge 

with other coalitions, etc.). Research works focused on 
partition function form games (instead of cooperative 

games in the characteristic function form) were sur-
veyed in [136]. 

6.  PRACTICAL CALCULATION OF COURNOT EQUILIBRIA 

AND THEIR USE IN APPLICATIONS 

Consider n  firms producing m goods; iq , the out-

put of firm i, is an m-dimensional vector; iL , the ca-

pacity of firm i, is also an m -dimensional vector; 

( )P Q  is the m-dimensional vector of prices; ( ) iP Q q  

in formula (1) is understood as an inner product. If 

 * * *
1 ,..., nq q q  is an equilibrium, then *

iq  maximizes 

 * * * *
1 1 1,..., , , ,...,i i i i nq q q q q   as a function of the ar-

gument iq  for any i. A common approach is to find 

Cournot equilibrium by solving the complementarity 

problem.  

Let i  be a concave and continuously differentia-

ble function of the argument iq . Then for any 

1,...,k m , the partial derivative  *i
i

ik

q
q




 is nonposi-

tive if * 0ikq  ; equal to zero if *0 ik ikq L  ; and 

nonnegative if *
ik ikq L . In other words, there exist 

values iku  and ikv  such that 

 * 0i
i ik ik

ik

q u v
q


  


,                    (6) 

where 0iku   if * 0ikq   and 0iku   if * 0ikq  ; 

0ikv   if *
ik ikq L  and 0ikv   if *

ik ikq L . By the 

definition of iku  and ikv , it follows that 

* 0ik iku q   and  * 0ik ik ikv L q  .            (7) 

With the m -dimensional vectors  1,...,i i imu u u   

and  1,...,i i imv v v   (prime means transpose), the re-

lation (6) can be written as  

 *grad 0i i i iq u v    , 

and the relations (7) as the zero scalar products 

* 0i iu q   and  * 0i i iv L q  . 

In addition, 0iu  , 0iv  , * 0iq  , and 

* 0.i iL q   (For vectors, the nonstrict inequalities 

with “ 0 ” hold componentwise.)  

Consider the 2m -dimensional vectors 

i

i

i

q
w

v

 
   
 

, 1,...,i n , 
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and the function 

 
 gradi i i

i i

i i

v q
f w

L q

  
    

 

that translates 2m -dimensional vectors into 2m -

dimensional vectors. For *

i iq q , the scalar product 

satisfies the equality 

  0i i iw f w  ,   1,...,i n .                  (8) 

We introduce the notations 

1

n

q

q

q

 
 

  
 
 

, 

1

n

v

v

v

 
 

  
 
 

, 

1

n

L

L

L

 
   
 
 

,

 
 

 

1 1grad

grad

grad n n

q

q

q

  
 

   
   

, 
q

w
v

 
  
 

, 

and 
grad ( )

( )
v q

f w
L q

  
    

. 

Thus, Cournot equilibria can be determined by 

solving the complementarity problem: it is required to 

find vectors 0w  such that ( ) 0f w   and  

  0w f w  . 

The existence of solutions for complementarity 

problems was explored in [137, 138]. Due to (8), if *
q  

is a Cournot equilibrium, then there exists a vector *
v  

with nonnegative components such that the vector 

*

*

*

q
w

v

 
 
 
 

 

is the solution of the complementarity problem. 

Some literature on the application of this approach 

for finding Cournot equilibria was cited, e.g., in [139]. 

Based on the same ideas, Cournot equilibria can also 

be determined in the case of nondifferentiable demand 

functions [140]. The authors [141, 142] proposed to 

calculate Cournot equilibria as solutions of some 

mathematical programming problems. In [143], anoth-

er algorithm for finding Cournot equilibria was pre-

sented using the ideas from [137, 138, 142]. Based on 

complementarity problems, the paper [35] considered 

the existence and uniqueness of Cournot equilibria 

under price constraints as well as algorithms for find-

ing Cournot equilibria.  

Also, we note the following aspect: if firms pro-

duce a homogeneous good, then in some cases, 

Cournot equilibria can be determined by directly ana-

lyzing the multivalued mapping that associates with 

each strategy profile of other firms the best responses 

of a given firm [144]. Cournot equilibria can be found 

using the so-called tâtonnement process, which also 

involves best responses [145, pp. 84–97]. For firms 

with differentiated goods, this process was discussed 

in [146]. 

In [147], solutions of complementarity problems 

were adopted to study Cournot competition in electric-

ity markets with uncertainty. Cournot equilibria were 

also used to analyze electricity markets in [139, 140, 

148]. 

The researchers [149] compared Cournot competi-

tion and Bertrand competition in the software industry. 

One firm sells a platform (e.g., an operating system), 

and the other two firms supply application software. 

The comparison results for this problem quite differ 

from the ones obtained commonly. 

In [150], competition between air carriers and rail-

road companies in high-speed transportation was 

treated as a Cournot duopoly. A model with linear in-

verse demand functions and zero cost was applied. By 

assumption, air carriers can have price discrimination 

(sell tickets to different groups of passengers at differ-

ent prices) whereas railroad companies cannot. As it 

turned out, price discrimination increases the profit of 

air carriers. Consumer surplus and society’s welfare 

were also studied. 

CONCLUSIONS 

This survey has presented the main sections of 

Cournot oligopoly as a mathematical discipline:  

– the existence, uniqueness, and stability of equi-

libria; 

– market entry for new firms and efficiency issues; 

– a comparison of Cournot oligopoly, Bertrand oli-

gopoly, and Cournot–Bertrand oligopoly; 

– consideration of uncertainty by probabilistic 

methods (model parameters, deviations of real outputs 

from the planned ones, etc.); 

– information sharing among firms and the sale of 

licenses;  

– cartel formation; 

– numerical methods for determining Cournot 

equilibria, primarily for multidimensional problems.  

(Consideration of uncertainty by fuzzy set theory 

methods goes beyond the scope of this paper.) 

The application of this mathematical theory in var-

ious branches of the economy has been considered. 

The oligopoly theory has been evolving toward in-

cluding more and more real processes in the mathe-
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matical model. In this way, recommendations for con-

trol and management can be developed. Mathematical 

modeling of information sharing among firms and car-

tel formation is important to determine which infor-

mation exchange or the level of interaction between 

firms best matches the interests of firms. Also, such 

mathematical models are crucial from the society’s 
welfare point of view to prevent a significant increase 

in prices for goods.  
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Abstract. This paper considers the problem of designing control systems for moving objects with 

control channel switching. A generalized characteristic is proposed to eliminate jumps and im-

pulses that may occur at switching instants. This characteristic describes the entire ensemble of 

system trajectories under control channel switching at an arbitrary random instant. A numerical 

inversion method is developed for the Laplace transform based on expanding the delta function 

into a series of exponential polynomials. With this method, the generalized characteristic of the 

system can be approximated by a given time domain. The exponential series description of the 

generalized system characteristic allows reducing the original design problem to a system of al-

gebraic inequalities. A particular example of designing an automatic pitch control system for an 

aircraft with a normal overload limit is presented; as is shown, the entire ensemble of trajectories 

obtained for different channel switching instants belongs to a given time domain. 
 
Keywords: design, switched systems, selector, moving object, trajectory, angle of attack. 
 

 

 

INTRODUCTION 

Control systems of moving objects have a number 
of peculiarities [1, 2]. One peculiarity is their multi-
mode operation. In this case, the transition to the next 
operating mode is accompanied by a structural change 
in the control part of the system. In particular, such a 
situation arises in the programmed control of a moving 
object when it is necessary to restrict the maximum 
allowed values of the motion parameters, e.g., the lim-
iting angle of attack in aircraft attitude control. During 
operation the system structure changes according to an 
accepted logic of channel switching; therefore, such 
systems are referred to as switched systems [3–10]. 
This is a class of multi-mode dynamic systems con-
sisting of a family of continuous subsystems and a 
device that controls mode switching.  

The permanently increasing interest in switched 
systems is due to their wide use in applications (con-
trol of electric power systems, aircraft, industrial pro-
cesses, and many other areas, up to the development of 
intelligent components of control systems [11–17]). 
Also, there are several interesting phenomena occur-
ring in such systems. Examples show that the stability

of all individual modes is not sufficient for the stabil-
ity of a system with arbitrary switching [18–21]. In 
other words, the stability of switched systems depends 
on the dynamics of the system in each mode and the 
consistency of the modes during their switching. In 
this regard, research efforts are concentrated on the 
stability and stabilizability of switched systems [22–
26], as well as methods for designing controllers with 
guaranteed stability and control performance [27–31]. 
There exist two approaches to the design of such sys-
tems. In the first case, dynamic processes are specified 
by a system of differential equations, which form a 
finite ensemble of typical trajectories. The optimal 
system trajectory is constructed of separate sections of 
these typical trajectories by a switching device (a fi-
nite automaton with memory). The memory of the 
switching device stores the time intervals on which the 
motion will follow the selected trajectory and the se-
quence in which the selected trajectories will be 
switched. In the studies of such switched systems, the 
main attention is paid to the development of logical 
operation rules for the automaton to ensure a con-
sistent change in the system state at the switching in-
stant without jumps and bursts of the controlled varia-
ble. 

http://doi.org/10.25728/cs.2023.5.3
mailto:efanov@mail.ru
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The second approach to the design of switched sys-

tems is used when the switching rules are described by 

constraints on time and state, or are due to external 

impacts applied to the controlled object. One example 

is the need to restrict the maximum allowed values of 

the motion parameters; see the discussion above. In 

this case, structural switching can be considered a dis-

turbance applied to the system. Therefore, the contin-

uous subsystems of the system’s control part should 

compensate such disturbances by matching the system 

trajectories when changing its operating modes. A dis-

tinctive feature is that such systems change their prop-

erties in a jump-like manner at unknown random in-

stants. As a result, they are treated as systems with 

random structure [32–34]. Consequently, there is an 

entire ensemble of optimal trajectories, each corre-

sponding to a particular switching instant. In this case, 

the averaged or generalized characteristics of the sys-

tem are used to assess its dynamics [35–37]. However, 

the scope of these results is often restricted to analysis 

problems since the system characteristics in all struc-

tural states are supposed to be known. In this regard, 

we propose a generalized characteristic of a system 

with channel switching for design purposes: it allows 

deriving an analytical dependence between the param-

eters of the control part and the ensemble of system 

trajectories under channel switching at an arbitrary 

random instant. 

This paper develops a control design algorithm to 

match the trajectories of systems with control channel 

switching using a generalized characteristic that de-

scribes the entire ensemble of their trajectories under 

control channel switching at an arbitrary random in-

stant.  

1. ANALYSIS OF SYSTEM DYNAMICS WITH CHANNEL 

SWITCHING AT RANDOM INSTANTS 

Assume that in the control mode of the object’s pa-

rameter y(t), the system’s trajectory is described by the 

equation 

       1 1 con
P D y t Q D y t ,                 (1) 

where ycon(t) is the control program for the given pa-

rameter;        1 1 1

1 1 0

n

n n

d d
P D a a a

dtdt
   

 
and 

 1Q D       1 1 1

1 0

m

m m

d d
b b b

dt dt
   , where 

   1
0, ,ia i n     1

0,jb j m  are the model parame-

ters. 

When switching to the limiting channel at some in-

stant τ, the system trajectory with respect to the pa-

rameter y(t) is described by the equation 

       2 2 lim
, P D y t Q D y t                 (2) 

with initial conditions determining the coincident sys-

tem states at the control mode change instant: 

   
( , ) ( ) ;

r r

t t
y t y t    0, 1, , 1r n  , 

where ylim(t) is the limiting program for the given pa-

rameter;        2 2 2

2 1 0

n

n n

d d
P D a a a

dt dt
     and

       2 2 2

2 1 0

m

m m

d d
Q D b b b

dt dt
    .  

To match the system trajectories when switching 

the control channel to the limiting channel at an arbi-

trary random instant  0,  , we consider the fol-

lowing generalized characteristic of the system: 

 
0

( ) ( , ) ( )E y t y t f d



    ,                  (3) 

where f(τ) is the distribution function of the random 
instant τ.  

On the time interval 0 ≤ t ≤ τ, the system trajectory 

satisfies equation (1). In this case, ( , ) ( )y t y t  . On 

the time interval 0 ≤ τ ≤ t, the limiting loop comes into 

operation and the system trajectory ( , )y t   will satisfy 

equation (2). 

Assume that the control structure is switched with 

a constant intensity λ. Then the distribution function of 

the switching instant obeys the law ( )f e
   . We 

divide the integral (3) into two terms corresponding to 

the operating modes specified above: 

 
0

( ) ( , ) ( ) ( ) ( )
t

t

E y t y t f d y t f d



       

0

( , ) ( ) ( ) .
t

t
y t f d y t e

      

To calculate the latter integral, we represent the so-

lution of system (2) as the sum 
   I II

( , ) ( ) ( , )y t y t y t     of the partial solution of the 

inhomogeneous equation (2) with zero initial condi-

tions and the general solution of the corresponding 

homogeneous equation with nonzero initial conditions. 

Since the initial conditions of system (2) remain valid 

for y(t, τ), it follows that 

             

 

II
( , ) ( ) ( ) ,

0, 1 .

i i I i

t t
t

y t y t y t

i n

  
    

 
 

The solution of the homogeneous equation has the 

form [38] 

            1 1
II 2

1 2

0 0

, ( )
n n i

ji

i j

i j

y t Y a w t
  

 
 
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where        I
[ ( ) ( )]

i i
Y y y      and 

 
1

2

2

1
( )w t L

P s

     
  

. 

As a result, 

     
        

I

1 1
2

1 2

0 0 0

( ) ( ) ( ) 1

( ) .

t t

tn n i
ji

i j

i j

E y t y t e y t e

a Y e w t d

 

  


 
 

  

      
     (4) 

The generalized characteristic of the system similar 

to (4) was used in the papers [39, 40]. However, the 

desired system trajectories under channel switching 

were ensured therein by localizing the roots of the de-

nominator of the image of this generalized characteris-

tic in a given domain of the complex plane. Generally 

speaking, such an approach does not eliminate all 

jumps and bursts at the channel switching instant since 

the temporal characteristics depend on the image de-

nominator and also on its numerator. In this regard, we 

require that the generalized characteristic E(y(t)) of the 

system lies within given limits: 

     1 2
( )E t E y t E t  .                   (5) 

2. MATCHING CONTROL OF THE SYSTEM WITH 

CHANNEL SWITCHING 

To satisfy condition (5), let us find the Laplace im-

age for E(y(t)): 

      ( ) ( ) t
E s L E y t L y t e

 
 

    ( ) 1
I t

L y t e
 

 

        
1 1

2

1 2

0 0 0

( ) .

tn n i
ji

i j

i j

L a Y e w t d
  


 

 

       
  
   

Consequently, 

      
 

 

I I

I 1 1
2

1

2 0 0

( ) ( ) ( )

[ ( ) ( )]
( ) .

( )

n n i
i j

i j

i j

E s y s y s y s

y s y s
a s s

P s

  

 
 

      

     
  

 

The double sum in this expression can be trans-

formed as follows: 

   

     

1 1 1
2 2 1

1

0 0 1 0

2 2 2

1

( ) ( )

( )
.

( )

n n i n k
i j l k l

i j k

i j k l

k kn

k

k

a s s a s s

P s P ss s
a

s s

   
 

 
   



    

    
 

   

 


 

Considering this relation, the desired image be-

comes 

      I I 2

2

( )
( ) ( ) ( ) .

( )

P s
E s y s y s y s

P s


         

The inverse Laplace transform should be per-

formed to find the original function of the generalized 

characteristic E(y(t)) based on the image E(s). Howev-

er, it seems impossible to do in a general form because 

the image depends on the unknown parameters of the 

system’s control part. Therefore, we employ a special 

numerical inversion method for the Laplace transform. 

Within this method, the delta function δ(t, τ) is ap-

proximated by a partial sum of the series

     
1

,
q

q i i

i

t d t


     , where 

    
1

exp 1
i

i ij

j

t c j t


    , (β > 0; i = 1, 2, ...), 

is the set of orthonormal exponential polynomials with 

the weight    expg t t  , α ≥ 0. 
According to the paper [41], the coefficients cij are 

given by 

     
   1, 1

1 1 2 1
,

! ! 1

, 0, 1, ,

i j

i j

i j i
c

j i j j

i j



 

         


    



 

where  x  denotes the gamma function and 

      . 

The exponential polynomials φi(t) can be obtained 

from any classical orthogonal polynomials pi(z) (Le-

gendre, Laguerre, Hermite polynomials, etc. [42]) by 

the change of variable z = exp(–βt). With this change, 

the system trajectories are described over the entire 

time horizon  0,t  . 

The partial-sum sequence δq(t, τ) converges to the 
delta function δ(t, τ). To demonstrate this fact, we in-

troduce the auxiliary function v(t) = g(t)E(y(t)) for 

which 

   

          

0

1 0

lim ,

lim .

q
q

q

i i
q

i

v t d

g t t g E y d










   

      



 
 

The integral on the right-hand side is the formula 

for calculating the coefficients of the orthogonal series 

when expanding the function E(y(t)) with respect to 

the system of exponential polynomials 

        
0

.
i i

e Е g E y d


       
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Consequently, 

         
10

lim , lim .
q

q i i
q q

i

v t d g t e Е t


 


       

Since the orthogonal series is convergent for any 

square integrable function E(y(t)) with the weight g(t), 

we obtain 

      
1

lim
q

i i
q

i

e Е t E y t




   

and           
0

lim , .
q

q
v t d g t E y t v t




       

Hence, 

         
0 0

lim , , ,
q

q
v t d v t d v t

 


            

and it follows that  

       
1

, lim .
q

i i
q

i

t g t t




       

This expansion of the delta function can serve to 

invert the Laplace transform 

    
0

.s
E s e E y d


     

For this purpose, we use the following transfor-

mations: 

        
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On the other hand, 

        
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Letting s = α gives 

       

   

1 1

1

lim 1
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i
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
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(6) 

Consequently, the coefficients of the series expan-

sion of the function E(y(t)) with respect to the system 

of exponential polynomials are calculated based on the 

values of its image E(s) at real-axis points: 

    
1

1 , 1, 2,
i

i ij

j

e E c E j i


      

The generalized characteristic E(y(t)) written as the 

series expansion with respect to the system of expo-

nential polynomials can be used to formalize the de-

sign problem of matching control in the system with 

channel switching. 

3. CONTROL SYSTEM DESIGN WITH CHANNEL 

SWITCHING IN THE DESIRED DOMAIN OF TEMPORAL 

CHARACTERISTICS 

We represent the partial sum of the exponential se-

ries (6) as 

           
1 1

exp 1 ,
q q

i i k

i k

E y t e E t r E k t
 

      

 
where    

1

q

k ik i

i

r E e E


  . 

Recommendations on choosing q (the number of 

series terms) to achieve the required approximation 

accuracy can be found in several sources (e.g., see the 

papers [42, 43]). Let us expand the boundaries of the 

desired domain of temporal characteristics into similar 

exponential series:  

      
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Then the system of inequalities (5) can be written as 

          
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where 
       I

1k k k
R E r E r E      and 

   II

k
R E

   2k k
r E r E     . 

With the change of variable z = exp(–βt), the sys-

tem of constraints takes the form 
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For the polynomials 
1
( )P z  and 

2
( )P z  to be non-

negative on the interval  0, 1 , it suffices to require 

the following: the polynomials must take a positive 

value at least at one point of this interval, and, in addi-

tion, all their real roots must lie to the right of the 

point 1z  . 

According to Newton’s theorem on the bounds of 

polynomial roots, the number 1z   is a lower bound 

for the positive roots of the polynomials 
1
( )P z  and 

2
( )P z  if 

( ) ( )

1 1
1 2

1 1

1 1
0, 0,

0, 1,..., 1.

p p

q q

z z

z Р z Р
z z

p q

 

 

                   

 

      (7) 

We require the polynomials 1( )P z  and 2 ( )P z  to be 

positive at z = 0, i.e.,      1 1 1 10 0,P r E r E  

     2 1 2 10 0.P r E r E    

Together with inequalities (7), these conditions 

lead to the set of constraints determining the belonging 

of the generalized characteristic E(y(t)) to the given 

domain: 

       
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!
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!
0,

!

0, 1, , 2.
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i
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i

r E r E r E r E
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q i
r E r E

q p i

p q









   

 
     

 
     

 




         (8) 

Heuristic zero-order search algorithms (e.g., the 

Hooke–Jeeves pattern search method) are recom-

mended to solve this system of algebraic inequalities. 

To illustrate the proposed approach, we construct a 

pitch control system for an aircraft with a normal over-

load limit. 

4. AUTOMATIC PITCH CONTROL SYSTEM DESIGN FOR 

AN AIRCRAFT WITH A NORMAL OVERLOAD LIMIT 

Consider the pitch control system for an aircraft 

with the normal overload-limiting channel originally 

proposed in the paper [44]. The structural diagram of 

this system is shown in Fig. 1. 

 

 

 

Fig. 1. The pitch control system with the normal overload-limiting 

channel. 

 

The switching device (SD) supplies the maximum 

absolute value of the control signal to the servo drive: 

1 1 2

2 2 1

 if 

 if .

U U U
U

U U U

     

The transfer functions of the aircraft to control the 

elevator δelev have the following form: 

– for the pitch velocity ωz, 

2

( 2.012)
( ) ;

4.107 25.256

s
W s

s s


 


 
 

– for the normal overload n, 

2

1
( ) .

4.107 25.256
n

W s
s s




 
 

The transfer function of the elevator servo drive is 

servo

10
( ) .W s

s
  

Selecting a physically implementable astatic pitch 

autopilot with velocity feedback, we obtain the trans-

fer function 

 
2

2 1 0

1 2

2 1

,
1

k s k s k
W s

T s T s

 


 
 

where k0, k1, k2, and kθ are the autopilot gains; see 

Fig. 1. 

In turn, we choose the transfer function W2(s) for 

the normal overload-limiting automaton in the form 

 
2

4 3

2 2

4 3

,
1

k s k s
W s

T s T s




 
 

where k3, k4, and kn are the automaton’s gains; see 

Fig. 1. 

Using the introduced characteristics, we find the 

transfer function of the pitch control loop: 

 
 
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where  
 1

3 θ 210 ,b k Т    1

2 θ 2 110 2.012 ,b k Т Т 
   1

1 θ 110 2.012 1 ,b k Т   1

0 θ20.12 ,b k  1

6 2 ,a Т
 1

5 2 14.107 ,a Т Т 
 1
4 2 1 225.256 4.107 10 1,a Т Т k   

 1

3 1 1 2 θ 225.256 10 20.12 10 4.107,a Т k k k Т      

 1

2 0 1 θ 2 θ 110 20.12 20.12 10 25.256,a k k k Т k Т    
 1

1 0 θ 1 θ20.12 20.12 10 ,a k k Т k    and
 

 1

0 θ20.12 .a k  

Similarly, for the normal overload-limiting loop, 

we find the transfer function 
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where  
 2

3 410 ,nb k T    2

2 3 410 2.012 ,nb k T T 
   2

1 310 2.102 1 ,nb k T   2

0 10 ,nb k  2

6 4 ,a T
 2

5 4 34.107 ,a Т Т   2

4 4 325.256 4.107 1,a Т Т  
 2

3 3 4 425.256 10 10 4.107,na Т k Т k   
 2

2 3 310 10 25.256,na k k T    and
 

 2

1 10 na k . 

Let the control channel be switched with the con-

stant intensity λ = 1 s–1
. We require that the general-

ized characteristic E(y(t)) of the system lies in the do-

main bounded by the functions 

 1( ) 0.9 1 2exp 0.5E t t     exp t  and 

  2( ) 1.1 1 exp 4E t t   . For the boundaries of this 

domain to belong to the exponential series basis, we 

select its parameters as follows: α = β = 0.5 and q = 9.  

The exponential series for the boundaries of the 

domains have the following coefficients: 

r1(E1) = 0.9, r2(E1) = –1.8, r3(E1) = 0.9, r4(E1) = 0,  

r5(E1) = 0, r6(E1) = 0, r7(E1) = 0, r8(E1) = 0, r9(E1) = 0, 

r1(E2) = 1.1, r2(E2) = 0, r3(E2) = 0, r4(E2) = 0,  

r5(E2) = 0, r6(E2) = 0, r7(E2 ) = 0, r8(E2) = 0, 

and r9(E2) = –1.1. 

In turn, for the generalized characteristic E(y(t)), 

these coefficients are calculated as 
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Substituting these expressions into the system of 

inequalities (8) yields the set of constraints on the pa-

rameters of the control part. Solving the system of in-

equalities, we find the following parameter values: 

kθ = 60.49, kn = 50.42, k0 = 17.76, k1 = 11.11,  

k2 = 1.11, k3 = 16.49, k4 = 1.99, T1 = 0.50,  

T2 = 0.0005, T3 = 0.002, and T4 = 0.000001. 

Figure 2 shows the model of the control system de-

signed in Matlab\Simulink. 

 
 

 

 

Fig. 2. The model of the control system. 
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The simulation results for this control system are 

demonstrated in Fig. 3. 

 

 

Fig. 3. Transients in the pitch control system with the normal 

overload-limiting channel. 

 
The graphs in Fig. 3 correspond to the following 

switching instants: (1 – τ) = 0.1 s, (2 – τ) = 0.3 s,       
(3 – τ) = 0.6 s, (4 – τ) = 0.8 s, (5 – τ) = 1.3 s,              
(6 – τ) = 2.1 s, and (7 – τ) = 4.6 s.  

According to the simulation results, the system 

transients for different channel switching instants be-

long to the specified domain and keep the aperiodic  

CONCLUSIONS 

With the approach presented in this paper, the pro-

cesses occurring in the control systems of moving ob-

jects with channel switching can be studied from a 

common point of view. For this purpose, we have pro-

posed a generalized characteristic describing the entire 

ensemble of all output responses of the control system 

under all possible structural change instants (switching 

instants) of its control part. This characteristic can be 

used to design control systems for moving objects ow-

ing to a special numerical inversion method of the La-

place transform. As one example, an automatic pitch 

control system designed for an aircraft with a normal 

overload limit has illustrated the effectiveness of this 

approach. 
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Abstract. Competitiveness is a key measure of success for countries, industries, and companies. 

This study is devoted to the strategic capabilities underlying the competitiveness of companies in 

the Russian market. The theoretical foundations of strategic capabilities are conceptualized, and 

their role in the development of competitiveness through strengthening the competitive ad-

vantages of companies is emphasized. The research methodology of strategic capabilities is based 

on the leading publications of foreign and domestic scholars over the last 30 years. The empirical 

part of this study considers both the general and specific strategic capabilities of 30 Russian and 

multinational companies operating in the Russian market. According to the empirical results, 

Russian domestic companies focus on the development of one particular strategic capability only; 

Russian exporters have a more differentiated approach, developing a significant number of strate-

gic capabilities simultaneously; finally, multinational companies endeavor to develop a balanced 

set of strategic capabilities. The most important strategic capabilities of companies in the Russian 

market are identified as follows: employee professionalism, quality control, innovations and 

unique technologies, corporate brand and reputation, market and trend understanding, customer 

orientation, and flexibility. The research results have practical value and can be used by Russian 

companies as key factors for increasing their competitiveness in the Russian market as well as in 

new foreign markets. 
 

Keywords: company competitiveness, strategic capabilities, competitive advantage, multinational compa-

nies, Russian companies.   
 

 

 

INTRODUCTION  

High turbulence of the external environment and 

business competition create radically new conditions 

for Russian and multinational companies operating in 

the Russian market. This is especially true for the 

companies under serious sanction pressure on the Rus-

sian economy, which exacerbates the problem of man-

aging the strategic capabilities of Russian companies. 

A company can gain a stronger competitive position 

by determining its strategic capabilities, designing 

them in accordance with the conditions of the external 

environment, and integrating them into a sustainable 

strategy [1]. With this view, strategic capabilities are 

considered a driver of competitiveness, enabling com-

panies (in particular, Russian companies) to determine 

their “growth point.” 

In this paper, based on the results of a large-scale 

empirical study, we investigate the strategic capabili-

ties of companies with different levels of international-

ization operating in the Russian market as a driver of 

their competitiveness. 

The analysis of 30 Russian and multinational com-

panies operating in the Russian market reveals the 

dominant categories and subcategories of strategic 

capabilities in their competitiveness. We identify a set 

of strategic capabilities predominately used by the 

companies when building their competitiveness in the 

Russian market as well as analyze the key differences 

in the formation of competitiveness of the companies 

considering the level of their internationalization. 

The structure of this study reflects the main theo-

retical (methodological) issues and the empirical re-

sults. The theoretical part of the study focuses on the 
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basic conceptual aspects of strategic capabilities and 

approaches to their research. The methodology of the 

empirical part describes the object under study and the 

stages of analysis. The main results of this work are 

grouped according to the research questions indicated 

above. The key findings are presented in the Conclu-

sions.  

1. THEORETICAL FOUNDATIONS OF INVESTIGATING 

STRATEGIC CAPABILITIES 

1.1. The Basic Conceptual Aspects of Strategic 

Capabilities  

The concept of strategic capabilities rests on the 

following structural elements: necessary resources and 

core competencies, which should be unique and diffi-

cult to replicate [2]; ordinary capabilities and dynamic 

capabilities [3]; information and organizational 

knowledge, which is becoming a main asset of many 

organizations [4]; the organization’s interaction with 

the external environment, which can provide the re-

sources, competencies, and capabilities that the organ-

ization needs to achieve a particular strategic goal [5–
7]. These elements, taken to a level of excellence be-

yond anything the company does, and especially better 

than any of its competitors [8], become strategic capa-

bilities that enable an organization to survive and 

thrive. Building and renewing capabilities is at the 

heart of competitive advantage and organizational val-

ue creation [9]. V. Kumar traced the relationship be-

tween the external environment, strategy, and strategic 

capabilities that lead to superior organizational per-

formance and sustainable competitive advantages [1]. 

Sustainable competitive advantages require the de-

velopment of sustainable strategic capabilities, gener-

ally through a significant investment of time and re-

sources from the company [8, 10, 11]. The sustainabil-

ity of strategic capabilities consists of three compo-

nents: complexity, culture and history, and causal am-

biguity. Complexity is explained by the company’s 

internal and external linkages, which can create obsta-

cles for competitors to build capabilities or make them 

difficult to imitate [12]. Core competencies can be-

come part of an organization’s culture, i.e., competen-

cies evolve over time in the so-called path dependency 

[13]; thus, they become specific to the organization 

and cannot be imitated. Finally, competitors find it 

difficult to identify the causes and outcomes underly-

ing the organization’s performance and its advantages 

because of characteristic ambiguity or linkage ambi-

guity within and outside the organization [14]. 

Strategic capabilities are directly related to the 

company’s strategy, and their emergence has led to the 

development of such concepts as strategic intent (an 

expression of organization’s intentions, plans, and 

ways to achieve them) and strategic fit (the extent to 

which a company matches its capabilities and re-

sources with the opportunities available in the external 

environment) [15].  

No capability can be the only basis for sustainable 

competitiveness. A. Johne characterized strategic ca-

pabilities as a “complex set” that allows companies to 

carry out their activities [16]. Thus, the set of strategic 

capabilities should be considered a driver of the com-

petitiveness of companies through forming new and 

strengthening current competitive advantages.  

 

1.2. Approaches to Investigating Strategic Capabilities 

Strategic capabilities are a complex multilevel 

concept and manifest themselves in various forms 

[17–20]. Therefore, diverse approaches are needed to 

assess the construct of strategic capabilities. The fol-

lowing points of view define the differences in these 

approaches: the functional area in which strategic ca-

pabilities are applied; the capability hierarchy; and the 

focal unit of analysis.  

Most authors adopt the functional typology of ca-

pabilities to study specific functional areas and places 

of their application within an organization. In particu-

lar, this conclusion is evident from a significant pool 

of empirical studies of dynamic and organizational 

capabilities [21]. Strategic capabilities are also divided 

according to the functional criterion, but there is no 

common approach among the authors to distinguish a 

uniform set of functions (Table 1). Most of the func-

tional areas separated out are identical or overlapping. 

Organizations may try to access the necessary re-

sources and capabilities beyond their borders or seek 

geographical expansion; hence, the purposeful man-

agement of organizational internationalization be-

comes significant, also indicating the relationship of 

strategic capabilities with the external environment 

and their dynamic component.  

Another aspect of strategic capabilities that has re-

ceived much attention is their location in the capability 

hierarchy. Consideration of the company’s capability 

architecture assists in understanding the nature of stra-

tegic capabilities [26, 27]. Most of the models reflect-

ing the capability hierarchy are three-level and include 

resources, operational and functional capabilities, core 

competencies, and dynamic capabilities. However, 

these models do not explicitly show the place of stra-

tegic capabilities in the architecture (Table 2).  
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Table 1 

Approaches to assessing strategic capabilities depending on the functional area 

Author(s) Categories of strategic capabilities 

Lenz, 1980 [5] Post-sales service, retail sales, physical distribution, manufacturing, design, research and development 

Day, 1994 [18] 

Outside-in processes: market sensing, customer linking, channel bonding, technology monitoring 

Spanning processes: customer order fulfillment, pricing, purchasing, customer service delivery, new prod-

uct/service development, strategy development 

Inside-out processes: financial management, cost control, technology development, integrated logistics, 

manufacturing/transformation processes, human resources management, environment health and safety 

Hafeez, Zhang, 

and Malak, 

2002 [22] 

Design, purchasing, manufacturing, sales and marketing, R&D, finance, management, etc. 

Inan & Bititci, 

2015 [23] 

R&D capability, innovation capability, product development capability, environmental scanning capability, 

networking capability, alliancing and acquisition capability, imitation/replication capability, reconfigura-

tion capability, knowledge development/learning capability, marketing capability 

Van Looy et 

al, 2012 [24] 
Modeling, management, deployment, optimisation, culture, structure 

Cuervo-

Cazurra et al, 

2020 [7] 

Obtaining resources, product/service capabilities, operations and management, marketing, managing the 

external environment 

LeanIX, 2022 

[25] 

Strategic management, customer relationships, product & service development, production, procurement & 

logistics, enterprise support, marketing & sales, finance & controlling 

 

Table 2 

Approaches to determining the capability hierarchy 

Author(s) 
Complexity  

Level 1 Level 2 Level 3 Level 4 

Collis, 1994 

[28] 

First category  

capabilities – Functional 

capabilities (static) 

Second category  

capabilities –  

Capabilities related to 

dynamics (dynamic) 

Third category  

capabilities –  

Creative capabilities 

Meta-capabilities –  

The ability to develop 

the capability to under-

stand industry contexts 

better 

Teece et al., 

1997 [9] 
Ordinary capabilities Dynamic capabilities – – 

Dannels, 2002 

[29] 
Competencies Second level capabilities 

Dynamic  

abilities 
– 

Winter, 2003 

[30] 
Competencies 

Second-order capabili-

ties 

Dynamic 

capabilities 
– 

Andreeva & 

Chaika, 2006 

[31] 

Functional 

capabilities 
Core capabilities 

Dynamic 

capabilities 
– 

Pavlou & 

Sawy, 2006 

[32] 

Underlying subprocess First order capability Second order capability – 

Wang & Ah-

med, 2007 

[33] 

Capability Core capability 
Dynamic 

capability 
– 

Newey & Zah-

ra, 2009 [34] 

Core/operational capa-

bilities 

Dynamic  

capabilities 
– – 

Ambrosini et 

al., 2009 [35] 

Regenerative dynamic 

capabilities 
Resource base 

Incremental dynamic 

capabilities 

Renewing dynamic  

abilities 

Wójcik, 2015 
[20] 

Resources 
Processes 

Routines 

Lower-order capabilities 

(functional and opera-

tional) 

Higher-order capabili-

ties/strategic capabilities 

(core competencies) 

Ceglinski, 

2020 [36] 

Dynamic  

capabilities 

Core  

competencies 
Core products/services End products/services 
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In empirical research on strategic capabilities, au-

thors increasingly choose different units of analysis. 

While research on strategic capabilities at the organi-

zational level remains the most common, there is a 

growing interest in strategic capabilities at the individ-

ual level [21, 28]. In line with current trends towards 

the inclusion of context in capabilities research, strate-

gic capabilities outside the organization are being con-

sidered, e.g., strategic capabilities at the industrial and 

country levels [7]. 

These assessment approaches have enriched the 

concept of strategic capabilities and have nuanced its 

understanding as an overarching multilevel paradigm. 

Despite a clear trend toward more detailed and specif-

ic approaches, there is still a desire to explore a gen-

eral construct of strategic capabilities that incorporate 

several assessment approaches simultaneously and 

take into account the context of a particular capability. 

A research team led by A. Cuervo-Cazurra, V. 

Newberry, and S. Park (Research Centre for Emerging 

Market Studies, Shanghai, China) developed an inter-

national approach to identify the main categories and 

subcategories of strategic capabilities of companies 

and to compare, in some terms, the results of studies 

for different countries and companies. The approach 

was validated in a large-scale study that compared dif-

ferent companies from 12 developing countries to 

identify which capabilities of leading multinational 

companies in emerging markets are strategically im-

portant for them [7]. The approach considered differ-

ences in strategic capabilities in the functional area 

and the focal unit of analysis for the capabilities at the 

administration, organization, industry, and country 

levels. Additionally, the study included assessments of 

strategic capabilities by depth (the degree of organiza-

tional knowledge improvement), breadth (the degree 

of diversity of organizational knowledge improve-

ment), speed (the time required to achieve organiza-

tional knowledge improvement), and location (the ge-

ographic boundary where organizational knowledge 

improvement occurs) [7]. 

This approach identified five main categories re-

sponsible for the functional area: obtaining resources, 

product/service capabilities, operations and manage-

ment, marketing, and managing the external environ-

ment. These categories include a broad list of subcate-

gories of strategic capabilities, which can be expanded 

according to the specific capabilities of companies. 

Within this approach, companies are categorized using 

two criteria to capture their context: the industry of 

operation (low-tech, high-tech, or service companies) 

and the level of internationalization (domestic, export, 

or multinational companies). Therefore, the strategic 

capabilities of companies are investigated in a com-

prehensive and uniform way.  

2. THE RESEARCH METHODOLOGY 

In the empirical part of this study, the attention was 

focused on strategic capabilities as a driver of compet-

itiveness of Russian domestic companies, Russian ex-

porters, and multinational companies operating in the 

Russian market. 

The main research question was formulated as fol-

lows: What are the strategic capabilities underlying 

the competitiveness of the companies operating in the 

Russian market? It was decomposed into three first-

level questions:  

1. What are the dominant strategic capabilities of 

Russian domestic companies? 

2. What strategic capabilities dominate in the com-

panies expanding their activities outside the local mar-

ket (on an example of Russian exporters)? 

3. What are the dominant strategic capabilities of 

multinational companies? 

The methodology proposed by the international re-

search group [7] was applied to study strategic capa-

bilities. In addition to the five categories of strategic 

capabilities (obtaining resources, product/service ca-

pabilities, operations and management, marketing, and 

managing the external environment), we considered a 

new specific category (strategy). This category in-

cludes subcategories that could not be correlated with 

the existing categories of strategic capabilities (flexi-

bility, long-term perspective and sustainability, bal-

ance price & quality, merger and acquisition, business 

portfolio management, etc.). Moreover, there is no 

unified approach to interpreting the relationship be-

tween strategy and strategic capabilities and no gener-

ally accepted opinion on which of them is primary 

[37]. Hence, the causal nature of the concepts does not 

prevent the emergence of a new category. The list of 

subcategories of strategic capabilities was expanded in 

accordance with the analysis data. 

This study is based on semi-structured interviews 

with owners, top managers, and middle management 

representatives who correctly assess the components 

of the company’s strategy and its competitiveness.  

A total of 30 interviews were conducted with rep-

resentatives of high-tech and low-tech industrial com-

panies and service companies operating in the Russian 

market, which were distributed into 9 clusters by two 

criteria [7]: the industry of operation (high-tech, low-

tech, or service companies) and the level of interna-

tionalization (domestic, export, or multinational com-

panies) (Table 3).  
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Table 3 

Characteristics of the selected companies 

 Company category 

Russian domestic companies Russian exporters Multinational companies 

In
d

u
st

ry
 t

y
p

e 

High-tech 

SUENKO JSC VARTON Merck 

Laser Systems and Technolo-

gies LLC 

JSC SPC ASPECT 
BMW Group 

 Sberbank PJSC Toyota Motor Corporation 

Low-tech 

SUEK JSC AIC PROMAGRO LLC Japan Tobacco International 

AISFER JSC Kuzbassrazrezugol’ OJSC GRAND VISION 

Torgservis LLC (production, 

sales, and purchase of oil 

equipment) 

 Kraft Heinz  

 

 

  ECCO 

Services (service) 

NPP Radintekh LLC Office Solutions LLC Ketchum Maslov 

Clean Town LLC Novikov Group Lotte 

Tsargrad LLC MILDBERRY Mazars 

MC Medved LLC R:TA  

Prime Stomatologia LLC Uchi.ru LLC  

The empirical part of the study includes 10 Russian 

domestic companies, 10 Russian exporters, and 10 

multinational companies. The manufacturing sector is 

represented by 16 companies and the service sector by 

14 companies. Companies that use sophisticated tech-

nologies in their production or manufacture an innova-

tive technically complex product were classified as 

high-tech companies. One company from the banking 

services sector, Sberbank PJSC, was classified as 

high-tech: it evolves as a modern ecosystem embrac-

ing modern technologies such as artificial intelligence 

(AI), robotic process automation (RPA), and Big Data, 

and penetrates other industries. Table A1 (see the Ap-

pendix) summarizes the main characteristics of the 

selected companies. 

The interviews were subjected to content analysis 

to identify strategic capabilities in accordance with the 

categories and subcategories of strategic capabilities 

considered within the international approach [7]. Table 

A2 (see the Appendix) presents a fragment of the con-

tent analysis matrix with brief explanations. At the 

next stage, based on the content analysis matrix, the 

frequency of mentioning was calculated for each cate-

gory and subcategory of strategic capabilities and for 

each type of companies (multinational, export, and 

domestic), and the results were ranked. The ranking 

procedure was carried out in several stages for each 

type of companies separately: 

 the top 3 categories of strategic capabilities, 

 the top 10 subcategories of strategic capabilities. 

In the study, strategic capabilities were divided in-

to 3 groups by the degree of their significance for 

companies: 

 group 1, “very important” (70–100% of the com-

panies, i.e., 7–10 companies out of 10); 

 group 2, “important” (40–60% of the companies, 

i.e., 4–6 companies out of 10); 

 group 3, “less important” (0–30% of the compa-

nies, i.e., 0–3 companies out of 10). 

At the final stage of the research, the dominant cat-

egories and subcategories of strategic capabilities of 

Russian domestic companies, Russian exporters, and 

multinational companies were compared and analyzed.  

3. THE DOMINANT STRATEGIC CAPABILITIES OF 

RUSSIAN COMPANIES 

Among the categories of strategic capabilities men-

tioned by Russian domestic companies, the signifi-

cance of operations and management stands out sharp-

ly; see Fig. 1. The second most important category is 

product/service capabilities, but the frequency of men-

tioning this category is comparable to marketing and 

strategy (both are ranked 3rd). Note a big difference in 

the significance of the top 3 categories of strategic 

capabilities of Russian companies. 

The subcategories of strategic capabilities were an-

alyzed to establish the focus of Russian companies 

when shaping their competitiveness. 

The top 10 subcategories of strategic capabilities 

(Fig. 2) indicate that Russian domestic companies 

mostly prioritize human resources (“human assets... 

team” in MC Bear LLC). Employee professionalism 

belongs to the first group of strategic capabilities: it is 

very important in the activities of Russian domestic
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Fig. 1. The top 3 categories of strategic capabilities of Russian domestic companies. 

 

 

 
Fig. 2. The top 10 subcategories of strategic capabilities of Russian domestic companies.

companies. In separate cases, the interviewees empha-

sized the significance of professional and flexible per-

sonal skills depending on the specifics of the compa-

ny’s activity. Some of the capabilities classified as 

“less important” are also related to human resources. 
For example, 30% of the companies noted their devel-

oped capabilities in personnel training. They endeavor 

not to find but to nurture a professional: “we keep, 
train, and grow people all the way, beginning from 

scratch” (NPP Radintekh LLC); “we try to prepare our 
future employees starting from school; we follow them 

in their student years and strive to attract them in our 

company as much as possible” (SUENKO JSC). 

Note that only customer orientation is at the lower 

boundary of the second group of strategic capabilities 

among Russian domestic companies. Thus, 40% of the 

Russian companies operating in the local market con-

sider themselves customer-oriented. They apply an 

individual approach to customers: “...differentiated 

products, i.e., we have an individual approach to each 

customer” (NPP Radintekh LLC); “we try to optimize 

and adjust the program to the customer” (Clean City 

LLC). However, representing only one side of the 

concept of customer orientation, such an approach 

cannot predetermine the entire activity of the company 

as customer-oriented.  

The third group includes such specific strategic ca-

pabilities as the ability to develop resources internally 

(“the full cycle of production...own raw material base” 
(AISFER JSC); “a large number of reserves, i.e., de-
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posits” (SUEK JSC)) and balance price & quality (“a 
reasonable price/quality ratio” (Clean City LLC)). 

Their emergence was dictated by the historical devel-

opment of the country and its resource dependence, 

which is gradually being decreased through realizing 

the existing potential in railway transport, agriculture, 

the military-industrial complex, and the digital econ-

omy. Another reason is the general state of the econ-

omy, where the cost of a product or service comes to 

the fore: on the one hand, companies strive for high 

margins and low costs; on the other, consumers seek a 

price corresponding to their standard of living. 

According to the aforesaid, Russian domestic 

companies build their activities based on human capi-

tal and its potential, i.e., they mostly focus on a single 

strategic capability (employee professionalism).  

4. THE DOMINANT STRATEGIC CAPABILITIES OF 

RUSSIAN EXPORTERS 

The activities of Russian exporters are based on 

strategic capabilities related to the top 3 categories: 

operations and management, marketing, and prod-

uct/service capabilities (Fig. 3). The companies focus 

on the above categories almost equally, mentioning a 

large number of diverse subcategories. 

The next level (the analysis of subcategories of 

strategic capabilities) allowed us to identify the top 10 

subcategories in the strategic capabilities of the Rus-

sian exporters (Fig. 4). For these companies, opera-

tions and management is ranked 1st; despite this fact, 

the  most  important  subcategory  of  strategic  capabili- 

 

 

 
Fig. 3. The top 3 categories of strategic capabilities of Russian exporters.

 

 

 
Fig. 4. The top 10 subcategories of strategic capabilities of Russian exporters. 
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ties is quality control from product/service capabili-

ties: its significance echoes the results for the Russian 

domestic companies. 

The top 10 strategic capabilities also included em-

ployee professionalism and strong top management: 

their significance was noted by 70% and 60% of the 

interviewees, respectively. Russian exporters empha-

size the importance of human capital in general and, 

moreover, focus on the level of management training.  

The strategic capabilities of the Russian exporters 

belonging to the second group are the most diverse 

compared to the results obtained for the Russian do-

mestic companies. Every second company (i.e., 50% 

of the Russian exporters) noted the significance of 

such strategic capabilities as innovations & unique 

technologies, production management, corporate 

brand and reputation, customer orientation, market 

and trend understanding, relationship capabilities, 

and flexibility. 

Thus, the dominant strategic capabilities in the ac-

tivities of the Russian exporters are as follows: quality 

control, employee professionalism, and strong top 

management. Nevertheless, generally speaking, the 

top 10 subcategories of strategic capabilities have high 

importance for Russian exporters. This approach is 

due to their desire to increase competitiveness in new 

geographical markets and to follow the rules of eco-

nomic struggle in the international arena. 

5. THE DOMINANT STRATEGIC CAPABILITIES OF 

MULTINATIONAL COMPANIES 

According to the analysis results, multinational 

companies are attentive to both management and mar-

keting, which are ranked 1st and 2nd, respectively, in 

the top 3 categories of their strategic capabilities 

(Fig. 5). Product/service capabilities are the third most 

important category for multinational companies. 

The next deeper level of the analysis allowed us to 

identify the top 10 subcategories of the strategic capa-

bilities of multinational companies (Fig. 6). The most 

important (the first group) strategic capabilities of 

multinational companies include quality control and 

employee professionalism. The high significance of 

quality for international competition was demonstrated 

back in the 1980s by the Japanese Economic Miracle: 

Japanese cars superior to American counterparts in 

terms of reliability and cost were introduced to the US 

market and won the struggle for the market at that 

time. Quality also correlates with resource scarcity, a 

global problem generating a priority task for the world 

economy (resource saving). 

The quality management system and innovative 

potential of a company are directly related to human 

capital. People are becoming the key asset of compa-

nies. Multinational companies actively invest in hu-

man resources, hiring competent staff (employee pro-

fessionalism). Indeed, it is impossible to manufacture a 

high-quality product without well-prepared, trained 

personnel: “the company is focused....on qualified 
specialists” (Merck Group); “... on the people, i.e., on 
the expertise of our workers and on our methodology, 

which actually depends on the qualification of people” 
(Mazars). 

The second group––“important strategic capabili-

ties”––includes capabilities from marketing: under-

standing local/foreign customer needs, corporate 

brand and reputation, and understanding market and 

trends. (The latter two subcategories were mentioned 

almost as many times as marketing.) Today, the orien-

tation of the global market to customers and satisfac-

tion of their needs and desires are clear: customer-

oriented   companies   are   60%   more   profitable   than  

 

 

 
Fig. 5. The top 3 categories of strategic capabilities of multinational companies. 
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Fig. 6. The top 10 subcategories of strategic capabilities of multinational companies. 

 

those without customer emphasis in their work; see 

[Forbes, 2019]
1
. In addition, many large multinational 

companies associate their brand with quality and are 

therefore responsible for their reputation in the market. 

Finally, constant market research, consideration of 

current trends, and understanding consumers serve to 

adjust the level of quality and necessary costs. 

The third group––less important strategic capabili-

ties––contains the remaining ones from the top 10 

subcategories: innovations & unique technologies, 

supply chain management, general sales capabilities, 

competence in promotion, and long-term perspectives 

and sustainability.  

As a result, we identified five dominant strategic 

capabilities in the activities of multinational compa-

nies: 

– quality control, 

– employee professionalism, 

– understanding local/foreign customer needs, 

– corporate brand and reputation, 

– understanding market and trends. 

Among the strategic capabilities of multinational 

companies, the second half of the top 10 subcategories 

have moderate significance compared to the first half. 

Nevertheless, thanks to them, the company can remain 

agile and precise in the economic struggle. The com-

petitive approach of multinational companies can be 

                                                           
1 Morgan, B., 50 Stats That Prove the Value of Customer Experi-

ence, Forbes, 2019. URL: https://www.forbes.com/sites/ 

blakemorgan/2019/09/24/50-stats-that-prove-the-value-of-

customer-experience/?sh=53d0e67b4ef2 (Accessed August 24, 
2022.) 

considered a benchmark for those seeking to enter the 

international arena and increase the level of competi-

tiveness in the markets.  

6. RUSSIAN DOMESTIC COMPANIES, RUSSIAN 

EXPORTERS, AND MULTINATIONAL COMPANIES:  

A COMPARISON OF STRATEGIC CAPABILITIES 

The top 3 categories of the strategic capabilities of 

Russian domestic companies, Russian exporters, and 

multinational companies were compared. According to 

the comparison results, for all groups of companies, 

operations and management is ranked 1st. For Russian 

exporters and multinational companies, marketing is 

the second most important source of strategic capabili-

ties; for Russian domestic companies, however, prod-

uct/service capabilities are more important than mar-

keting, which is (in turn) commensurate with strategy. 

Note a significant gap in the frequency of mentioning 

the categories of strategic capabilities by different 

groups of companies. This means a greater variety of 

subcategories of strategic capabilities that are the most 

important for Russian exporters. Thus, companies op-

erating in the Russian market should look for strategic 

capabilities to improve their competitiveness in three 

directions corresponding to the dominant categories of 

strategic capabilities of the companies under consider-

ation: 

- operations and management, 

- marketing, 

- product/service capabilities. 

https://www.forbes.com/sites/%0bblakemorgan/2019/09/24/50-stats-that-prove-the-value-of-customer-experience/?sh=53d0e67b4ef2
https://www.forbes.com/sites/%0bblakemorgan/2019/09/24/50-stats-that-prove-the-value-of-customer-experience/?sh=53d0e67b4ef2
https://www.forbes.com/sites/%0bblakemorgan/2019/09/24/50-stats-that-prove-the-value-of-customer-experience/?sh=53d0e67b4ef2
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Based on the comparison results of the top 10 sub-

categories of strategic capabilities (Fig. 7), we found 

common points in the competitiveness of Russian do-

mestic companies, Russian exporters, and multination-

al companies as well as differences characterizing 

their activities depending on the level of international-

ization.  

For example, multinational companies form their 

competitiveness by mainly focusing on strategic capa-

bilities related to quality, people, and marketing. The-

se strategic capabilities correlate with the dominant 

capabilities of Russian domestic companies and Rus-

sian exporters through a common feature: concentra-

tion on people and their skills. Employee professional-

ism can be considered a dominant strategic capability 

of companies competing in the Russian market. 

Quality control is a dominant strategic capability 

only for multinational companies and Russian export-

ers, being less important for Russian domestic compa-

nies. In Russia, state quality control disappeared with 

the transition to the market economy; as a result, in the 

early 1990s, the market was flooded with counterfeit 

products from all over the world. After 20 years, man-

datory certification of products was introduced to en-

sure compliance with safety requirements but not qual-

ity. Quality control was under the control of business, 

or rather money or demand. The National Certification 

System began to operate in Russia in 2017, establish-

ing the requirements of voluntary quality standards. In 

some situations, it is impossible to manage without 

them, which makes such standards mandatory. The 

year 2022 showed the significant success of system 

import substitution in the country. Companies in Rus-

sia turned out to be ready to supply analogs of foreign 

goods of different quality. Therefore, quite surprising-

ly, Russian companies do not emphasize the signifi-

cance of quality control. Voluntary and mandatory 

quality standards are still applied in the country, and 

consequently, this area is not perceived by managers 

as the one that they should stress in business on their 

own initiative. Also, probably, managers of domestic 

companies do not realize the importance of this capa-

bility in building the competitiveness of the company 

or its relevance for carrying out activities in the core 

industry. Against this background, some Russian ex-

porters raise their strategic capabilities to the level of  

 
 

 

 
Fig. 7. The strategic capabilities of Russian domestic companies, Russian exporters, and multinational companies: a comparison of the top 10 

subcategories. 
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competitiveness in global markets and develop this 

subcategory of strategic capabilities, making it a dom-

inant one in the Russian market. 

In contrast to other groups of companies, Russian 

exporters have a high significance of strong top man-

agement, which generally characterizes Russian busi-

ness in the context of prevailing rigid vertical organi-

zational structures. Another reason is the need of com-

panies for a strong leader, especially in a very turbu-

lent external environment and their desire for interna-

tional expansion. 

The significance of marketing brought to a high 

level is common only for multinational companies. 

Russian domestic companies still partially realize the 

importance of market research, understanding the con-

sumer, and creating the face of the company. Mean-

while, Russian exporters are actively working to de-

velop and increase the recognition of their brand and 

are trying to give a good account of their prod-

uct/service in new markets. This fact brings Russian 

exporters closer to the international style of doing 

business, but the corresponding strategic capabilities 

cannot be considered dominant so far.  

The number of dominant subcategories in strategic 

capabilities differs between the groups of companies, 

which directly affects their competitive style. In Rus-

sian domestic companies, only one strategic capability 

has a high significance: they apply pinpoint strikes in 

competition. In Russian exporters, three dominant 

strategic capabilities were identified, and the other 

capabilities have a small gap in importance with them. 

Russian exporters are gaining power to be able to 

compete successfully in the local (Russian) market 

with players that have been operating internationally 

for a long time. Finally, multinational companies can 

be treated as a benchmark, as they already have expe-

rience in various markets and successfully operate in 

the Russian market. Their set of strategic capabilities 

can be considered balanced; together with rich experi-

ence, this fact makes multinational companies danger-

ous opponents in the competitive struggle. Thanks to 

their five dominant strategic capabilities, multinational 

companies can successfully overcome emerging ob-

stacles and damage competitors.  

As a result, multinational companies demonstrate a 

set of strategic capabilities necessary to be competitive 

in any geographical market. Russian domestic compa-

nies actively develop only human capital out of this 

set. Russian exporters overestimate the strategic nature 

of their capabilities. They are an intermediate link in 

the process of transforming a company from domestic 

to multinational. By transforming their activities, Rus-

sian exporters retain the features of local players but 

evolve towards multinational companies by focusing 

on strategic capabilities that are important for both 

local and global competition. The dominant subcate-

gories of the strategic capabilities of Russian domestic 

companies, Russian exporters, and multinational com-

panies that form their competitiveness in the Russian 

market are as follows: 

- employee professionalism, 

- quality control, 

- innovations & unique technologies, 

- corporate brand and reputation, 

- understanding local/foreign customer needs, 

- customer orientation, 

- flexibility. 

Thus, the strategic capabilities of Russian domestic 

companies, Russian exporters, and multinational com-

panies were compared to identify the set of strategic 

capabilities forming their competitiveness. According 

to the results, the level of internationalization of the 

company affects the set of its dominant strategic capa-

bilities, which changes under the conditions of the ex-

ternal environment in the market. 

This study contributes makes to the strategic capa-

bility literature, both theoretically and practically. On 

the one hand, it expands the field of strategic capabili-

ties research by providing empirical results on strate-

gic capabilities in a specific location and accumulating 

approaches to their study. On the other hand, the main 

findings of the study have applied significance: they 

can help top management maintain and improve the 

competitiveness of their companies when operating in 

the Russian market and when entering new foreign 

markets. Also, the findings indicate which strategic 

capabilities managers should invest in for higher com-

petitiveness of their companies and better performance 

in the competitive game in the Russian market. 

CONCLUSIONS  

The theoretical part of this study has considered 

the main conceptual provisions of strategic capabili-

ties. Accumulating unique resources, core competen-

cies, knowledge, and abilities that a company should 

use most effectively in response to the challenges of 

the external and internal environment, strategic capa-

bilities underlie long-term competitive advantages of 

the company. Researchers apply various approaches to 

assessing strategic capabilities based on their differ-

ences in the functional area, the capability hierarchy, 

and the focal unit of analysis. 

The empirical part of this study has considered 30 

high-tech, low-tech, and service companies operating 

in the Russian market. Their strategic capabilities have 
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been investigated to determine the dominant catego-

ries and subcategories of strategic capabilities of the 

companies when forming their competitiveness. 

According to the subcategory analysis, the compet-

itiveness of companies in the Russian market is based 

on the following set of strategic capabilities: employee 

professionalism, quality control, innovations & unique 

technologies, corporate brand and reputation, under-

standing local/foreign customer needs, customer ori-

entation, and flexibility. Three areas have been identi-

fied to find other strategic capabilities that can im-

prove the competitiveness of companies: operations 

and management, marketing, and product/service ca-

pabilities. 

The results of this study are of academic value for 

further research on the strategic capabilities of compa-

nies: they expand the subject domain with new empir-

ical data. The practical significance of the results for 

the business community consists in the most signifi-

cant sources to increase the competitiveness of com-

panies operating in the Russian market as well as in 

new foreign markets. 

 

APPENDIX 

Table A1 

Information about the companies selected for the empirical study 

Company name 
Sector of economic  

activity  

Year of 

foundation 
Country of origin 

Revenue 2019, 

USD
a 

Number 

of mar-

kets 

Russian domestic companies 

SUENKO JSC 
Electricity 

2002 Russia 
264.336 mil-

lion 
1 

Laser Systems and Technol-

ogies LLC 

Printing presses, other 

offset printing machines, 

and other equipment 

2008 Russia n/a 1 

SUEK JSC Coal industry 2001 Russia 7.547 million 1 

AISFER JSC Food industry 2011 Russia 21.267 million 1 

Torgservis LLC 
Production, trade in oil 

equipment 
n/a Russia n/a 1 

NPP Radintekh LLC 
Research and develop-

ment services 
2016 Russia 525 116  1 

Clean Town LLC Advertising industry 2005 Russia 116 938 1 

Tsargrad LLC Security services 1996 Russia 1.178 million 1 

MC Medved LLC Healthcare 2014 Russia 1.284 million 1 

Prime Stomatologia LLC Healthcare 2005 Russia 2.151 million 1 

Russian exporters 

Varton LED production 2009 Russia 12.647 million 4 

JSC SPC ASPECT 

Manufacture of instru-

ments and devices for 

measurement, testing, 

and navigation 

1991 Russia 24.087 million 32 

Sberbank PJSC 
Banking and financial 

services 
1991 Russia 13.972 million 22 

AIC Promagro LLC 
Pork production, food 

industry 
2014 Russia 

101.169 mil-

lion 
6 

Kuzbassrazrezugol’ OJSC Coal industry 2003 Russia 2.433 billion n/a 

Office Solutions LLC Wholesale trade in office 

furniture 
1995 Russia 59.5 million 5 

Novikov Group Catering 1991 Russia n/a 8 

MILDBERRY Design industry 1993 Russia 1.641 million n/a 

R: TA Advertising industry n/a Russia n/a n/a 

Uchi.ru LLC Software industry 2012 Russia 16.058 million n/a 

Multinational companies 

Merck Group (Russian sub-

sidiary is Sigma-Aldrich) 

Chemical and pharma-

ceutical industry 
1668 Germany 18.145 million 66 
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Table A1 (continued) 

BMW Group Automotive industry  1916 Germany 116.833 billion 8 

Toyota Motor Corporation Automotive industry  1937 Japan 278.460 billion 190 

Japan Tobacco International Tobacco industry 1949 Japan 20.268 billion 130 

GRAND VISION Optical industry 1891 Netherlands 4.535 million 40 

Kraft Heinz Food industry 

1869 

(M&A 

Kraft Foods 

and H.J. 

Heinz in 

2015) 

USA 24.98 billion 50 

ECCO Footwear industry 1963 Denmark 1.527 million 99 

Ketchum (Russian subsidiary 

is Ketchum Maslov) 

Consulting, Marketing 

Communications 
1923 USA n/a 8 

Lotte Conglomerate 1967 South Korea 15.252 billion 8 

Mazars Audit, consulting 1945 France 2 billion 91 
a 
Exchange rates are as of December 31, 2019:  

USD 1 = EUR 0.890155 

USD 1 = JPY 109.593831 

USD 1 = KRW 1 153.889977 

USD 1 = RUB 62.271942  

 

 

Table A2 

One fragment of the content analysis matrix 

Industry type Low-tech … 

TOTAL 

No. 

Category / Subcat-

egory of strategic 

capabilities 

Company name … 

Kraft Heinz AIC Promagro LLC … 

C
o

d
e 

D
es

cr
ip

ti
o

n
  

(q
u

o
te

) 

C
o

d
e 

D
es

cr
ip

ti
o

n
  

(q
u

o
te

) 

… 
Q

ty
 o

f 
 “

1
+

” 

Q
ty

 o
f “

1
1

+
” 

Q
ty

 o
f 

“1
1

1
+

” 

4 Marketing  

Sum of all cells 

coded “1+” with-

in category 4 

... ... 

4.1 General sales capa-

bilities 
0  0  … ... ... ... 

4.2 Market and trend 

understanding 
111+ 

Knowledge, 

consumer 

expertise (p. 

92) 

11+ 

Examine the require-

ments of a network client 

(p. 112) 

… 

Sum of all cells 

coded “1+”  

in row 4.2 

... ... 

4.3 Understanding lo-

cal/foreign custom-

er needs 

0  0  … ... ... ... 

4.4 Corporate brand 

and reputation 
111+ 

Strong brand 

(p. 73) 
11+ 

Development and promo-

tion of own brand (p. 26) 
… ... ... ... 

4.5 Customer orienta-

tions 0  11+ 

Adapt to individual cus-

tomer characteristics (pp. 

136 and 137) 

… ... ... ... 

... ... ... ... ... ... … ... ... ... 
Code Legend: 

“1+”––Russian companies operating in the domestic market; 

“11+”––Russian companies operating in both domestic and foreign markets; 

“111+”––multinational companies represented in the Russian market. 
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Abstract. The COVID-19 pandemic is a global human-scale emergency that has caused many 

negative effects. To mitigate them, it is necessary to take competent and well-founded organiza-

tional measures. Considering infectious diseases from a mathematical point of view allows solv-

ing problems in various spheres of society, studying possible scenarios, identifying epidemiologi-

cal evolution patterns, and proposing intervention strategies and epidemic control actions. This 

paper presents a mathematical model for forecasting opinion dynamics on various socially signif-

icant issues, in particular, on the introduction of epidemic safety measures in a pandemic. The 

model reflects the process of information exchange considering the content of disseminated in-

formation and the communicative properties of the social system and its elements (connectivity, 

susceptibility, and sociability). 
 

Keywords: social system, process modeling, informational control, distribution of opinions, anti-epidemic 

measures.  
 

 

 

INTRODUCTION 

In the last few years, there has been a concept in 

the information space whose social significance seems 

difficult to exaggerate: pandemic. It is defined as the 

intensity of an epidemic process characterized by the 

mass spread of an infectious disease in several coun-

tries or even continents.   

The COVID-19 infection faced by mankind has 

several features causing numerous difficulties in diag-

nosis and treatment, as well as in forecasting the de-

velopment and making timely organizational and 

managerial decisions, particularly at the regional level.  

The key problem is the absence of accumulated 

statistical data. The frequent mutation of this virus and 

asymptomatic and mild cases considerably complicate 

analytical studies [1].  
 

 

 
________________________________ 
1 This study was supported by the fundamental research project 

“Methodological Fundamentals of Assessment and Control of 

Regional Complex Security” within the Development Program of 
Astrakhan State University for 2021–2030. 

In addition to the epidemiological characteristics of 

a pandemic and the socio-demographic structure of the 

population, the indicators of pandemic development 

depend on many other factors, especially, on the pre-

vention and treatment measures taken by the 

healthcare system, the attitude to them in society, and 

the social position of the majority.  

Despite these difficulties, attempts are undertaken 

to develop a mathematical framework and software to 

model the real epidemiological and socio-economic 

situation in a region and to forecast its dynamics and 

the consequences of certain planned measures. Con-

sidering infectious disease models allows conducting 

computational experiments, studying possible scenari-

os, identifying epidemiological evolution patterns, and 

proposing intervention strategies and epidemic control 

actions. 

1. MODELS TO DESCRIBE AND FORECAST EPIDEMICS 

Modeling may aim at short- or long-term forecast-

ing of the epidemiological situation, assessing the na-

ture and dynamics of the infection spread, identifying 

key time periods (the peaks of incidence, reaching a 

http://doi.org/10.25728/cs.2023.5.5
mailto:aim_agtu@mail.ru
mailto:ladyd_7@mail.ru
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plateau, and decay), and testing of anti-epidemic 

measures. Depending on the problems formulated, 

researchers prefer one or another type of models [2, 3].  

There are analysis methods based on considering 

epidemic processes in continuous and discrete time, at 

the level of interaction between population groups 

separated by different attributes and individuals [4]. 

A “gold standard” in describing epidemics is the 

SIR chamber model and its modifications. According 

to this concept, a population is divided into groups 

(chambers) depending on the state (the stage of the 

disease). Different modifications of this model include 

three to seven groups are follows: S (Susceptible), E 

(Exposed, in the incubation period), I (Infected, with 

symptoms), R (Recovered), H (Hospitalized, with se-

vere disease dynamics), C (Critical, requiring a lung 

ventilator), and D (Deaths). 

Over time, the status of individuals changes and 

they pass from one group to another. Thus, nowadays, 

there exists a whole family of models of this class with 

different sets of chambers: SIR, SIS (without immuni-

ty production), SIRS (with temporary immunity), 

SEIR, SIRD, SEIRD, and SEIR-HCD [5]. 

The mathematical model represents a system of 

nonlinear partial differential equations with initial and 

boundary-value conditions [6]. The parameters of SIR 

models determine the frequency and probability of 

transitions between groups, i.e., the rates of recovery 

and re-infection, the frequency of symptoms, the prob-

ability of hospitalization, the disconnection of the lung 

ventilator, etc.  

These indicators are calculated based on the demo-

graphic and geographic characteristics of the territory 

under consideration (country, region, or city), ideally 

considering multiple factors (the type of disease, the 

probability of virus mutations, population density, 

mobility, age, average immunity level, and climate) 

[7]. 

The main problem of chamber models is that their 

output results have high sensitivity to variations in 

their input parameters. The lack of reliable statistical 

data significantly reduces the quality of forecasting.  

Agent-based models are more detailed than cham-

ber models. In such models, each participant is con-

sidered individually taking into account its social 

links. Agents also go through disease stages, but all 

transitions are modeled at the individual level rather 

than at the group level. As a result, population hetero-

geneity can be studied in terms of different personal 

characteristics, e.g., basic health level and the number 

of social contacts. To succeed in developing a model 

of this class, it is necessary to represent the structure 

of the modeled system and to simulate the actions of 

agents with sufficient accuracy [8].  

In the class of so-called reaction-diffusion epide-

miological models, the spread of viral infection is de-

scribed by a system of heat conduction equations. 

They assume the non-uniform spatial distribution of 

participants but an instantaneous virus transmission 

without any incubation period [9].  

Regression and time series analysis methods are 

well known to forecast morbidity (incidence rate). In 

particular, we note ARIMA, an integrated autoregres-

sion model. It is a class of parametric models describ-

ing nonstationary time series. However, the absence of 

reliable statistics for the past periods significantly re-

stricts the application of this approach. 

2. INFORMATIONAL INFLUENCE AND CONTROL IN 

EPIDEMIOLOGICAL EVOLUTION 

To improve the efficiency and adequacy of models, 

it is necessary to consider the influence of administra-

tive measures intended to limit the virus spread.  

Such measures include social distancing, self-

isolation, cancellation of mass events, blocking of 

transportation flows, remote production and training, 

and wearing masks and gloves in public places. They 

reduce the quality of life, worsen the psychological 

state of people, and may cause negative reactions [10–
12].  

The efficiency of quarantine measures largely de-

pends on the discipline of the population [13]. There-

fore, they should be introduced considering special 

mathematical models-based assessments with addi-

tional input data related to social processes rather than 

to medical aspects.  

Several years before the global spread of COVID-

19, models were developed to determine possible hu-

man behavior under various countermeasures for dis-

eases [14, 15]. The corresponding research aimed to 

develop disease control strategies and assess different 

intervention actions [16]. The studies of behavioral 

incentives identified an obvious correlation between 

epidemiological and economic indicators [17]. Thus, 

when determining the influence of various restrictive 

measures on epidemiological evolution, it is necessary 

to consider the degree of their public support or rejec-

tion. 

Domestic and foreign researchers investigate the 

processes of information dissemination in social sys-

tems and the influence of various factors on the for-

mation of opinions (beliefs and attitudes) in society.  

The general patterns of opinion dynamics (agree-

ment and convergence, divergence and polarization) 

were considered and justified in [18, 19]. The factors 

determining the value and attractiveness of infor-
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mation, various personal characteristics reflecting the 

internal state and responsible for the external behavior 

of people, as well as the rules of information transfer 

in communication processes were identified and as-

sessed in [20, 21].  

Many publications have been devoted to the prob-

lems of informational control, i.e., planning and organ-

ization of indirect and implicit influences to distribute 

information that inclines social system participants to 

choose a required line of behavior [22]. Different 

strategies have been proposed to regulate public opin-

ion on significant issues (in particular, the identifica-

tion and use of critical points of social networks, the 

so-called “opinion leaders” [23, 24]). 

The models of informational influence proceed 

from various basic theoretical assumptions and hy-

potheses: linear threshold models, independent cas-

cade models, models with biological and thermody-

namic analogies (“contamination” and “magnetiza-

tion”), cellular automata models, Markov chain mod-

els, and game-theoretic models. Each model men-

tioned has specific advantages in a particular sphere; 

at the same time, mathematical models are often based 

on several assumptions, which can complicate their 

use in the applied research of real social interactions 

[25–27]. 

In what follows, we propose a mathematical model 

of information exchange in a social system based on 

aggregated indicators (probability distributions). The 

model considers the content of the information block 

disseminated and some communication properties of 

the social system and its elements (the number of con-

nections, susceptibility, and sociability). 

This model can be used to forecast the distribution 

of opinions in society on the disseminated information 

about the introduction of epidemic safety measures in 

a pandemic as well as to elaborate managerial deci-

sions toward increasing the public awareness of the 

importance of anti-epidemic measures. 

3. MATHEMATICAL MODEL TO FORECAST OPINION 

DYNAMICS IN SOCIETY 

The population living in a certain region is a social 

system characterized by connectivity (the average 

number of social contacts), sociability, and suscepti-

bility of its elements (individuals) to some infor-

mation. Sociability is the desire to share the infor-

mation received, while susceptibility is the inclination 

of an individual to change his (or her) point of view 

under the influence of others.  

The model parameters related to the individual’s 

characteristics cannot be quantified precisely. There-

fore, these data are formalized by introducing a distri-

bution with a value set consisting of three or five cate-

gories as follows: 

{low ( ); moderate ( ); high ( )}L M H ;          (1) 

{strongly negative ( – –); negative (–); 

neutral ( ); positive (+); 

strongly positive (++)}.

N

  

     (2) 

The characteristics of large social systems are de-

termined in the form of statistical distributions. To 

obtain initial data, we propose a methodology of social 

system research based on representative sampling. A 

special questionnaire with a set of direct and indirect 

questions is used to establish:  

 the average number of contacts per individual; 

 the level of sociability of the participants; 

 the susceptibility indicators of social system’s 

participants, estimated in terms of the set (1), i.e., as 

the corresponding shares of the total number                

( ω , ω , L M
 and ωH ); 

 the initial distribution of opinions on a given is-

sue (fuzzy assessments from the set (2)) as the corre-

sponding shares 
+

0 0 0 0ν , ν ,  , ν , N    and  0ν .
 

The social system’s participants are represented as 

separate and interacting elements (agents). Infor-

mation is disseminated in the system through interper-

sonal data exchange. By assumption, the behavior of 

participants obeys the following rules: 

 Participants with a high level of sociability and a 

pronounced (positive or negative) attitude toward the 

information received share this information. 

 During information exchange, the participants 

with medium and high susceptibility change their 

opinions under the impact of others when receiving 

emotionally colored feedback; in the latter case, the 

opinion can change dramatically (e.g., from positive to 

negative or from strongly negative to neutral). 

Information interaction starts at step t = 0, when 

information is introduced into the social system 

through the so-called initiating set (a finite number of 

its representatives who have received information 

from the primary source). The goal of modeling is to 

calculate the share of participants who have received 

information and the distribution of their opinions at 

each step t = t + 1. One step is the time required for 

the single implementation of all communicative links 

between the participants.  

Social information dissemination processes can be 

studied using a multidisciplinary approach (mathemat- 

ics, sociology, and psychology of communication) to 

solve a wide range of related problems. In particular, 

the coverage of the target audience by various alarm 

means in an emergency was determined in the earlier 

paper [28]. The goal was to develop a methodology 
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for selecting and justifying the parameters of dissemi-

nated information blocks as well as their structure and 

content considering the socio-psychological features 

of their perception. The emotional component of the 

social opinion about the threats of emergencies and 

their consequences was quite obvious. When dissemi-

nating information, the understanding of its utility and 

necessity in several categories (“harmful,” “neutral,” 

and “useful”) came to the fore. 

The number Kt+1 of informed participants at each 

interaction step (t + 1) was analytically expressed 

through the following parameters: 

 L, the size of the initiating set;  

 b , the connectivity coefficient of the social sys-

tem (the average number of links between its mem-

bers);  

 Kt, the number of informed participants at the 

previous step t; 

 qt, the share of participants willing to share the 

information received at step t. 

The value qt depends on the share of participants 

with a high level of sociability and on the relevance of 

the disseminated information at step t. Sociability is a 

permanent property of the social system’s participants; 

hence, the level of sociability can be supposed con-

stant. As a rule, the relevance of information decreases 

over time; for each step, it is calculated using a special 

relevance decline coefficient and the forecasted infor-

mation life cycle. However, according to practical evi-

dence, an acute and significant problem retains its rel-

evance in the information space for a long time in 

emergencies threatening the life and health of people. 

Thus, the number of informed agents is given by 

[28] 

 1
t

t t t t t

N K
K K q K K b

N

 


    
 

, 

where N is the total size of the social system (the re-

gion’s population). The coefficient ( ) /tN K N  re-

flects the share of uninformed participants at the pre-

vious step whereas tK


 and tK


 are the numbers of 

participants with pronounced attitudes (strongly posi-

tive and strongly negative, respectively).  

Under the mass spread of infectious disease and 

the introduction of epidemic safety measures, it is in-

teresting to forecast and study the spectrum of opin-

ions at each information exchange step. The goal is to 

regulate social opinions by providing a correct under-

standing of the current epidemic situation and counter-

acting the dissemination of destabilizing and harmful 

information. 

The distribution of opinions is described by the 

number of information exchange participants in each 

category from the set (2). The starting values

0 0 0 0 0( , , , , )N
K K K K K

   
 are determined within the 

initiating set L according to the given initial distribu-

tion of opinions. 

The number of participants with strongly negative 

attitudes towards information at each step evolves as 

follows [28]: 
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K
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 
 represent 

the shares of information exchange participants shar-

ing strongly positive and strongly negative opinions, 

respectively. The formula clearly reflects how moder-

ately and highly susceptible participants are influenced 

and change their opinions in a certain direction.  

The number of participants with a strongly positive 

opinion is calculated by analogy [28]: 
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The number of participants with a positive opinion 

is given by 
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Finally, the number of participants with neutral at-

titude is calculated as 
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4. GENERAL PATTERNS OF INFORMATION 

INTERACTION: ANALYSIS AND APPLICATION IN 

CONTROL PROBLEMS 

Figure 1 shows typical graphs obtained by com-

puter simulations for the following model dataset: 

 The social system is composed of 350 000 partic-

ipants.  

 The initiating set is 12%. 

 The average number of links varies from 1 to 5 

for 82% of participants and from 6 to 15 for 18% of 

participants. 

 The initial distribution of opinions on the issue 

(the theme of the information disseminated) is speci-

fied by 0 0.18   (strongly positive), 0 0.35   

(positive), 0 0.2N   (neutral), 0 0.17   (negative), 

and 0 0.1   (strongly negative).  

 The willingness to disseminate the information 

received is q0 = 0.3.  

 The levels of susceptibility are 0.44L   (low), 

0.4M   (medium), and 0.16H   (high).  

 
 

 

 
Fig. 1. The growing shares of informed participants and the 

distribution of their opinions. 

 

According to the experiments, the growing shares 

of participants in each category represent a sigmoid, 

i.e., a smooth monotonically increasing nonlinear 

function with an S-shape. The growth is usually 

smooth. Sharp jumps in the shares of informed partici-

pants are possible only for very large (limit) levels of 

susceptibility and sociability; as surveys show, they 

are not typical for real social systems. 

The proposed model can be used to assess infor-

mation exchange dynamics under given conditions and 

forecast social opinions on different issues such as:  

 the introduction of restrictive measures in a pan-

demic,  

 possible shortages of medicines or protective 

equipment,  

 the load on the healthcare system,  

 vaccine development and application, 

 decreased economic activities (trade, tourism, 

and culture), 

 protests denying the danger of the virus and the 

need for epidemic safety measures. 

The resulting forecast based on artificial data simu-

lations can be assessed as unsatisfactory. In this case, 

the control problem is to choose a control action for 

the system that will change the level of awareness and 

the opinion distribution vector to the targets with min-

imum costs. 

Control actions consist in varying the parameters 

of the social system, e.g., by selecting an appropriate 

information dissemination channel (i.e., the size of the 

initiating set) and adjusting the information block’s 
content (i.e., the initial distribution of opinions on is-

sues) or its format (i.e., the willingness to disseminate 

this block). Also, the  formation and  detailed planning 

of available control actions are in the competence of 

sociologists and psychologists specializing in suscep-

tibility. 

The population’s reaction is forecasted to make 

justified managerial decisions and stabilize public sen-

timent. It is important to plan and disseminate com-

plete and convincing information through trusted me-

dia channels for the population to realize the epidemi-

cal evolution properly.  

The following actions can be performed to coun-

teract the spread of destructive information and avoid 

destabilization: decreasing the level of susceptibility to 

destructive information (by reducing trust in its 

sources) or decreasing the willingness to disseminate it 

(the loss of relevance compared to other information 

resources). 

Figure 2 shows information dissemination dynam-

ics under the following corrections to the experimental 

data:  
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Fig. 2. Information dissemination dynamics under an intervention strategy. 

 

a) decreasing the willingness to disseminate the in-

formation received: q0 = 0.2; 

b) decreasing the level of susceptibility: 0.6L   

(low), 0.32M   (medium), and 0.08H   (high);c) 

reducing the size of the initiating set: L = 6%; 

d) increasing the parameter values: 

0 0.45, 0.24, L
q    0.53, M  and 0.23.H   

Compared to Fig. 1, the graphs in Figs. 2a–2c 

(Fig. 2d) show a decrease (an increase, respectively) in 

the speed of information dissemination over the social 

system. 

Figure 3 presents an example with no opinion po-

larization on the issue and a predominantly neutral 

attitude at the time of launching the information block 

 0 0 0 00.08, 0.14, 0.61, 0.12,N         

0 0.05  : 

a) for the levels of susceptibility 0.2, L 

0.6, M   and 0.2H  ; 

b) for the decreased levels of susceptibility 

0.51L  , 0.42M  , and 0.07H  . 

The model demonstrates that in the numerical ex-

ample under consideration, timely measures reducing 

the level of trust in the source affect the distribution of 

positive and negative opinions while maintaining an 

overall neutral information background. 
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Fig. 3. The distribution of opinions under an intervention strategy. 

 

 

CONCLUSIONS 

Like any emergency, an epidemic generates many 

negative consequences, influencing almost all sides of 

human life and being a source of severe psychological 

stress.  

In addition to purely medical aspects, social pro-

cesses directly or indirectly affect the spread of the 

disease. Situation analysis and modeling from this 

point of view assist in organizing competent preven-

tive and psychological corrective measures among the 

population, reducing the level of stress, and stabilizing 

social relations. 

The mathematical model considered in this paper 

can be used to forecast the dynamics of social opinions 

on the applied measures of epidemic safety and to de-

velop managerial decisions toward the adoption of 

these measures by the population. A numerical exam-

ple of the distribution of opinions under given charac-

teristics of the social system has been provided; the 

possibility of changing the dynamics of information 

dissemination by an intervention strategy has been 

demonstrated.  

In simulation experiments, it is of interest to study 

several organizational aspects of social systems as fol-

lows: clustering of the interaction network of partici-

pants and the probability of localization of disseminat-

ed information in one cluster; the motivation of partic-

ipants, incentives, and restrictions in information dis-

semination; the total susceptibility threshold of a par-

ticipant simultaneously subjected to several infor-

mation blocks and sources (as a result, the participant 

may neglect some of them and not react to the control 

action). Also, it is necessary to analyze real data from 

online social media. Further research in these direc-

tions seems topical and promising. 
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Abstract. This paper further develops the concept of an applied geographic information system 

(AGIS) for modeling search correlation-extreme navigation systems (CENSs) intended to control 

moving objects. The possibility of using parallel, distributed, and cloud computing for modeling 

CENSs is investigated. In modern conditions, it is necessary to diagnose the operation of CENSs 

under stress exposure on their shooting systems. The stress exposure parameters are modeled by 

accessing specialized databases containing the characteristics of terrain objects in different elec-

tromagnetic radiation wavelength ranges. As a rule, such characteristics are unavailable in geo-

graphic information systems (GISs) and cloud environments. It is demonstrated that CENSs 

should be diagnosed by modeling the shooting system using cloud GISs. The issues of parallel 

computing for pattern recognition tasks are considered. The peculiarities of the parallel structure 

of CENS search algorithms are revealed. When implementing these algorithms in parallel compu-

ting systems, proper consideration of the peculiarities allows utilizing their advantages to the 

highest degree. 

 
Keywords: cloud computing, cloud service, parallel computing, computing systems, pattern recognition, 

cloud geographic information system, search correlation-extreme navigation system.  
 

 

 

INTRODUCTION  

Onboard search correlation-extreme navigation 

systems (CENSs) for various-purpose unmanned vehi-

cles (marine, aerospace, and ground) determine the 

parameters of their motion by checking hypotheses 

about the values of these parameters: CENSs match 

the current terrain sector image received by the 

onboard shooting system in the next autonomous nav-

igation session in a given area with fragments of a ref-

erence image of this area. The reference images are 

prepared in advance and are stored in the memory of 

the onboard computer. When searching for a reference 

image fragment close by content to the terrain sector 

image (in the sense of a closeness function in the 

onboard algorithm), a regular shift grid of the frame of 

the appropriate size and orientation is used to select 

the next reference image fragment. The hypotheses 

that the sought parameters have values equal to those 

at the grid nodes are checked. The hypothesis for 

which the closeness function achieves maximum is 

accepted. Global (exhaustive) and local (gradient) op-

timization schemes are applied. According to the au-

thors’ publications [1, 2], autonomous navigation in 

modern conditions requires developing more general 

methods for checking hypotheses about the values of 

the motion parameters of unmanned vehicles than 

those described above. In this paper, such methods 

will be called overview and comparative methods. For 

the technical systems implementing these methods, we 

will retain the above name and designation established 

historically.  

The topicality of the accelerated development of 

CENSs at the present stage was justified in [1, 2]. As 

was shown therein, a promising R&D line is the crea-
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tion of an applied geographic information system 

(AGIS) for modeling CENSs. This system should be 

equipped with the means of assembling computer 

models of a wide range of CENS variants and draft 

technologies to adjust their operating sessions in speci-

fied areas from off-the-shelf software components for 

conducting computational experiments in order to as-

sess the effectiveness and stability against stress expo-

sures. 

The authors proposed a mathematical model [1] to 

justify the composition of such software components 

as well as their functionality and spatial data require-

ments. In Section 1 below, this mathematical model is 

applied to identify (and describe in terms of related 

problem domains) some analogs of software compo-

nents and spatial data of AGIS CENSs. Under appro-

priate access to such components and data, the imple-

mentation costs of AGIS CENSs can be minimized. 

Also, the general parallel structure of CENS search 

algorithms is given a compact description. This de-

scription can be used when implementing AGIS 

CENSs based on parallel computing systems. 

Sections 2 and 3 are devoted to the possibility and 

options for accessing analogs of AGIS CENSs com-

ponents in related problem domains. 

Many images in different electromagnetic radiation 

(EMR) wavelength ranges are used in the development 

of models and layouts of search CENSs and their ad-

justment for operation. Image processing on compu-

ting systems involves large amounts of data; much 

processor time is spent on simulating CENSs [1–3]. 

The performance of computing systems should be im-

proved using parallel computing in modern cloud en-

vironments (cloud GISs), the so-called distributed 

GISs with decentralized control in the parallel execu-

tion of simulation tasks [4, 5]. 

Cloud environments permanently store large 

amounts of data (remote sensing images of the earth), 

e.g., a hypercube of information that will be tempo-

rarily cached on the user’s side. The user also gets 

quick access to the data, while saving time and re-

sources. The matter concerns distributed GISs belong-

ing to one or several organizations dealing with 

CENSs. Software tools, the structures of storage de-

vices and the interface of AGIS CENSs, and all the 

methods (pattern recognition, scene analysis, cluster-

ing, and training of neural networks) can be imple-

mented using network services with fast search of 

necessary information [3, 6, 7]. 

Currently, these tasks are performed using the 

well-known classical approaches on computers that 

are linked to server databases within one or several 

organizations. Each group of tasks is performed in 

dedicated applications, and it is possible to use differ-

ent approaches when decomposing the tasks. The 

methods and means to implement parallelism depend 

on the level where they should be provided. The capa-

bilities and means to implement parallel computing 

depend on the level of commands, data flows, and 

tasks.  

The authors outlined the further development of 

search CENSs towards new design principles for 

onboard algorithms, their intellectualization and self-

organization, the application of new types of shooting 

systems and their combination, and the implementa-

tion of parallel CENS algorithms, including the capa-

bilities of cloud technologies. 

The accelerated development of CENSs has be-

come topical due to the emergence of parallel compu-

ting-oriented processors and the development of soft-

ware tools for training neural networks on big data in 

cloud computing environments [1, 2]. 

In view of these conditions, R&D works have been 

expanded using a computational complex that pro-

vides all the necessary means for, first, assembling 

models of a wide range of CENSs and draft technolo-

gies to adjust their operation in specified areas from 

off-the-shelf software components via a special inter-

face to databases and, second, conducting experi-

ments. 

The functionality to model search CENSs and draft 

technologies for their adjustment can be implemented 

in a general-purpose GIS using universal tools for 

handling geospatial information. In Sections 2 and 3, 

this functionality is expanded based on the analysis of 

cloud technologies and parallel computing. Also, we 

investigate the capabilities of cloud technologies and 

parallel computing, the peculiarities of their applica-

tion when modeling advanced CENSs, and their pos-

sible implementation based on data processing means 

and technologies. 

A computing system supporting parallel calcula-

tions achieves maximum efficiency at the level ensur-

ing system parallelism with the decomposition of tasks 

that can be performed simultaneously [1, 2]. The ap-

proaches to calculations in modern computing systems 

are analyzed, and the data necessary for choosing a 

computing system for complex tasks are obtained. We 

decompose one of the main tasks of AGIS CENSs: 

modeling CENS operation and determining the peculi-

arities of the parallel structure of the corresponding 

algorithms.  
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This study expands the functionality of the existing 

general-purpose GISs to model search CENSs effec-

tively. To achieve this goal, we further develop the 

mathematical model of search CENSs. Based on this 

model, we decompose the tasks of AGIS CENSs, in-

cluding those of modeling stress exposures on their 

imaging systems. We analyze general-purpose cloud 

technologies and existing cloud GISs designed for 

processing geospatial information in terms of their 

application to the tasks mentioned above. The results 

presented below can be used when implementing 

AGIS CENSs. 

1.  THE PARALLEL STRUCTURE OF CENS MODELING 

ALGORITHMS. SOME ANALOGS OF SOFTWARE 

COMPONENTS OF AGIS CENSS IN RELATED PROBLEM 

DOMAINS  

The starting points are as follows. 

 The maximum efficiency of the computing sys-

tem selected for implementing AGIS CENSs can be 

achieved if its characteristics are chosen considering 

the peculiarities of the initial data and computer algo-

rithms to simulate CENS adjustment processes for 

autonomous orientation using overview and compara-

tive methods and the operation processes of the ad-

justed CENS under various disturbances, including 

stress factors. Such processes are simulated by means 

of contemporary computing systems at the limit of 

their performance. Besides the available memory and 

the speed of processors and exchange devices between 

them, the key role is played by their specialization and 

the possibility of parallelizing the subtasks of general 

tasks during simulation [4]. The central general task in 

AGIS CENSs is to simulate the operation of CENSs 

adjusted for autonomous orientation. The peculiarities 

of the parallel structure of algorithms to perform this 

general task are considered below. The peculiarities of 

simulating CENS adjustment processes and image 

synthesis processes for different shooting systems 

used in CENS will be addressed in subsequent publi-

cations of the authors. 

 In order to determine the specialization of com-

puting system processors and organize their parallel 

operation for the central general task of AGIS CENSs, 

it is necessary to decompose this task into subtasks 

and to distinguish those that must be performed se-

quentially (the output of a previous subtask is the input 

for the subsequent one) and those that can be per-

formed in parallel. 

The decomposition can be performed using the 

mathematical models proposed in [2, 3]. As in these 

papers, we consider search CENSs in which the shoot-

ing system captures a scene image S on a terrain sec-

tion, and the onboard algorithm refines the planned 

coordinates  ,d X Y  of the carrier at the shooting 

instant. Let M be the set of all possible images S com-

ing from the shooting system to the input of the on-

board algorithm of the CENS at the shooting instant. 

Then the search CENS adjusted for autonomous orien-

tation can be treated as a calculator of the values of a 

function  ˆ : ˆf S M D  fixed during the adjustment 

process for any “value” of the “variable” S M  com-

ing from the shooting system. In other words, upon 

receiving an image S, the CENS will calculate and 

output the value of the function  ˆ  f S  ˆ ˆd D  (its 

response). The finite set D̂  combines all variants of 

the computer’s responses to the question about the 

carrier’s location at the instant of receiving the image 

S. In [1, 2], a general analytical expression was de-

rived for generalized step functions defined on hierar-

chical partitions of the set M into disjoint classes, in 

which a different prior image transformation can be 

applied for each partition level. In this paper, we con-

sider r = 2 levels of hierarchical partitioning into clas-

ses and subclasses. This number is sufficient for de-

composing the general task and revealing the peculiar-

ities of parallelism. In addition, with a high degree of 

confidence, this variant will attract major interest in 

the practical use of CENSs. 

In this case, we have 
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Then the function  f̂ S  can be written in the 

generalized vector form 
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with the following notations: angular brackets indicate 

the inner product of two vectors;  Sχ  = ( 1(S ), 

2  (S  ),...,   (l S ));  i S  is the characteristic func-
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tion of class iK , 1, ,  ;i l    i Sχ = ( 1(i S ), 2  ( ),i S

...,   ( )
iil S );    
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ˆ ;, ˆ   χ
il

i i ij ij
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S S d

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characteristic function of class ijK , 1, ,  i l  ,

  1, , ;ij l   finally, 
1 2
ˆ ˆ ˆˆ ( ).,  ,  ,

ii i i ild d d d   

At the first and second partition levels, the input 

image  S  possibly undergoes preliminary transfor-

mations ( )S  and ( )i S  of respectively. The algo-

rithms for calculating the values of the vector func-

tions   Sχ   and ( ( ))ii Sχ  determine the class of 

the image  S .  Therefore, by the fundamental theorem 

on representing any recognition algorithm through the 

sequential execution of a recognizing operator and a 

decision rule, we obtain [8] 

 Sχ  = C (B(  S )), 

where B(  )S  = (  1(b S ),  2  (b S ),...,    ( ));lb S   

( ( ))ib S  is a numerical measure of the closeness of 

the image to the class iK M ; C  1( ( ),b S  2  ( ),b S
 

...,    ( ))lb S
 

= 1 2( ,  , ), lc c c , where    0, 1 , ic 

1, ,i l  ;  Sχ
i

 = iC ( iB ( ( )S )),  Bi , and Ci are 

described by analogy.  

Then the function  f̂ S  (1) of the CENS com-

puter takes the form 

         
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According to (2), the general task includes the 

subtasks of calculating the “values” of the preliminary 

transformations involved (hereinafter called the sub-

tasks of type   ). The results of performing a subtask 

of type    are the initial data for the corresponding 

subtask of calculating the vector of numerical 

measures of closeness to the partition classes 

1

l

i

i

M K


  (hereinafter called the subtask of type B). 

The results of performing a subtask of type B are the 

initial data for the corresponding subtask of type C, 

which determines the class of the image by analyzing 

the vector of closeness measures. After deciding that 

the image belongs to some class of the first partition 

level, the procedure is repeated for the partition of this 

class with performing the subtasks of types  , B, and 

C. The process is completed by extracting from the 

computer’s memory the value îjd  (the partition class 

selected by the decision rule of the second partition 

level). The subtasks of type C are performed only after 

the corresponding subtask of type B, which can be per-

formed only after the subtask of type  . The vector 

“coordinates” in this process can be computed in par-

allel; the inner products, only sequentially as soon as 

the operand values are available. This is the peculiarity 

of parallelism when modeling CENS operation. Ac-

cording to the classification given in [5], the corre-

sponding computing system has parallelism at the lev-

el of threads. In this case, the acceleration of program 

execution due to parallelizing its instructions on the 

set of computers is limited by the time required for 

executing its sequential instructions. 

Note that this mathematical model allows imple-

menting AGIS CENSs with the maximum use of off-

the-shelf computer components from the problem do-

mains intended for performing the tasks of types   

and  Sχ  = C(B( ( )S )) and collecting and generaliz-

ing initial data to adjust CENSs for autonomous orien-

tation by overview and comparative methods in a giv-

en area. 

Based on the mathematical model, we also identi-

fy components of AGIS CENSs that have analogs in 

related problem domains. The cost of implementing 

AGIS CENSs can be minimized under the required 

options of access to such components. The connec-

tions between the elements of the mathematical model 

and the software components from related problem 

domains implementing them are presented in the table 

below. 

The next sections of the paper are devoted to ana-

lyzing the capabilities and forms of access to analogs 

of AGIS CENSs components in related problem do-

mains. 

2. ACCESS TO CLOUD TECHNOLOGIES AND CLOUD 

GISS: THE EXISTING CAPABILITIES AND PROSPECTS 

To analyze off-the-shelf components (programs 

and databases) in the implementation of algorithms for 

modeling search CENSs, we overviewed cloud tech-
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nologies and cloud GISs based on scientific research 

that can be used in GIS applications for modeling 

search CENSs. Cloud technologies were investigated 

to identify the existing applications that can serve to 

model search GISs, particularly the shooting systems 

of CENSs. No such applications were found. 

The mathematical models of AGIS CENSs com-

ponents (see the table) can be implemented as inde-

pendent tasks using parallel and distributed compu-

ting.  

The initial information about orientation conditions 

in an autonomous navigation area of an unmanned 

vehicle by the overview and comparative method in 

the form of relational data (a representative set of N 

“samples”) is in storages that can be accessed in an 

organized  way.  For  distributed  GISs,  the  access  is al- 

 

ready organized; for cloud GISs, it is necessary to de-

velop appropriate access applications.  

The initial information about orientation conditions 

in an autonomous navigation area of an unmanned 

vehicle by the overview and comparative method in 

the form of a computer model of the shooting system 

includes the following models:  

– computer models of the terrain in the areas of au-

tonomous navigation sessions, 

– simulation models of the shooting system, 

– computer models of stress exposures on the ter-

rain and the images of its sections for different shoot-

ing systems.  

The first two models have already been imple-

mented in distributed GISs and cloud GISs, in contrast 

to computer models of stress exposures on shooting 

systems. 

Analogs of AGIS CENSs components in related problem domains 

Mathematical models of AGIS CENSs components Analogs in related problem domains 

The initial information about orientation conditions in an autonomous 

navigation area of an unmanned vehicle by the overview and compara-

tive method in the form of a table containing a representative set of N 

“samples”    ,j jS d  of the function ( ) :f S M D  that describes these 

conditions:  

  0   :I f S M D  =  , ,j jS d jd D ,  j = 1,..., N, 

where D  denotes the set of admissible values of the parameter being 

refined in an autonomous navigation session.  

Storages of images of different territories from 

various moving objects that were obtained using 

shooting systems similar to those adopted in 

CENSs. 

The initial information about orientation conditions in an autonomous 

navigation area of an unmanned vehicle by the overview and compara-

tive method in the form of a computer model of the shooting system 

operating in this area: 

  0 :I f S M D  =  1ˆ ,f d p


, d D , p P , 

where p P  are the disturbing parameters considered in the shooting 

system model (one generalized parameter p  with the domain P  of ad-

missible values). The simulation model of the shooting system should 

approximate the function  1
f d


,  d D  (the inverse of 

( ) :f S M D ). 

Computer models of shooting systems operating 

in the areas of autonomous navigation sessions. 

They have the following components: 

 computer models of the terrain in such areas; 

 simulation models of shooting systems that 

form the images of sections in such areas using a 

terrain model of the areas similar to real shooting 

systems; 

 computer models of stress exposures on the 

terrain and the images of its sections for different 

shooting systems. 

The onboard computer of CENS: a parametric family of single-valued 

functions   )(ˆ
A

f S


 , where ˆ ˆ  ( )( ) :f S M D   is a particular func-

tion from this family. When CENS is adjusted for autonomous naviga-

tion by the overview and comparative method in a given area, the choice 

of this function is uniquely determined by the value of the generalized 

parameter A . The approximating functions from the parametric 

family of step functions include components of types    and B; see 

above.  

They have the following components: 

 type  , all known types of digital image 

processing operations (filtering, boundary selec-

tion, scene description in the areas caught in the 

frame, segmentation, etc.); 

 type B, components of all known types of 

recognition operators within families of pattern 

recognition algorithms (potential functions, sepa-

rating surfaces, voting, etc.). 
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According to the third row of the table, the model 

of onboard computers includes components of types π 
and B, where π corresponds to known types of digital 

image processing operations (filtering, boundary se-

lection, scene description for the areas caught in the 

frame, segmentation, etc.) and B to known types of 

recognition operators within the families of pattern 

recognition algorithms (potential functions, separating 

surfaces, voting, etc.). Their implementability in cloud 

GISs is still under study. The main databases, their 

structure, and content for possible use in modeling 

search CENSs were also considered. As was estab-

lished, terrain images obtained in different EMR 

wavelength ranges are mostly standardized and are 

stored in different known formats; their use via cloud 

services will cause no difficulty. However, the prob-

lem lies in the processing of significant amounts of 

information contained primarily in space images. 

As was discovered, cloud environments have no 

specialized databases with reflecting and absorbing 

characteristics of terrain. Such characteristics are nec-

essary to form initial navigation reference data in giv-

en EMR wavelength ranges and to diagnose CENS 

operation under stress, when the necessary parameters 

of stress exposures are obtained considering the pa-

rameters of terrain objects. 

Currently, there exist the following types of ser-

vices using cloud computing: Software as a Service 

(SaaS), Infrastructure as a Service (IaaS), and Plat-

form as a Service (PaaS). 

Simple integration solutions involve conventional 

software tools that define software architecture [5, 9]. 

Such engineering solutions as containerization, micro-

service cloud architecture, multi-cloud solutions, and 

hybrid cloud environments are being intensively de-

veloped nowadays. They are directly related to the 

development of AGIS CENSs, where multiple tasks 

need to be performed in parallel using cloud technolo-

gies for decentralized computing. 

At present time, cloud computing is used in differ-

ent spheres. However, the application of cloud compu-

ting to manage the information support of CENSs 

technologies was not described in the literature [10, 

11]. This conclusion follows from the analysis of nu-

merous publications. The explanation is software pe-

culiarities: complexity, high price, and the skill level 

of those engaged in processing large amounts of data 

with specified requirements. Databases on different 

territories are needed for the information support of 

the CENS technology. They require the performance 

of large, complex, and expensive works as well as 

flawless operation of the means of using these data-

bases.  

CENS modeling tasks cannot be fully implemented 

using cloud technologies due to the existing technical 

and regulatory constraints: 

 large amounts of data that are difficult to 

transmit over networks [12–15]; 

 limiting requirements for the use of aerospace 

survey materials, UAVs, or maps and plans of given 

scale and content. 

In recent years, cloud technologies have been 

widely used to provide Russian government services. 

Note the National Digital Economy Project and its 

contribution to market growth and IT development.  

The use of cloud technologies is subject to the fol-

lowing constraints: stability and recoverability, securi-

ty standards, special standards, and compliance with 

state regulations. 

Existing data are mostly unstructured, some are or-

ganized using metadata, with a crucial component to 

unify any data. Virtualization, parallel processing, dis-

tributed file systems, and databases used in computers 

significantly increase the efficiency of big data pro-

cessing. 

The Internet is a distributed computing network 

that requires powerful computers and, moreover, con-

nection optimizers over WAN channels to improve big 

data processing. The components of this service need 

to be distributed among several nodes with the man-

agement of a hypervisor that supports the optimal uti-

lization of the IT infrastructure. The structure and in-

teroperable standardized environments of big data are 

essential for application access. These data are mostly 

in the form of conventional relational databases. The 

distribution of applications for parallel computing is 

the core of any big data solution.  

According to the analysis of the available data-

bases, the reflecting and absorbing characteristics are 

absent for many terrain objects. They are heterogene-

ous, not systematized, have different formats, and 

cannot be used to model search CENSs without pre-

liminary processing. The external management of da-

tabases is difficult to optimize by software automation. 

Therefore, automatic data supply, copying, and scaling 

as well as database access security are problematical. 

Furthermore, such cloud environments are necessary 

for specialized organizations that have not yet formed 

databases of the reflecting and absorbing characteris-

tics of terrain objects in different EMR wavelength 

ranges. This task requires many years of work. 

All these considerations necessitate the use of dis-

tributed GISs, e.g., cloud GISs. Such a solution pro-

vides access to many types of information that can 

significantly increase the capabilities of GIS technolo-

gies to create new types of thematic GISs. Different 
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GISs can form their own databases, available to other 

users as a cloud service. Note the following aspect 

concerning cloud GISs: by now, GIS capabilities have 

almost not changed, and only the possibility of virtual 

work with GISs has been implemented.  

The next section describes cloud technologies with 

parallel computing in CENS modeling tasks. 

3.  DISTRIBUTED AND CLOUD COMPUTING IN APPLIED 

GISS FOR MODELING CENSS 

Distributed computing to perform tasks in applied 

GISs for modeling CENSs can be implemented on 

separate computers united in a parallel computing sys-

tem. Such calculations can be in one organization or 

several specialized organizations. The entire package 

of tasks performed by an applied GIS can be arranged 

on one computer in a general-purpose GIS in the case 

of no time constraints. This approach involves a dis-

tributed database in the form of a set of relations con-

stituting a single dataset. It can be accessed when per-

forming any task from the set of tasks with simultane-

ous assignment of tasks to other computers, servers, 

and cloud services. Also, note parallel databases with 

a dedicated management system for parallelization of 

CENS modeling tasks. 

The tasks performed in applied GISs in computing 

systems are represented as separate applications with 

different task decomposition methods (algorithms, 

hypotheses, etc.; see below). Nowadays, IT experts 

use mainly GIS technologies, e.g., in thematic cartog-

raphy. On the one hand, cloud technologies contribute 

to IT development; on the other hand, not every plat-

form can be used to process large amounts of data, 

including complex and bulky software.  

Cloud services can represent data repositories for 

GIS technologies used to model CENS. These are aer-

ospace images of different scales, as well as images 

obtained from UAVs in different EMR wavelength 

ranges. Images of appropriate resolution are used for 

high-accuracy navigation. Image processing requires 

applications, which are now being developed by some 

companies. For example, Esri considers cloud tech-

nologies one of the directions to develop the ArcGIS 

platform. A cloud variant of ArcGIS Server 10 is em-

bedded in Amazon’s cloud infrastructure. Note that 

the software is not installed in the cloud environment: 

the corresponding functions remain in-house. This is a 

new technology for cameral and field surveying, 

where a cloud GIS provides the necessary access to 

data and tools.  

Russian GIS products, both multipurpose and dis-

tributed, have been developing following the global 

trends in geoinformatics, i.e., client-server applications 

and support for Oracle Spatial [16]. 

The main Russian GISs are as follows: Panorama 

(Panorama Design Bureau), Talka-GIS (Trapeznikov 

Institute of Control Sciences, Russian Academy of 

Sciences), GeoGraf (Mining Exploration Center, the 

Institute of Geography, Russian Academy of Scienc-

es), PARK (The All-Russian Geological Research In-

stitute (VSEGEI), Moscow Branch), Sinteks ABRIS 

(TRISOFT LLC), and InGeo (Integro, Center for Sys-

tem Studies, Ufa) [17]. 

Panorama, the most famous GIS in Russia, also 

employs cloud technologies on the Panorama @ Geo-

Cloud GIS station with a control system for selecting 

computing power and time of use. Developed by an 

Israeli company, this service provides remote work 

with software products, databases, and the best soft-

ware solutions in GIS technologies. Currently, this 

station creates digital maps, processes remote sensing 

data, performs various measurements, and builds 3D 

terrain models from cloud databases created, however, 

by an Israeli company. This fact may be unsuitable for 

Russian users.  

The current interest in cloud technologies does not 

reduce the interest in conventional GISs. It is possible 

to talk about distributed GISs as a service (cloud 

GISs), an additional platform to expand engineering 

solutions and optimize production costs simultaneous-

ly [14]. Hardware and software means provided and 

distributed through networks is an important line to 

develop new-generation GISs. Therefore, GIS tools 

for modeling CENS still remain more attractive. Data 

retrieval (visualization and loading if necessary) and 

data transformation according to the established re-

quirements occur when accessing the appropriate ser-

vices; these functions are implemented in GIS. Cloud 

service support is possible in terms of providing imag-

es, the spectral brightness coefficients of terrain ob-

jects in different EMR wavelength ranges. These ser-

vices are departmental. 

As a rule, GIS applications are implemented in one 

operating system. Simultaneous access to multi-task 

applications is possible; in this case, task calculations 

in applications have to be parallelized. When imple-

menting several applications in GIS, it is necessary to 

speak about multithreading. In particular, this applies 

to the creation of disturbances for the operation of 

CENSs (stress exposures on the shooting system), 

random or purposeful [1, 2]. Assessing the perfor-

mance of the shooting system of CENSs subjected to 
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stress exposures is complex and multi-cyclic; it re-

quires considerable processor time. 

ArcGIS Pro is a multithreaded application. It offers 

over 70 surveying tools supporting parallel computing. 

As a rule, when working with ArcGIS Pro, it is possi-

ble to process geodetic data in the background mode 

and create maps and work with other scenes simulta-

neously [19]. However, no enterprises in Russia cur-

rently use this software product with vendor’s tech-

nical support. 

In GIS Panorama (ver. 12, Russia), multithreaded 

file processing is implemented. As a result, the per-

formance of data processing is increased almost linear-

ly (by the number of processor cores) based on 

MAPAPI interface functions adapted to multithreading 

[19]. 

Digital photogrammetric station (DPS) PHOTO-

MOD (Russia) can be used as a local DPS with a dis-

tributed network environment [20]. DPS is the main 

tool for creating high-quality images for AGIS 

CENSs.  

Also, let us mention the Talka technology and the 

digital photogrammetric station developed at Trapez-

nikov Institute of Control Sciences (Russian Academy 

of Sciences) [21]. At present, it does not support cloud 

computing: the technology is conventional, being im-

plemented on the institute’s server. Most of the 

world’s leading websites are currently inaccessible for 

Russian software products. Cloud services are also 

unavailable, and there are no Russian cloud services in 

GIS technologies. 

Over the past 50 years, computing has been based 

on five major platforms: mainframes (powerful com-

puting systems), minicomputers, personal computers, 

servers, and mobile devices. Now a sixth type, the 

cloud platform, is emerging. Therefore, GIS develop-

ers consider cloud services and parallel computing an 

important line for developing their own platforms, in-

cluding AGIS CENSs. 

When choosing an appropriate platform for multi-

ple information tasks, one should keep in mind that the 

gain in computational efficiency depends on the task 

algorithm and the number of consecutive calculations 

[8, 22]. For some tasks, increasing the number of pro-

cessors in a computing system not necessarily leads to 

higher efficiency. 

In this case, Amdahl’s law concerns not the com-

ponents of a single task but the set of tasks imple-

mented in applied GISs to design search CENSs with 

given properties for efficient navigation.  

The following algorithms and hypotheses are di-

rectly related to the final result of the navigation sys-

tem [23] and are used when implementing CENS 

models:  

– the types of Earth’s physical fields (optical, 

thermal, radio-thermal, radar, etc.), 

– possible image search and processing algorithms 

in onboard computers, 

– weather conditions at the time of navigation, 

– possible carrier’s location errors, 

– possible sizes of navigation sections, 

– linear sampling intervals of the original map, 

– navigation system altitude, 

– pattern recognition algorithms, 

– scene analysis algorithms, 

– algorithms for determining navigation references,  

– clustering algorithms, 

– training algorithms for neural networks, 

– possible values of the CENS decision function 

for accurate navigation and navigation with a given 

error, 

– stress algorithms for the shooting system of 

CENSs with different means of stress exposure in 

EMR wavelength ranges with specified conditions 

(accuracy, the capabilities of such means, etc.). 

The map of stress exposures on the shooting sys-

tem of CENSs is built in accordance with the adopted 

algorithms and hypotheses for modeling CENSs. This 

map determines the conditions of accurate (specified) 

navigation and navigation with a given error. All the 

algorithms and hypotheses mentioned above are dy-

namic: they can be changed within the specified rang-

es. 

Distributed GISs installed in several relevant-

profile enterprises may provide some cloud services. 

These can be data prepared in advance, e.g., maps with 

navigation properties of a given area based on images 

in different EMR wavelength ranges. In particular, 

such maps may have reference points obtained using 

the SURF method. This method searches for reference 

points in images using the Hessian matrix and then 

creates their descriptors invariant to the image scale 

and rotation. 

Thus, the general-purpose GIS platform should be 

extended and implemented in the form of AGIS 

CENSs. The same applied GIS serves to implement 

the mapping models of stress exposures on the shoot-

ing system using the reflection and absorption coeffi-

cients of terrain objects [19]. 

Finally, note serverless cloud environments in 

which a database adjusts itself to the load [24]. The 

result of event processing is independent of the server 

memory state. These elastic calculations may be of 

interest in modeling CENSs and need further research.
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Serverless computing has emerged due to the transi-

tion from servers to virtualization and containeriza-

tion: more resources are provided for tasks rather than 

platform and infrastructure maintenance [12]. Essen-

tially, this approach is an implementation of multi-

threaded and parallel computing in cloud serverless 

environments. Serverless computing is not yet used in 

Russian enterprises; see the publications [16–18, 25]. 

Probably, serverless cloud environments need not be 

used in cloud GISs, particularly in applied GISs for 

modeling CENSs. All necessary information should be 

concentrated on the servers of distributed GISs of sev-

eral profile organizations. This issue is debatable.  

CONCLUSIONS 

Cloud technologies, parallel computing, and their 

state-of-the-art and use in cloud GIS have been ana-

lyzed. The main conclusions are as follows. 

 The dependence of Russian organizations on for-

eign technologies has been very strong over the last 

few years. Many foreign IT vendors have recently left 

Russia and have limited supply and support of licens-

es, including data storage systems, servers, and infor-

mation protection systems. There is an obvious need 

for a comprehensive approach to building domestic 

infrastructure, from architecture to data backup and 

protection.  

 When introducing cloud technologies in a cloud 

AGIS CENSs, it is necessary to find novel architecture 

and software solutions and alternatives among Russian 

suppliers and developers. At the same time, it is neces-

sary to solve the problem of product compatibility.  

 In cloud environments, the execution of tasks that 

were performed autonomously in GISs should be 

planned using parallel computing in AGIS CENSs 

with specified properties considering the entire EMR 

wavelength range in transparency windows, including 

disturbances in the form of stress exposures on the 

sensors of navigation systems to ensure effective navi-

gation under interference. 

 The peculiarities of the parallel structure of 

CENS search algorithms are revealed. When imple-

menting these algorithms in parallel computing sys-

tems, proper consideration of the peculiarities allows 

utilizing their advantages to the highest degree. A 

computing system for modeling CENSs should pro-

vide parallelism at the level of command and data 

flows when implementing the models of search 

CENSs using cloud technologies and parallel compu-

ting.  

 The components of AGIS CENSs with analogs in 

related problem domains have been identified. Under 

appropriate access to such components and data, the 

implementation costs of AGIS CENSs can be mini-

mized. Access can be organized in a network of dis-

tributed GISs with the required level of information 

protection. 

 It is possible to implement AGIS CENSs using 

classical technologies based on the existing image 

analysis and processing systems, cloud GISs, and gen-

eral-purpose cloud technologies. At present, classical 

image processing technologies remain the most attrac-

tive. In this case, source materials must be used in 

strict compliance with the corresponding regulations; 

the materials used and created must be protected. Gen-

eral-purpose cloud technologies will still occupy an 

insignificant place in the tasks of modeling CENSs: 

the creation of new applications will require time and 

funding. 
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Abstract. This paper considers the technical condition monitoring problem for the components of 

an onboard equipment complex to perform its real-time reconfiguration. The idea is to use at least 

three levels of monitoring systems: the nearest perspective, only traditional built-in control (BiC) 

to detect faults; the next level, BiC together with auxiliary means to increase the fidelity of tech-

nical diagnosis, including mutual cross-pair monitoring; the distant perspective, logical pro-

cessing algorithms for system observations as a whole based on the normalized rules of failure 

mode and effects analysis (FMEA) of aircraft equipment. Mathematically, the pair monitoring of 

component conditions consists in forming the so-called preference matrices; their values and spe-

cial tables are used to determine the condition of diagnosed objects with high reliability and, 

moreover, to evaluate possible errors of diagnostic tools. For third-level methods, an action se-

quence is proposed as follows: the reverse and direct logical models reproducing the dependen-

cies of faulty states based on FMEA results are alternatively initiated. An updated methodology 

for handling triplex logical models is proposed. The main advantages of logical models––
significant simplicity and universality––ensure their effectiveness in a wide range of dynamic 

systems of varying complexity. A methodological example illustrates the application of logical 

triplex models. 
 

Keywords: onboard equipment complex, technical monitoring, logical pair monitoring, logical triplex mod-

els, analysis of functional failures, redundancy management.  
 

 

 

INTRODUCTION  

The creation of redundant reconfigurable onboard 

equipment complexes (OECs) for mobile objects is a 

non-alternative way to achieve the maximum possible 

reliability of these complexes under the limited relia-

bility of the components used and a wide range of ex-

ternal factors. According to the paper [1], the concept 

of Active Fault-Tolerant Control Systems (AFTCS) 

implies the joint operation of at least three subsystems 

as follows. The first subsystem is the reconfigurable or 

adaptable part of the equipment (Reconfigurable Con-

trol System, RCS; in our case, the equipment of the 

complex); the second subsystem detects (monitors) 

and diagnoses faults of this complex (Fault Detection 

and Diagnosis, FDD); the third subsystem implements 

the so-called Reconfiguration Mechanism (RM).  

Reconfigurability means that an OEC has the 

properties to purposefully change its parametric and 

structural characteristics in real time. 

By definition, redundancy management is assigned 

to the second and third subsystems mentioned above.  

Historically, research works on monitoring, diag-

nosis, and reconfiguration of technical systems have 

been isolated from each other. On the one hand, the 

known solutions in the field of monitoring and diagno-

sis [2–9] are not related to the subsequent use of their 

results in real time. On the other hand, the reconfigura-

tion approaches proposed in [10–14] proceed from 

monitoring results as a given. This situation has obvi-
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ous disadvantages since the following questions re-

main open: What is the actual necessity of real-time 

diagnosis? What are the mutual requirements of diag-

nosis and reconfiguration? How can their interaction 

be systematically analyzed?  

Nevertheless, separate solutions of monitoring, di-

agnosis, and reconfiguration problems have been pre-

vailing in the scientific literature and practice so far. 

This paper is devoted to the technical condition 

(operability) monitoring problem for the components 

of a reconfigurable complex within the redundancy 

management approach based on the supervisory con-

figuration control method [15]. Here, we consider a 

broader problem statement: the readiness monitoring 

of an OEC, which covers (along with operability) the 

completion of all real-time preparations of OEC com-

ponents for the intended use. 

1. THE FUNCTIONS AND GENERATIONS OF MONITORING 

MEANS 

In the emerging applied theory of redundancy 

management [15], monitoring means have to deter-

mine, for each available (hardware or software) com-

ponent, its availability index (AI) and functional effi-

ciency (FEI) for use in periodic arbitration of configu-

rations. 

By assumption, monitoring is performed in three 

main steps as follows: 

 data acquisition from components (either by 

sending special requests or intercepting data transla-

tion implemented by components independently); 

 data processing, including initial mathematical

treatment, if they come from several sources and be-

long to one component, and preparation of the results 

(generation of AI and FEI) for transmission;  

 transfer of the results (AI and FEI) to the redun-

dancy management level by supervisor requests or by 

translation over a shared local area network. 

As the theory and applications evolve [15], differ-

ent monitoring methods in terms of principles and al-

gorithms can be used; they form three main levels 

summarized in Table 1. 

The first monitoring level is basic and involves on-

ly the existing built-in control (BiC) or new means 

created by component developers. The effect is to en-

sure equipment control in accordance with industry 

regulations determining the depth and quality of con-

trol procedures [16, 17]. 

Along with the existing BiC, the second level in-

volves effective algorithmic solutions with mutual 

control of redundant components having BiC, e.g., 

logical pair monitoring (LPM) procedures [18]. The 

corresponding implementation is possible in onboard 

automated control systems (OACSs) and onboard 

maintenance systems (OMSs) [17]. 

In the case of heterogeneous
1
 objects and their 

BiCs, it is possible to assess the operability of the 

functional part of the components and BiC with max-

imum reliability. 

The third level involves more complex (most im-

portantly, independent of BiC) algorithms and moni-

toring strategies based on the analysis of processes in 

the “object + OEC” system using various concepts and 

models, including state forecasting. In particular, the 

matter concerns logical models based on the so-called 

directed triplex graphs [19]. 

 
Table 1 

Development of monitoring methods for redundant OECs 

No. Level Means Toolkit Effect 

1 Basic Traditional BiC  Autonomous monitoring Ensuring equipment control  

in accordance with industry regulations 

2 Next-

generation 

Integration  

with OACSs,  

use of LPM 

Integration into the architecture 

of  

existing (currently developed) 

OACSs (OMSs) 

More comprehensive and complementary  

equipment control based on various  

engineering and algorithmic solutions 

3 Next-

generation 

Independent mon-

itoring algorithms 

Application of more sophisticated 

monitoring algorithms and 

strategies 

 (logical models, state  

forecasting) 

The qualitatively new level and high  

fidelity of control, multiple fault  

detection and diagnosis 

 

________________________________ 
1 Nodes of the same purpose are created by different developers and (or) are based on different engineering solutions. 
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2. MONITORING BASED ON BUILT-IN CONTROL 

BiC is a set of hardware or software components 

introduced into systems, their parts, or functional as-

semblies (FAs). As a rule, they do not participate in 

the work of functional modules (FMs) of the system or 

its FAs on purpose but collect and summarize various 

data that objectively reflect the operability of these 

modules in the developer’s opinion. 

There are two significantly different organizational 

approaches to the operation of BiC:  

– test control of equipment operability, which re-

quires a temporary “withdrawal” of the controlled ob-

ject from its intended-purpose operation; 

– functional control, which is performed during the 

intended-purpose operation of the controlled object. 

Functional control is generally implemented based 

on two main principles as follows: 

 Use of different voting schemes. Here, a common 

solution is the so-called quorum elements (QEs), 

which identify faulty modules by the processing of 

voting results of several connected FMs. The operabil-

ity of an FM is judged by a significant deviation of its 

output from those of same-type modules (the largest 

deviation or that exceeding a given threshold) [20]. 

The main features of the quorum-based method in-

clude: 

– the assumption that the technical state of an FM 

remains unchanged within each cycle; 

– the assumption that a QE is operable (never 

fails); 

– applicability to three or more FMs (in the case of 

two FMs, a pair of FMs becomes the controlled object, 

not each FM separately); 

– the assumption that within the voting rules 

(equal, weighted, with discriminations, etc.), the oper-

able FMs within each cycle dominate over the faulty 

ones and the latter can be disconnected; 

– a common data flow for all FMs. 

A peculiar form of voting is widely implemented 

in the so-called self-checking systems [9]: a set of 

same-type modules subjected to identical input actions 

is divided into pairs, and the outputs within each pair 

are compared with each other. A pair with matching 

outputs is considered to be operable; otherwise, both 

modules of the pair are considered to be inoperable. 

 Use of fidelity rules. Depending on particular 

conditions and solutions, such rules can be as follows: 

comparing with reference models, detecting violations 

of given time and (or) parametric intervals (control by 

parameter tolerance [20]), checking logical and other 

relations, calculating different-order invariants, etc. 

The main features of the method of fidelity rules 

include the following:  

– Within each cycle, the operability of an FM does 

not change. 

– By assumption, an element implementing fidelity 

rules is operable. (If there is a reference model, it is 

operable.) 

– This method is applicable to any number of FMs. 

– By assumption, the input and output data contain 

sufficient information. 

– Each FM has a separate data flow. 

The technical condition of computing units in the 

OEC central computing system is monitored by com-

bining the methods described above. 

In accordance with the ARINC 653 standard, a 

health monitor is a system function responsible for 

monitoring and reporting errors in the operation of 

hardware means, application software, and the operat-

ing system. The information about the technical condi-

tion of the computer during normal operation is finally 

collected by operating system kernel mechanisms and 

(or) a special section of system software.  

The resulting information of the health monitor is 

transmitted to the OMS and communication channels 

with ground facilities or is processed by the operating 

system. This information is generated from the follow-

ing input data:  

 the results of built-in control tests, which check 

equipment operability in the background mode during 

specially allocated time intervals; 

 the output data of event handlers; an event is a 

“special case” detected by hardware means when exe-

cuting functional applications, usually a programming 

error detected or a protocol violation during data re-

ception in the input channels of an external interface; 

 the information of functional applications about 

errors and incorrect input or output data.  

The recent direction [21] stands somewhat apart. It 

can be called FM monitoring based on operational da-

ta. By assumption, a special element (chip) is structur-

ally and functionally connected directly to an FM to 

gather and accumulate data on the conditions of its use 

and storage. Such a chip stores different parameters 

(FM data) and sends them to the monitoring module, 

in particular:  

– passport information,  

– test results at different stages of the life cycle, 

– statistics of operation indicators and characteris-

tics (estimates of the achieved accuracy, remaining 

life, energy indicators, etc.), 

– statistics of external impacts during intended use, 

storage, and routine maintenance. 
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The monitoring module is responsible for analyz-

ing the incoming data and judging about FM operabil-

ity based on the analysis results. 

Thus, we summarize the common features (limita-

tions) of BiC with different degrees of occurrence: 

 weak
2
 assumptions about the unchanged opera-

bility of the controlled devices within the monitoring 

cycle; 

 strong
3
 assumptions about the operability of con-

trol systems or their major devices; 

 the requirement on a minimum admissible or 

large number of FMs (in the case of quorum or majori-

ty control); 

 the requirement that operable FMs dominate over 

inoperable FMs; 

 the fast disconnection of faulty FMs; 

 the requirement on sufficient informativeness for 

all processes in FMs. 

The main advantage of using BiC (in the current 

form) to monitor the components of a redundant OEC 

is the well-established technologies of their creation 

and application in practice. 

Analytical monitoring and diagnosis methods [5–
7] are being intensively developed. They further refine 

the concept of fidelity rules and are based on theoreti-

cal patterns and peculiarities in the operation of dy-

namic systems. 

3. USE OF LOGICAL PAIR MONITORING 

A common drawback of using BiC is the forced 

trust in these diagnosis means, i.e., the a priori as-

sumption of their infallibility [22–24]. According to 

the studies [15], without considering the inevitable 

limited capabilities of control (monitoring) means, 

factual fault tolerance can be significantly inferior to 

expectations. 

One remedy is logical pair monitoring (LPM) pro-

cedures [18]: both autonomous monitoring and mutual 

cross-monitoring are performed for two FMs of the 

same functional purpose. By assumption, all structur-

ally isolated functional assemblies “FM + BiC,” com-

parable in purpose and operation principles, are de-

signed so that the BiC of each assembly can access the 

FM of any other assembly
4
 (Fig. 1). 

This figure has the following notations:   is the 

current time (monitoring cycle number); v  is input 

                                                           
2 This assumption is not crucial in practice. 
3 This assumption significantly narrows the applicability of the 
approach. 
4 The complete adoption of such an idea may cause significant 

difficulties. As a compromise solution, limited access may be im-

plemented at the developer’s discretion.  

data; y  is output data; p  is controlled parameters 

(possibly, they include v  and y ); 
i j

s

  is the opera-

bility assessment of the i th FM (FMi) generated by 

the j th BiC (BiCj). Binary operability assessments 

(1––“operable” and 0––“inoperable”) form an indica-

tor matrix (IM). 

Monitoring is performed under several assump-

tions: 

 Same-type data flows through different FAs are 

not connected with each other (the functional autono-

my of FAs). 

 Each functional node “FM + BiC” is implement-

ed on a technological base and supported by infra-

structural means independently of the base and means 

of other FAs (the technical heterogeneity of FAs). 

 FMs may be independently operable or inopera-

ble (the independence of FM operability). 

 Only one element in a pair of BiC can have a 

simple error, i.e., a false assessment of “operable” or 

“inoperable” (the error-free operation of at least one 

BiC). 

 The monitoring process is divided into cycles 

within which FM operability and the errors of BiC are 

unchanged (the stationary operability of FAs). 

Under these assumptions, the full group of differ-

ent IM values makes up 13 matrices uniquely related 

to the operable or inoperable state of both FAs; for 

details, see [18]. In accordance with the LPM indicator 

rule [18] (Table 2 below), each IM value unambigu-

ously determines the technical condition of both each 

FM and each BiC. The only exception is the IM value 

ind

τ
1 1

1 1
S

 
  
  

, 

which describes the operability of both FMs or the 

inoperability of one BiC in the form of a false assess-

ment of “operable.” But this ambiguity does not con-

cern FM operability; in the part of BiC, it can be con-

sidered by design solutions. 

Also, the publication [25] presented a more com-

plicated version of LPM with the possible presence of 

the so-called gray zone. This zone appears when some 

part of BiC participating in monitoring cannot be sepa-

rated from the FM in terms of data passage. In this 

case, to implement LPM, BiC has to be dissected 

along the boundary between the grey zone and the 

analytical segment. As a result, the indicator rule is 

modified and, generally, the efficiency of monitoring 

is reduced: the operability of the grey zone becomes 

indistinguishable from that of the FM, and error identi-

fication refers to the analytical segment only. 
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Fig. 1. The schematic diagram of functional assemblies for LPM. 

 

Table 2 

IM values obtained by LPM 

Inoperable FM 

Errors in BiC 

Errors in BiC1 Errors in BiC2 
No errors  

False “1” False “0” False “1” False “0” 

Inoperable 

FM1 

1 0

1 1

 
 
  

 
0 0

0 1

 
 
  

 
0 1

1 1

 
 
  

 
0 0

1 0

 
 
  

 
0 0

1 1

 
 
  

 

Inoperable 

FM2 

1 1

1 0

 
 
  

 
0 1

0 0

 
 
  

 
1 1

0 1

 
 
  

 
1 0

0 0

 
 
  

 
1 1

0 0

 
 
  

 

Both operable –  
0 1

0 1

 
 
  

 – 
1 0

1 0

 
 
  

 
1 1

1 1

 
 
  

 

 
 

4. DIRECT AND REVERSE LOGICAL MODELS 

The publications [20, 26] introduced a logical 

models-based approach to operability control of tech-

nical systems. When applied to the monitoring of 

components in a complex with managed redundancy, 

this approach is as follows. 

According to [27], the OEC designer performs 

failure mode and effects analysis (FMEA) of aircraft 

equipment. Such failures include completely terminat-

ed operation, loss of capability to meet the require-

ments, intermittent operation, unnecessary operation, 

etc. The assessment results are a list of typical equip-

ment failures causing functional faults, including the 

description of their relationships and consequences. In 

most cases, failure consequences are divided into local 

(i.e., characteristic of the component itself), those of 

the next higher level, and those at the highest level 

(the entire system, e.g., an aircraft). It is necessary to 

identify failure consequences at the highest level for 

comparing the criticality of failures of all components 

included in the OEC. Usually, FMEA results are pre-

sented in the form of tables of possible failures and 

their consequences. 

FMEA may be not comprehensive, i.e., may be 

performed partially considering the criticality of fail-

ures of different parts of the systems. 

This approach implies passing from descriptive 

(qualitative) FMEA results to the construction of two 

types of formalized logical failure propagation models 

for the object of diagnosis with triplex variables: 0––
“no failure or its impact,” 1––“failure or its impact 

exists,” and &––“indefinite state.” 

The original methodology of building and using 

triplex models was described in [20, 26]. It has a low 

level of formalization (a system of decision rules), 

which creates difficulties in practice. Below we pro-

pose a deeper approach largely devoid of this draw-

back. 

The idea is to model failure impact propagation 

(from causes to manifestations) in an OEC using a 

logical network containing generalized elements with 
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the following logical operators: ORi (an analog of dis-

junction) or ANDi (an analog of conjunction) at the 

input and ORo or ANDo at the output; see Fig. 2. In 

this case, the element’s state 
id

x  is given by the values 

of triplex variables at its inputs, 
in

j
x , in accordance 

with causal relation formulas: 1 2

in in id
x x x   for the 

ORi operator or 1 2

in in id
x x x   for the ANDi operator. 

It also determines the value of such variables at the 

outputs: 1 2

id out out
x x x   for the ORo operator or 

1 2

id out out
x x x   for the ANDo operator. 

 

 

 
Fig. 2. An element of the logical network (failure impact propagation 

models for OEC). 

 

The ORo operator must be provided with a de-

scription of output switching conditions (by an exter-

nal impact, by definite characteristics of the logical 

network state, etc.). 

Note an important aspect: when constructing the 

logical network by the artificial division of the models 

of real devices, each network element must be as-

signed at most one input and at most one output opera-

tor. 

Note that the arithmetic of such triplex variables is 

not conventional, and each causal transition between 

the elements of the proposed logical network (the di-

rect logical model) is performed according to the rules 

summarized in Table 3. The additional symbol  , 

also called an operator, denotes the absence of an al-

ternative. 

For example, the formulas in cells 1-2 (row 1, col-

umn 2) and 1-4 of Table 3 should be interpreted as 

follows: the presence of at least one signal 
in

1j
x   

(failure impact) at the inputs of a logical network ele-

ment with the ORi logic brings this element to the 

state 
id

1x   (it is prone to failure impact). This corre-

sponds to failure state evolution in non-redundant 

functional devices of the OEC. The cells of row 2, on 

the other hand, are associated with the ANDi logic, 

characteristic of redundant devices.  

The cells highlighted in yellow in Table 3 describe 

the propagation of the indefiniteness & over the triplex 

logical network. The remaining cells reflect the unam-

biguous development of the situation: the propagation 

(1) or non-propagation (0) of failure impact. 

The process of analyzing system failures is associ-

ated with the reverse logic that determines transitions 

from failure manifestations to their causes. The corre-

sponding transitions (the reverse logical model, the 

left “effect-to-cause” arrows) , 

1 2

in in id
x x x  , and 1 2

id out out
x x x   are presented in 

Table 4. For example, the formula in cell 2-1 of this 

table is interpreted as follows: the state 
id

1x   of an 

element with the ANDi operator was a consequence of 

the simultaneous presence of 1 at its inputs. 

Reverse logic is used to judge about the input giv-

en a known output. For operators at the input, it is re-

quired to determine possible combinations at the input 

of a logical network element by its state; for operators 

at the output, it is required to determine the state of a 

logical network element by the combination at the 

output.
 

Table 3 

Direct logic arithmetic 

Operators 

and row 

numbers 

Column numbers and formulas 

1 2 3 4 5 6 7 8 9 

ORi 1 1 + 1 → 1 1 + 0 → 1 1 + & → 1 0 + 1 → 1 0 + 0 → 0 0 + & → & & + 1 → 1 & + 0 → & & + & → & 

ANDi 2 1 × 1 → 1 1 × 0 → 0 1 × & → & 0 × 1 → 0 0 × 0 → 0 0 × & → 0 & × 1 → & & × 0 → 0 & × & → & 

ORo 3 - 1 → 1 + 0 - 1 → 0 + 1 0 → 0 + 0 & → 0 + & - & → & + 0 - 

ANDo 4 1 → 1 × 1 0 → 0 × 0 & → & × & 

  5 1 → 1 0 → 0 & → & 

 

1 2

in in id
x x x 
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Table 4 

Reverse logic arithmetic 

Operators  

and row 

numbers 

Column numbers and formulas 

1 2 3 

rORi 1 0 + 0 ← 0 
(1 + 1 ← 1 or 1 + 0 ← 1 or 0 + 1 ← 1 or)* 1 + & ← 1 or & 

+ 1 ← 1 

0 + & ← & or & + 0 ← & or  

& + & ← & 

rAN

Di 
2 1 × 1 ← 1 

(0 × 0 ← 0 or 1 × 0 ← 0 or 0 × 1 ← 0 or)* 0 × & ← 0 or & 

× 0 ← 0 

1 × & ← & or & × 1 ← & or  

& × & ← & 

rORo 3 0 ← 0 + 0 
1 ← 1 + 1 or 1 ← 1 + 0 or 1 ← 0 + 1 or 1 ← 1 + & or 1 ← 

& + 1 

& ← 0 + & or & ← & + 0 or  

& ← & + & 

rAN

Do 
4 1 ← 1 × 1 

0 ← 1 × 0 or 0 ← 0 × 1 or 0 ← 0 × 0 or 0 ← & × 0 or 0 ← 
0 × & 

& ← 1 × & or & ← & × 1 or  

& ← & × & 

  5 1 ← 1 0 ← 0 & ← & 

 

* If “indefinite” is conceptually identified with “any,” then the formulas in brackets should be ignored.  

 

The formulas in Table 4 can be justified using the 

following explanations for row 4: 

a) If a combination of 1 and 1 is detected at the 

outputs of a logical network element (both are prone to 

failure impact), then due to the logic of the AND oper-

ator, this element is prone to failure impact. 

b) If a combination of 1 and 0 is detected at the 

outputs of a logical network element (one output is 

prone to failure impact, whereas the other is not), then 

this element is resistive to failure impact, and the fail-

ure has occurred in the chain of elements following the 

output with a value of 1. 

c) If a combination of 0 and 1 is detected, then the 

result is the same as in item b). 

d) If a combination of 0 and 0 is detected, then the 

element is resistive to failure impact. 

e) If a combination of & and 0 is detected, then the 

element is resistive to failure impact for any value of 

& (see item a) or c)). 

f) If a combination of 0 and & is detected, then the 

result is the same as in item e). 

g) If a combination of & and & is detected, then the 

element has the indefinite state. 

h) If a combination of & and 1 is detected, then the 

element has the indefinite state since the element is 

resistive to failure impact for & = 0 (by item b)) but is 

prone to failure impact for & = 1 (by item f)). 

i) If a combination of 1 and & is detected, then the 

result is the same as in item h). 

In Table 4, the cells generating ambiguity are high-

lighted in yellow; it is therefore required to analyze in 

parallel each of the possible variants. For example, 

according to the formulas in cell 1-2 (analysis of rORi, 

i.e., the ORi operator in the reverse direction), the state 

id
1x   may be a consequence of signal indefiniteness 

at any input, even though the other input may be resis-

tive to failure impact. Bold boxes indicate cells with 

different combinations of output signals corresponding 

to the same element state. For example, according to 

cell 3-2, an element with the ORo operator is prone to 

failure impact if any of its outputs has this property. 

The formulas of Tables 3 and 4 can be obviously 

extended to the cases of three or more inputs and out-

puts. 

5. FORMULAS OF TRIPLEX MODELS 

The direct analysis of the logical network is to 

model cycle-to-cycle failure impact propagation 

among elements. The corresponding relations of state 

dynamics and output have the form 

1 init
DM , EM ,

1, 2, ...,
k k k k

X X X Y X

k

     


   (1) 

with the following notations: 
k

X  is the n-dimensional 

vector of OEC component failures at calculation cycle 

k  with values 1, 0, or &, assigned to each logical 

network element; 
init

X  is the initial state of the vector 

k
X ; DM is the direct dependency matrix, filled with 

unities and empty elements
5
  according to FMEA 

results; EM is the exit matrix, which highlights the 

elements of the OEC model with directly observed 

failures (is filled with zeros and unities); 
k

Y  is the m-

                                                           
5 Not a zero value (no failure), but an indication of being eliminat-

ed from consideration. 
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Here, the notation 
4

ORo)
k

x
.
(  refers to cycle k  

and is interpreted as follows: according to the switch-

ing rule at the output of element 4 (Fig. 3), the current 

value 
4 k

x
.

 is considered in either the first 
1 1k

x ,( )  or 

second 
2 1k

x ,( )  row of (6) only. The alternative to the 

value 
4 k

x
.

 is 0. 

With 
1 k

x 
.
& , 

2 init
1x 

.
, and 

4
1

k
x 
.

, the row 

for 
2 1k

x .  gives 

 

for ORo

4 1
x x , 

2 1

0  (3/2-6)

1  (3/1-4)

1 1
k

x     0
.

(& ) ;  

 

for ORo

4 2
x x , 

2 1

&  (3/2-7)

1  (3/1-7)

1 1
k

x     1
.

(& ) . 

 

Hereinafter, the subscripts in brackets indicate the cell 

address: table/row-column. 

In the reverse logical failure cause analysis model 

(3), the operation   is interpreted as follows. Sequen-

tial composition is performed for the elements τ.ˆj
x  of 

the column matrix τX̂  with the elements rDM
i j.

 for 

each i . The element rDM
i j.

 = 1 corresponds to using 

the triplex value of the variable τ.ˆj
x  whereas rDM

i j.
 

=  to ignoring the latter (but according to other 

rules). An operator associated with a column of the 

matrix rDM prescribes the type of formulas from Ta-

ble 4. An operator associated with a row of the matrix 

DM prescribes combining the elements of this row and 

preliminary actions with the triplex variable as fol-

lows: the operators   and rANDo prescribe no ac-

tions; the operator rORo prescribes introducing the 

distinction of the variables τ.jx  used in this column 

according to the switching conditions in the logical 

network.  

The actions with rDM are explained by the follow-

ing generalized notation, valid for any element rDM
ij

: 

  rOPo
1

rOPi

rOPo rOPi rOPo. table 4

ˆ ˆ1

ˆ(? ? ) ,

i jij

j

x x

x

 



      

    

    (7) 

where rOPi  outside square brackets denotes the oper-

ators rORi , rANDi , and   at the input of the ele-

ment, and rOPo  outside square brackets denotes the 

operators rORo , rANDo , and   at the output of the 

element. Inside square brackets, these notations repre-

sent the corresponding operations: + (in the case of 

OR),   (in the case of AND), or no operations (in the 

case of  ). Question marks indicate the values 1, 0, 

or & read from Table 4 for particular rOPi  and 
j

x̂ . 

For example, the expression (8) is equivalent to 

formula (5). Here, the notations 
1

rORo)τx
.
(  and 

2
rORo)τx

.
(  are interpreted as follows: according to the 

switching rule at the output of element 4 (Fig. 3), ei-

ther the value  1 τx
,
ˆ  or the value 

2 τ,ˆ( )x  is used in the 

line for 
4 τ 1.x̂  . The alternative is the value 0. 

The ambiguities in formula (8) are resolved by 

harmonizing the logical formulas or require additional 

investigation of the variants. 

 

 

1 2 3 5

2 3

3 4

4 1 2

5 51

1

0

0

rORo) rORo) 0

0

τ τ τ

τ

τ k

τ τ

ττ

x x x x

x x

x x y

x x x

x x


            
     

      
       
     

          
     
     

. . .

.

.

. .

.

ˆ ˆ ˆ ˆ? ? ? ?

ˆ ˆ? ?

ˆ ˆ

ˆ ˆ ˆ( ? ? (

ˆ ˆ

.          (8)  
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With 
2 τ 1
.

x̂  , 
3 τ 0
.

x̂  , and 1
k

y  , the row for 

1 τ 1.x̂   gives 

1 τ 1
1 4 2 1 0 4 1 1

0 4 4 2

1 4 3 2

1 1 1 0 0 0 1 1
.

( / ) ( / )

( / )

( / )

x̂ 
 





        , 

which agrees with the direct analysis of the graph in 

Fig. 3. 

7. THE GENERAL LOGIC OF USING TRIPLEX MODELS 

The failures of OEC components during their op-

eration are diagnosed as follows. The proposed ap-

proach is based on the assumption that any technical  

system (the object of diagnosis) contains three groups 

of parts. 

The first group includes various OEC components 

(hardware and software) whose failures are significant 

(critical) and are covered by FMEA. 

Communication channels can be either physical 

(wired or wireless communication between compo-

nents) or virtual (routed digital communication). 

The third group includes OEC components to iden-

tify (observe) the correctness or incorrectness of OEC 

operation directly. As a rule, the final effects of func-

tional failures are manifested in such components. 

The three groups of components are characterized 

in Table 5.  

The proposed approach is to use the direct and re-

verse logical models alternately and repeatedly. It has 

the following features: 

 

Table 5 

The capabilities and features of logical models  

Characterization 

The group of system parts 

System components  

where failures may occur 

Links between components 

(the propagation channels of 

failure impacts) 

The locations of failure mani-

festations (the devices whose 

behavior can be observed to 

detect the occurrence of     

failures) 

Features regarding the 

occurrence and manifesta-

tion of failures 

Failures can be in any of the 

components analyzed. 

The links can be arbitrary 

within known structures. 

The locations of failure mani-

festations, as well as the 

forms of these manifestations, 

are precisely known.  

T
h

e 
ca

p
ab

il
it

ie
s 

o
f 

lo
g

ic
al

 m
o
d

el
s 

Direct logical 

model 

As a rule, the locations of 

expected failures (the vector 

)kX  are unknown and are 

given approximately. 

The links must be determined 

precisely. 

The locations of failure mani-

festations are calculated, but 

they possibly differ from the 

really observed ones due to 

erroneous specification of 

failure locations. Therefore, 

the modeling process is re-

peatedly initiated with vary-

ing the expected failures. The 

accuracy criterion of failure 

specification is the coinci-

dence of the calculated and 

measured output vectors 
k

Y . 

Reverse logical 

model 

Failure locations are deter-

mined from calculation re-

sults, but there is no confi-

dence due to model ambigui-

ties. 

The links are determined by 

the logical reversion of the 

direct model. 

The locations of failure mani-

festations are specified ac-

cording to the observation 

results. 
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 Due to its exceptional simplicity, the logical fail-

ure impact propagation model in the form of a logical 

network yields computationally simple algorithms 

even for very complex OEC architectures. 

 Model building is based on FMEA, a well-

mastered methodology for the aircraft industry with 

acceptable depth and breadth of coverage for the op-

eration conditions of OECs. 

 The operability of components is described using 

triplex variables to reduce the number of variants un-

der analysis when executing the algorithms. 

 The models are alternated to proceed with the 

following steps. 

Step 0. The initial failure vector estimate τ 0X 
ˆ  is 

determined by formula (3) from the known output 

vector 
0

Y  (the vector of directly observed failures). 

The estimate 
0τX 

ˆ  contains the components of the 

vector 
0

Y  in the form of 0 and 1; the other compo-

nents are indefinite. 

Step 1. The reverse logical model is used from the 

locations of failure manifestations τ 0X̂   to expected 

failures to divide the components τ 1 2X  , ,...
ˆ  into defi-

nitely operable (0), definitely inoperable (1), and in-

definite (&). The indefinite states either pass through 

the branches of the reverse logical model unchanged 

or change to definite states. The number τ of cycles 

implemented must be sufficient to reach a “stationary 

point,” i.e., the invariable vector τX̂ . 

Step 2. The direct logical model is used from the 

expected failures 
0 τ

ˆ ˆ
k

X X   to the corresponding 

estimates 
1 2 1 2

EM
k k

Y X  
, ,... , ,...

ˆ ˆ  of their manifes-

tations to confirm the adequacy of these estimates or 

to refine the indefinite states. The number k of cycles 

implemented must be sufficient to reach a “stationary 

point,” i.e., the invariable vector 
1 2k

X  , ,...
ˆ . 

Steps 1 and 2 are alternated until stabilizing the es-

timate 
1 2k

X  , ,...
ˆ .  

The problem of calculating the estimate 1,2,...
ˆ

kX   

from the vector 0Y  has no analytical solution so far. 

Hence, it can be obtained by numerical iterative 

methods only. Various computational algorithms, ra-

tional and effective to a greater or lesser extent, can 

be applied here. One possible algorithm was presented 

in [19].  

8. A METHODICAL EXAMPLE 

In [29], the failures in helicopter altitude and speed pa-

rameters were detected using the algorithm [19]. The paper 

[30] considered the problem of detecting failures in a re-

dundant electrohydraulic actuator. Due to the voluminous 

nature of applications and the limited scope of the presenta-

tion, we will demonstrate the approach of this paper on a 

simplified example.  

Consider a partially redundant OEC fragment (Fig. 4). 

Here, drive 1 is controlled by computing units 1 and 2 (the 

drive becomes inoperable in the case of failures of both 

units); drives 2 and 3 are controlled by computing unit 2; 

power unit 1 feeds computing units 1 and 2; power unit 2 

feeds drives 1 and 2; finally, power unit 3 feeds drive 3. For 

the sake of a compact problem statement, neither power 

supply buses nor digital and analog communication lines 

are considered. The directly observable data are the drive 

failures, which are assessed by the current positions of the 

rods relative to the set positions within a given tolerance.  

We introduce the following notations of the states: 1x  

(drive 1), 2x  (drive 2), 3x  (drive 3), 4x  (computing unit 1), 

5x  (computing unit 2), 6x  (power unit 1), 7x  (power unit 

2), and 8x  (power unit 3). The output vector consists of 

1 1y x , 2 2y x , and 3 3y x . Drive 1 is conventionally 

divided into two elements 1x  and 9x  to distinguish the op-

erators ORi and ANDi that formalize failure impact at its 

input 4 5 7(( ) )x x x  . 

 

 

 
Fig. 4. The functional diagram of the OEC fragment.
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Here, the possible variants for 
j

x̂  (Table 4) are shown by 

the fractional line; the values related to 
j

x̂  are set in bold; 

the values 
q

x̂  appearing in the formulas of Table 4 jointly 

with 
j

x̂  are indicated by the subscripts q. Note that in the 

formula for 
5

x̂ , the multiplication of variants according to 

cell 4-2 in Table 4 is canceled; in the formula for 
8

x̂ , it is 

preserved. 

Thus, after the first cycle, the system state has the esti-

mate 

 

1

2

3

4

5

6

7

8

9 1

0  no failure,

0  no failure,

1  failure,

 indefinite state,

0  no failure,

 indefinite state,

0  no failu

1 or &

0

x

x

x

x

x

x

x

x

x

    
   

   
    
   

   
       

   
       
   
   
      

ˆ

ˆ

ˆ

ˆ &

ˆ

ˆ &

ˆ

ˆ

ˆ

re,

 indefinite state

 no failure.




,

 
 

The estimation procedure can be continued in different 

directions due to the ambiguous estimate 
8 1

x
.
ˆ . It is possible 

to analyze each of the options 
8 1

1x 
.
ˆ  and 

8 1
x 
.
ˆ & , 

thereby increasing the amount of calculations, or to accept 

8 1
x 
.
ˆ & . The advantage of each option seems unobvious 

and needs to be studied in a particular case. Let us select the 

second option. 

Then, after the second cycle of the reverse triplex model, 

we obtain 

 

T

2
0 0 1 0 0 0 0X    

ˆ & & ; 

 

after the third cycle, the estimation takes the final form 

 

T

3
0 0 1 0 0 0 0 0X    

ˆ & ,
 

 

remaining invariable at the subsequent cycles. 

Step 2. In this result, one component 8x̂  has the indefi-

nite value: it can be either 1 (failure) or 0 (no failure). To 

clarify the situation, we use the direct logical model (9), 

substituting alternately 8ˆ 1x   and 8ˆ 0x  . In the first case,  

ORi

ORi

ORi

ANDi

ANDo ANDo ANDo

DM

ˆ

1 1

1 1

1 1

1

1

1 1

0

0

1

0

0

0

0

1

0

X











     



 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 




 





 0 0

0 0

0 0

1 1

0 0

0 .0

0 0

0 0

1 1

0 0

   
   

    
    
    
    
     
    
    
    
    
    
    

   

 

 

The reader can verify that the second case gives 

 Tˆ 0 0 1 0 0 0 0 0 0X   . In both cases, there 

is an observation of failure (10), (13), which confirms the 

possible failures of drive 3 ( 3x ) and power unit 3 ( 8x ) in 

the first case and the possible failure of drive 3 ( 3x ) in the 

second case. 

This methodical example is simple, and the cause of the 

failure of drive 3 3( )x  can be established by the reader in-

dependently. Two variants are possible here: either drive 3

3( )x  has failed under the indefinite state of power unit 3      

( 8x ) or power unit 3 ( 8x ) has failed, causing drive 3 3( )x  

to fail as well. 

Thus, the modeling result obtained in this example does 

not contradict the engineering analysis. 

 

CONCLUSIONS 

This paper has considered three solutions to moni-

tor the technical condition of components in reconfig-

urable redundant OECs. The choice of an appropriate 

variant depends on different factors, including the lev-

el of theoretical and applied development, the goals 
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and capabilities of the OEC developer, the criticality 

of systems under diagnosis, etc.  

The most accessible solution is using BiC in the 

nearest perspective. The next level implies the sup-

plementary application of logical pair monitoring to 

increase the reliability of diagnosis results significant-

ly under the inevitable errors of diagnostic means. In 

the distant perspective, it seems reasonable to add al-

gorithms based on the logical failure impact propaga-

tion models of OECs. 

The algorithms with logical (triplex) models have 

several features that make the approach attractive: 

 Due to their exceptional simplicity, logical mod-

els can be effectively applied even for very complex 

OEC architectures. 

 Model building is based on FMEA, a well-

mastered methodology for the aircraft industry with 

acceptable depth and breadth of coverage for the oper-

ation conditions of OECs. 

 Triplex models are handled using special con-

structs similar to matrix ones; appropriate methods and 

software tools have to be developed. 

Further research will focus on the analytical de-

termination of the failure estimate vector to reduce the 

number of iterations when identifying the operable 

state of OECs. 
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