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Abstract. Redundancy management in a technical system involves a monitoring procedure to 

reconfigure the system as needed. The four-part survey presents modern diagnosis methods for 

dynamic systems as an integral function of monitoring. Part III is devoted to diagnosis methods 

employing neural networks, fuzzy models, structural models, set-based models, and a statistical 

approach. The fundamentals of creating and training neural networks to perform diagnostic func-

tions are considered. The approach with fuzzy models is described, including general modeling 

rules and the features of their use in diagnosis tasks. The approach with structural models is 

demonstrated, including its features in failure detection. The fundamentals of set-theory methods, 

particularly the formalism of zonotopes, are presented. Finally, the approach based on statistical 

pattern recognition is briefly discussed. 

 
Keywords: artificial neuron, neural network, fuzzy models, membership function, fuzzy clustering, structur-

al models, Dulmage–Mendelsohn decomposition, diagnosability, zonotopes, gradations in discrete feature 

space, empirical likelihood ratio estimate.  

 

 

 

INTRODUCTION  

The main limitation of approaches with analytical 

models is the need for precise knowledge of such 

models (both their structure and parameters), which is 

often impossible in practical applications. In the case 

of mathematical models with partial uncertainty, there 

exist well-developed procedures for their parametric 

or structural identification [1–3]. However, here the 

focus is on the “initial” elimination of this drawback 

(i.e., the one inherent in the approach itself). Such ap-

proaches include the use of neural networks, fuzzy 

models, structural models, the apparatus of set theory, 

and statistical estimates. 

Proponents of such methods, deliberately or due to 

insufficient information, refrain from a detailed de-

scription of the processes occurring in a system diag-

nosed. In one way or another, this makes the models 

used rough (inaccurate, approximate) but provides 

greater flexibility in fault diagnosis, reducing or com-

pletely bypassing negative effects. That is why such 

approaches are applied for the effective monitoring of 

dynamic systems [4]. 

1. NEURAL NETWORK-BASED DIAGNOSIS METHODS 

Neural networks (NNs) are widely used in fault di-

agnosis [5–9]. One modification of such networks [10, 

11] uses Nonlinear AutoRegressive with eXogenous 

inputs (NARX) models in combination with learning 

algorithms.  
 

1.1. Formation of an ARX Neural Network 

One approach involves developing and training a 

set of NN-based estimators to reproduce the behavior 

of a system under consideration. The structure of the 

ith individual neuron [12] uses a Multiple Input Single 

Output (MISO) system in which the output signal 
iy  

is calculated as a function of the weighted sum of all 
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inputs 
iu  of the neuron, 

.1iu ,…, . ii nu , with correspond-

ing weights 
.1iw ,…, . ii nw  (Fig. 1). The function f  is 

called the activation function.  

 

 

 
Fig. 1. One example of an artificial neuron.  

 

NNs are classified according to the ways of con-

necting their elements [13, 14]. In a feedforward NN, 

the elements are grouped into unidirectional layers. 

The first (input) layer receives information directly 

from the network inputs; then, each sequential hidden 

layer receives input data from the neurons of the pre-

vious layer and transmits the output data to the neu-

rons of the next layer, up to the last output layer, 

where the final network output data are generated. 

Therefore, neurons are connected layer-to-layer but 

not within the same layer. The only limitation is the 

number of neurons in the output layer, which must 

coincide with the number of actual output channels of 

the network. 

 

 

 
Fig. 2. An open-loop dynamic NN. 

 

On the other hand, recurrent NNs [13] are multi-

layer networks in which the output data of some neu-

rons is fed back to neurons of previous layers. Thus, 

information is transmitted both forward and backward 

and provides dynamic memory within the network. 

An intermediate solution is an NN with a connect-

ed delay line. Networks of this type are suitable for 

modeling or predicting the evolution of a dynamic sys-

tem. In particular, a properly trained open-loop NARX 

network can estimate current (or future) results based 

on past measurements of the system’s input and output 

data. 

Generally speaking, for Multiple Input Multiple 

Output (MIMO) systems, open-loop NARX networks 

follow the law 

net 1
ˆ ( ,..., ,  ,...,  ),

u yt t t d t t dy = f u u y y              (1) 

where ˆty  is the estimate of the system output at step t; 

u and y are the measured system inputs and outputs, 

respectively; ud  and yd  are the number of input and 

output delays, respectively; finally, netf  is a function 

implemented by the network that depends on the ar-

chitecture of the layers, the number of neurons, their 

weights, and activation functions. Figure 2 shows the 

structure of an open-loop NARX network used as an 

estimator. 

 

 

 
Fig. 3. A closed-loop dynamic NN. 

 

The difference between the measured output 
ty  

and its estimate (1) is taken as the diagnosis residual 

.tr  

When only input measurements are available, the 

NARX network can become a dynamic NN by closing 

the feedback loop of the network outputs to the inputs 

(Fig. 3). 

The developer of a fault diagnosis system can vary 

the number of neurons and the connections between 

them, while the weights .i jw  within each neuron are 

assigned by training the network. 
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Since NN components are often chosen subjective-

ly, they may be incompletely adequate for the system 

or process modeled, which affects NN implementa-

tions.  

 

1.2. Neural Network Training 

An NN becomes a diagnosis tool after its training 

(assignment of the weights w ) on pre-selected exam-

ples of the functioning of the system diagnosed, both 

in operable and inoperable states (in particular, due to 

the occurrence of a single fault or a combination of 

faults). Besides the basic network with fixed weights 

after training, there are modifications with refinement 

(retraining) of network parameters during its opera-

tion. In addition, an NN should be retrained each time, 

even for homogeneous objects operating in different 

conditions and with different historical operation data. 

An NN can be trained only to the “diagnostic 

events” (normal, operable, pre-fault, and inoperable 

states) that are initially known and used in the training 

process. If the set of admissible states (including faulty 

ones) is not specified for an NN, it will not distinguish 

between them or find an unforeseen state. 

The use of NNs allows performing self-diagnosis 

in practice, since a properly trained NN is robust to 

anomalies in data and recognizes a diagnostic event 

itself, even under inaccuracies in the source data.
1
 This 

will not happen when using “hard” diagnosis algo-

rithms. 

The formal objective of training is to minimize the 

loss function (residual) E  [14], which depends on the 

vector of weights w , and it can be implemented in two 

different modes: 

– the incremental mode (each input-target pair in-

dependently generates an update of the network 

weights); 

– the batch mode (all input data and the loss func-

tion are applied to the network simultaneously). 

Although the second training mode requires more 

memory than the first, it is characterized by faster 

convergence and results with smaller errors. 

Given a set of S patterns corresponding to both the 

absence and presence of various faults in the system, 

for each of 2 !/ 2( 2)!PP C S S    possible input-

output pairs, the error vector can be written as 

T

.1 .
ˆ

p p p p p Me y y e e      , 1,p P ,     (2) 

where M  is the number of outputs (i.e., the residuals 

of the system diagnosed). The total loss function, 

which depends on the choice of all weights 

                                                      
1 This statement belongs to one of the paper’s reviewers. We have 
accepted it with gratitude.  

1( ,..., )Nw w w  (see formula (1) and Fig. 1), takes the 

form: 

2 2

. . .

1 1 1 1

1 1ˆ( ) ( ( )) ( ).
2 2

P M P M

p m p m p m

p m p m

E w y y w e w
   

     

Any standard numerical optimization algorithm 

[14–16] can be applied to update the values of the pa-

rameters iw  in order to minimize the residual ( )E w . 

Iterative algorithms are most widespread; they use 

such characteristics as:  

– the gradient of the loss function, 

T

1

grad ;
N

E E E
E

w w w

   
      

 

– the Hessian of the loss function,  

2 2 2

1 1

2 2 2

1

/ /

( ) ;

/ /

N

N N

E w E w w

H E

E w w E w

     
   
      

 

– the Jacobian of the estimation errors, 

1.1 1 1.1

1.2 1 1.2

. 1 .

/ /

/ /
( ) .

/ /

N

N

P M P M N

e w e w

e w e w
J e

e w e w

    
     
 
     

 

Sequential iterations of these algorithms consist of 

updating the parameter values and calculating the new 

value of the loss function until the stopping condition 

is satisfied.  

The achievable sensitivity of the diagnosis proce-

dure to individual faults is a complex issue that is un-

likely to have a generalized assessment. 

Note finally that NNs approximate any nonlinear 

and dynamic function under a suitable structure of 

weights. Moreover, online training makes it easy to 

modify the diagnosis system when changes are made 

to the physical process or control system. An NN can 

generalize when available input data are not present in 

the training data and make reasonable decisions in 

cases of noisy or corrupted data. NNs are also easily 

applicable to multiparameter systems and have a high 

level of structural parallelism. An NN can work with 

both qualitative and quantitative data simultaneously. 

In addition, an NN can be very useful in the absence 

of any mathematical model of the system (i.e., when 

analytical models cannot be applied for some reason). 

As expected, all these factors together may provide a 

higher degree of fault tolerance.  

On the other hand, a fundamental feature of NNs is 

that they operate as a “black box” without qualitative 

and quantitative information about the model they rep-

resent. This circumstance currently restrains develop-
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ers and customers from applying such solutions, espe-

cially for high-responsibility tasks (e.g., in civil avia-

tion, for safety-critical tasks). It is generally recog-

nized that there exists an ambiguity regarding the op-

eration of NNs in unforeseen situations [17]. 

The approach described above has a structural 

problem. It is practically impossible to preselect a 

combination of measurable parameters and network 

structure that would guarantee reliable discrimination 

of faults from a given list. This is usually achieved 

through trial and error. In addition, the set of training 

examples must be representative, i.e., contain a suffi-

cient number of combinations of conditions for the 

task tackled. 

2. DIAGNOSIS WITH FUZZY MODELS 

The fuzzy model approach also helps in dealing 

with the precise knowledge problem for the model of a 

system diagnosed. This approach can be applied at two 

levels: first, fuzzy descriptions are employed to gener-

ate residuals, and then faults are detected using fuzzy 

logic again [18–24].  

Fuzzy logic systems offer a linguistic model of 

system dynamics that can be easily understood using 

definite rules. They are also able to handle inaccurate 

or noisy data.  

 

2.1. Fuzzy Model Formation 

An effective approach to designing a fuzzy logic 

system begins with partitioning the available data into 

subsets (clusters) [19] characterized by simpler (linear 

or affine) behavior. A cluster can be defined as a 

group of data that are more similar to each other than 

to data from another cluster. Data similarity is usually 

expressed in terms of their distance to a given element 

within a cluster (used as the latter’s prototype). Fuzzy 

clustering is an effective data partition tool with 

smooth, rather than abrupt, transitions between sub-

sets, determined by the so-called membership func-

tions. 

In general, nonlinear MISO systems can be ap-

proximated using fuzzy inference [25, 26]. However, 

according to the approach proposed in [27], implica-

tions become crisp functions of the input data, and 

each fuzzy rule takes the form 

Tˆ: IF  THEN  ,i i i i iR x X y a x b    c1,i n ,     (3) 

where iR  is the ith rule; iX  is the ith cluster; cn  is the 

total number of clusters; ia  is the parameter vector; ib  

is a scalar bias; ˆiy  is the inference of the ith rule; fi-

nally, iy  is the output of the system diagnosed. Fig-

ure 4 illustrates the rule (3) for a one-dimensional var-

iable x  with c 5n  . 

 

 

 
Fig. 4. The graphical illustration of the rule (3). 

 

With the membership function ( )i x  considering 

the logic of cluster selection (IF … THEN …), the 
resulting formula for the entire set of rules (3) can be 

written as the weighted sum 
c

c

1

1

( )

ˆ
( )

n
i

i t t

i

t n

i t

i

x y

y

x













                         (4) 

with the following notation: 
tx  is a suitable combina-

tion of the input and output signals; i

ty  is the output 

signal of the local linear (or affine) ith model, defined 

as 
1

. .

1 0

,
n n

i

t i k t k i k t k i

k k

y a y b u c


 
 

                 (5) 

where 
.i ka , 

.i kb , and 
ic  are the parameters of the ith 

model in the subspace (cluster) 
iX . 

Formula (5) contains both the latest obtained 
tu , 

1ty   and the previous 
1tu  , 

2ty  ,… samples of the in-

put and output data, which reflects the dynamic behav-

ior of the system. Therefore, the observation is treated 

as the linear autoregressive model with exogenous 

inputs (ARX) [9] of order s in which the regressor 

vector takes the form 

T

1 1

output sample input sample

,t t t s t t sx y y u u   

 
 
  

 

where t  is the current discrete time instant.  

Unlike the classical counterpart, fuzzy clustering 

[20, 28, 29] allows any element to belong to several 

clusters simultaneously. 

Another approach to fuzzy modeling is the fuzzy 

finite-state automaton model
2
, which is used to de-

scribe discrete-event systems [22].  

                                                      
2 In the below description of this approach, we have departed from 

the convention of part II of the survey to consider only dynamic 

systems with models (2) and (3) [30]: the symptom formation 
method is also applicable to the systems specified above. 
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2.2. Fault Diagnosis 

The difference between the system outputs meas-

ured and their values obtained using the implicit mod-

el (2) can be taken as the residual: 

ˆ .t t tr y y   

Figure 5 shows the simplified block diagram of the 

residual formation based on an adaptive fuzzy model. 

Here, a fuzzy prototype and a recursive computing 

unit that implements some identification algorithm for 

the parameters use the same input and output data in-

dependently.  

If several different faults have to be detected, the 

block diagram is reduced to another form with the 

multiplication of prototypes (models). Such a diagram 

will be discussed in part IV of the survey. 

 

 

 
Fig. 5. Residual computation based on a fuzzy model.  

 

A separate but very important problem is the fuzzy 

clustering of the system’s state space [31]. Most fuzzy 

clustering algorithms optimize the c-means objective 

function ( , , )J Z U V  as follows: 

 The data are represented in the matrix form 

11 1

1

,

N

n nN

z z

Z

z z

 
   
  

 

where n  and N  denote the data dimension (the num-

ber of measurements taken per observation) and the 

number of available observations, respectively. 

 The fuzzy partition matrix  ikU    is compiled 

from the values of the membership function, where i 

and k indicate the ith measurement and the kth cluster, 

respectively. 

 The centers of the so-called prototypes 

c1 nV v v     are determined, i.e., the points used 

to estimate the distance between the cluster and the 

current state of the system. 

The formula for minimizing the widespread c-

means objective function [32] is 

c

T

1 1

arg min ( , , )

arg min ( ) ( ) ( )

k

n N
m

ik i k i k

k i

v J Z U V

z v A z v
 



   
 

with a weight 1m , where the matrix A  specifies the 

shape of the cluster. 

To diagnose failures under measurement noises 

and modeling uncertainties, it is necessary to satisfy 

the noise separation principle: in this case, the residual 

generator is not affected by modeling uncertainty and 

input disturbances. This can be achieved using gener-

alized observation schemes, consistency conditions 

[33], or particular design approaches [34]. 

For discrete-event systems, which often behave 

randomly [35, 36] and are described by a fuzzy finite-

state automaton model, a fault diagnosis method based 

on the mathematical apparatus of fuzzy logic was pro-

posed in [22]. The key element therein is the use of the 

determinizer of a fuzzy finite-state automaton, i.e., a 

finite-state automaton that simultaneously describes 

both the normal and abnormal behavior of the original 

automaton. 

Compared to the algebraic approaches [37, 38] to 

the determinization of fuzzy finite-state automata, 

which preserve the dimension of the original automa-

ta, the approach under consideration involves addi-

tional useful information about the degree of confi-

dence in the implementation of each possible transi-

tion during diagnosis, which potentially increases (if 

necessary) the depth of the fault search. The price paid 

is a significant dimension of the determinizer’s transi-

tion table. 

The fault diagnosis scheme in [22] contains several 

channels (exceeding by one the number of possible 

system faults). Each channel includes an observer in 

the form of the determinizer of a fuzzy finite-state ma-

chine. A decision block based on a comparison of the 

outputs of the discrete-event system and observers 

decides on the (in)operability of the system. 

A distinctive feature of this method is that its im-

plementation does not require the preliminary for-

mation of a tabular description of diagnostic tools; all 

calculations are performed directly during the fault 

diagnosis process using compact analytical relation-

ships, which is very important for technical condition 

monitoring. 

The use of fuzzy logic for diagnosing a specific 

three-tank system was presented in [39]. Note that this 

system as a test object was taken in numerous publica-

tions, in particular, with consideration of various ob-
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servers [40–42] (see part II of the survey [30]), parity 

equations with neuro-fuzzy identification [43], residu-

als from physical nonlinear equations [44] (as in part 

II of the survey [30], albeit with nonlinear equations), 

estimation of physical parameters using fuzzy NNs 

[45], and a fuzzy model based on the B-spline
3
 of a 

network [46]. 

In [39], a fault isolation system (FIS) was defined  

as a quadruple 

FIS , , , ,F S V     

with the following notation: F  is the set of faults; S  

is the set of symptoms with the two-level {0, 1} or 

three-level{ 1, 0, 1}   scale; V  is the set of symptom 

values from the interval [0, 1] or  

[ 1... 1  ], respectively; finally,   is a function de-

fined as the Cartesian product of the sets F  and ,S  

i.e., the set of all pairs ( , )i jf s . Figure 6 illustrates the 

peculiarities of symptom computation with the follow-

ing notation: jr  is a residual; js S  is a symptom; 

ijv V  is the continuous value of the jth symptom for 

the ith fault; P  and N  , +N  are the positive and 

negative symptom assessment domains, respectively. 

 

 

 
Fig. 6. Three-level symptom assessment. 

 

Fault diagnosis is performed on such a set of 

symptoms using threshold elements and rules of the 

form (3) for each fault. For example, for three-digit 

symptoms, the rules for the number of faults are as 

follows: 

1 2

3

: IF 0, 1 or 1,

1 or 1, THEN fault .

i

i

R s s

s f

   

  
 

Thus, FIS is a table assigning a value or a subset of 

symptom values js  to each fault if .  

To isolate faults, the continuous values of symp-

toms ijv  are additionally calculated using formulas 

                                                      
3 Abbreviation for “basis spline,” i.e., a spline with the smallest 
carrier for specifying the degree. 

similar to (4), and the significance (grade of member-

ship) of symptoms is thereby taken into account. 

This interpretation of residuals allows considering 

the main uncertainty in the fault diagnosis process, 

i.e., the uncertainty of symptoms js . As claimed [40], 

this method provides much better robustness of the 

generated diagnoses to measurement noise compared 

to algorithms with threshold residual checking and 

logical inference. 

3. STRUCTURAL FAULT DIAGNOSIS METHODS 

Structural analysis involves a structural representa-

tion of a model, which is a rough description taking 

into account only the appearance of variables in each 

equation. Hence, large-scale problems can be analyzed 

efficiently and without numerical difficulties. Howev-

er, the price paid is the excessive generality of the re-

sults. A fault diagnosis approach based on structural 

analysis was proposed in numerous works [47–50].  

Structural analysis has good computer support, 

both in MATLAB and in Python.  

A graph-theoretical algorithm called the Dulmage–
Mendelsohn decomposition is fundamental to the 

analysis of the diagnostic properties of models [47, 

49]. It consists in permuting the rows and columns of 

the so-called structural matrix of the system, contain-

ing special symbols that reflect the appearance of vari-

ables in different equations of the mathematical model 

of this system.  

 

3.1. Structural Models 

Let E  be the set of constraints or equations in a 

model, and let V  be the set of its variables. Then the 

structural model can be represented by a bipartite 

graph ( , )G E V A , where A  denotes the set of 

edges between nodes in two node sets E  and V . An 

edge ( , )i je v A  if and only if the variable jv V  

appears in the model relation ie E . A common way 

to visualize a structural model is the so-called biadja-

cency matrix of the graph, i.e., a matrix with rows and 

columns corresponding to constraints and variables. 

An element ( , )i j  of the biadjacency matrix is empty 

if the variable jv  does not appear in the constraint 

(equation) 
ie . A biadjacency matrix representing the 

structure of a model is also simply called a structural 

matrix. 

The set of variables V  can be classified as un-

known X V , known Z V , or faulty F V  under 

the condition .V X Z F  For the purposes of 

analysis, the most important part of the structure is the 
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one related to unknown variables, and the subgraph 

containing only the constraints (equations) and un-

known variables is called the reduced structural graph. 

Structural analysis is often explained on a demon-

stration example. As such an example, we take the 

mathematical model of an electric motor from the 

monograph [49]. This model is described by the equa-

tions 

1

2

3

4 load

5

6

7

8

9

: ( ) ,

: ,

: ,

: ,

: ,

: ,

: ,

: ,

: ,

R a

m

a

m l

h h

T T

e U h R f Lh K h

T
e h

K

e J T b

e T T T f

e y h f

e y f

e y T f

dh
e h

dt

d
e

dt

 

    




   
  

 

 

 



  
  

           (6) 

with the following notation: U  is supply voltage; 
mT  

is torque; 
lT  is rated load torque; h  is the winding 

current of the motor;   is the angular speed of the 

motor; R  is the rated resistance of the motor winding; 

L  is the inductance of the motor winding; 
aK  is the 

electromechanical coupling coefficient; J  is the total 

rotational inertia of the rotor and load; finally, b  is the 

friction coefficient. 

The motor is equipped with sensors measuring the 

current hy , the shaft torque Ty , and the angular veloc-

ity y . Faults under consideration include the faults of 

all sensors, hf , f , and Tf , the winding resistance 

fault Rf , and the neglected additional motor load 

load .f  

In this case, with the above designations, the sets 

of variables V  include 

   
1,7

, , , , , ,


    m l i i
X h h T T T x , 

   
1, 4

, , , ,h T U j j
Z y y y y y 
   

   load 1,5
, , , , 

 R h T k k
F f f f f f f . 

In addition, the values of the following parameters 

are known: R , L , 
aK , b , and J . 

The structural matrix is represented as a table (
ie  

is the ith row, jv  is the jth column, here

1,7 1,4 1,5
{ , , }j k l m

v x y f
  

 ), and its entries are filled with 

the following symbols: “•” if the variable jv  directly 

appears in 
ie ; “ D ” if the variable jv  is represented by 

its derivative; “ I ” if the variable jv  is represented by 

its integral.  

Figure 7 shows the initial structural matrix corre-

sponding to model (6).  

The result of the Dulmage–Mendelsohn decompo-

sition is presented in Fig. 8: by permuting the con-

straints (equations) 
1e ,…,

5e  and the variables 
1x ,…,

4x , the biadjacency matrix of the reduced structural 

graph is transformed into a block triangular form. 

Three blocks are highlighted on the diagonal: the first 

two represent the well-defined part 
0

M  (the number 

of “internal” variables is equal to the number of equa-

tions), and the third represents the overdefined part 

M


 (the number of “internal” variables is less than 

the number of equations) of the system model. 

 
 

 

1e                       

e2                   

3e                     

4e                      

5e                     

6e                     

7e                     

8e  I  D  
              

9e    I  D  
            

 
1x  

2x  
3x  

4x  
5x  

6x  
7x  

1f  
2f  

3f  
4f  

5f  
1y  

2y  
3y  

4y  

 

 

 
Fig. 7. The structural matrix of system (6). 



 

 
 

 

 
 

SURVEYS  

9 CONTROL SCIENCES  No. 4 ● 2025 

 

4e            

2e           

1e            

8e    I  D      

3e            

9e      I  D   

7e          

5e          

6e          

 7x  6x  1x  2x  3x  4x  5x  
 

 
Fig. 8. The reduced structural matrix (diagnostic model) of system (6). 

 

According to Fig. 8, the model has no underde-

fined part M


. The well-defined part is used to 

uniquely determine the input unknowns, and the over-

defined part forms the basis for fault diagnosis.  

 

3.2. Fault Diagnosability Analysis  

Fault diagnosability is understood as a combination 

of two properties: 

 fault detectability (the potential capability to 

establish the fact of its existence), 

 fault isolability
4
 (the potential capability to de-

termine the type, location, and time of occurrence of a 

detected fault). 

The set of detectable and isolable (mutually distin-

guishable) faults in a system depends on the physical 

properties of the system and its relationships as well as 

on the available measurements. Fault detectability and 

isolability are system properties limiting the diagnostic 

performance that can be achieved by any fault diagno-

sis system.  

Without loss of generality, by assumption, a single 

fault 
if  can violate a single equation je  of the model. 

If this is not the case, then additional equations are 

introduced to obtain an appropriate form. 

For a model M , let fO  and 
NFO  denote the set of 

all its observations during operation with a fault f  

and without any faults, respectively. Obviously, the 

fault f  in the model M  is detectable under the con-

dition
5
 NF\fO O  . 

                                                      
4
 The term “localizability” is occasionally used in the literature as 

well [51, 52]. 
5
 It reads: the set of observations minus those corresponding to 

normal (fault-free) operation is non-empty. 

Therefore, the structurally detectable fault f  af-

fects the equation fe  located in the overdefined part 

M


 of the model: 

fe M
 . 

As applied to model (6), the fragment of the Dul-

mage–Mendelsohn decomposition takes the form 

shown in Fig. 9: the overdefined part M


 (highlighted 

in gray) of the model includes the faults 
1f ,…, 

4f , 

whereas the fault 
5f  (

loadf ) is not detectable  

(
5

0

fe M ). 

A fault 
if  is considered to be isolable (and distin-

guishable from a fault jf ) if there exists an observa-

tion corresponding to 
if  (allowing it to be detected) 

and simultaneously not associated with jf . This is 

expressed by the formula \i jO O   or 

 \ { }
i jf fe M e


 . 

Detection is a necessary condition for isolation, 

i.e., the isolability of a fault always implies its detect-

ability, and the converse is false:  

 \ { }
i jf f fe M e e M


   . 

To illustrate isolability using the example (6), we 

continue the Dulmage–Mendelsohn decomposition to 

the result shown in Fig. 10. 

According to  the analysis of Fig. 10, the detecta-

ble faults 
1f  and 

2f  (
Rf  and 

hf ) belong to one over-

defined block (denoted by 1M


) whereas the faults 
3f  

and 
4f  ( f  and 

Tf ) to another overdefined block 

2M


. Thus, the specified groups of faults are isolated 

from each other, but they are not isolated within the 

groups. 

In general, the isolability of a single fault can be 

calculated by analyzing ordered pairs of faults using 

the formula 

  ( , ) | \{ }





i jj
i j f ff F

f f e M e , 

with one Dulmage–Mendelsohn decomposition per-

formed for each fault in the model. Thus, for the entire 

model, it is necessary to perform as many Dulmage–
Mendelsohn decompositions as there are single system 

faults being analyzed. 

Appropriate observations are required to imple-

ment potential detectability and isolability. Structural 
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4e                  

2e                

1e                  

8e    I  D           

3e                 

9e      I  D        

7e                

5e                

6e                

 7x  
6x  

1x  
2x  

3x  
4x  

5x  
1f  

2f  
3f  

4f  
5f  

 

 
Fig. 9. The structural matrix (fault detectability) of system (6). 

 
 

4e                  

2e                

1e                  

5e                

8e    I  D          

3e                 

7e                

9e      D   I       

6e                

 7x  
6x  

1x  
2x  

4x  
5x  

3x  
1f  

2f  
3f  

4f  
5f  

 

 
Fig. 10. The structural matrix (fault isolability) of system (6). 

 
analysis methods allow handling available observa-

tions, such as those in model (6) and in Fig. 6. In addi-

tion, it is possible to place sensors for achieving a giv-

en or possible level of fault detectability and isolabil-

ity as well as to form recommendations for the devel-

opment of diagnostic tests. 
 

3.3. Fault Detection Based on Structural Analysis 

There exist various modifications of structural 

analysis [53] and descriptions of their implementation 

algorithms [54]. Basically, mechanisms for forming 

and analyzing structurally overdefined sets (SOSs) 

M


 or, more precisely, the minimal SOS are used. 

(Any subset of this SOS is not an SOS.) The minimal 

SOS can be achieved by partitioning the set M  into 

equivalence classes [16] according to the appearing 

equations 
ie  to avoid searching for the same SOS in 

different ways. 

As a result, each SOS contains a set of equations 

where at least one equation can be used for analytical-

ly expressing the residual. A set of equations resolved 

for the unknowns is used to design a residual genera-

tor. 

As an illustrative example, we consider the SOS 

 1 3 5 7 8 9, , , , ,M e e e e e e  for an electric motor de-

scribed by model (6). This set has five variables in six 

equations, and any of the equations can be used to 

form the residual. Figure 11 shows the diagrams of 

computation flows when selecting e5, e1, or e3 as the 

redundant equation, respectively. For instance, 

Fig. 11a shows the computation flow from the differ-

entiated variable   to the undifferentiated variable   

(i.e., integration). Figure 11c presents the opposite 

case, from h  to h  (i.e., differentiation). Finally, Fig. 

11b demonstrates both cases, integration and differen-

tiation. 

The diagrams in Fig. 11 are organized as follows: 

the input variables are indicated on the left edge, and 

the vertical line means the resolution of an appropriate 

equation with respect to the subsequent variable. 

Each diagram mentioned has particular computa-

tional characteristics and sensitivity to faults. 
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(a)                                                                             (b)  

 

(c) 
 

 
Fig. 11. SOS diagrams with different residual formation methods: (a) integral, (b) mixed, and (c) differential. 

 

Now we derive the final computation formula for 

fault diagnosis based, e.g., on the diagram in Fig. 11c. 

This formula determines the content of any algorithm 

implemented. By making the corresponding substitu-

tions, introducing the differentiation operator 

/p d dt , and performing simple transformations, we 

arrive at the “exact” expression for the residual: 

 

However, by definition, the faults 
hf , 

Rf , and 
Tf  

are unavailable for direct measurement; thus, the for-

mula for the residual in the neighborhood of the point 

0hf , 0Rf  , 0Tf  , reduced to the signal of the 

motor shaft torque sensor, becomes 

( , , ) ln( )
 

    
 

h R T h T

a h

Jp b U
r f f f Lp y R y

K y
.  (7) 

According to this formula, the measurable signals U , 

hy , and Ty  are used to detect at least the separate 

faults hf , Rf , and Tf . In the absence of faults, equali-

ty (7) takes a zero value. The values of the system pa-

rameters J , b , aK , L , and the nominal (fault-free) 

value of R  must be known. 

The sensitivity to the “permanent” faults ( 0hpf , 

0Rpf  , 0Tpf  ) is characterized by the values 

2

1 1

h a h h

r Jp b
Lp U

f K y y

  
    

, 


 
 R a

r b

f K
, 1

T

r

f





. 

Hence, if the sensor’s signal 
hy  of the motor winding 

current changes in accordance with the nonlinear dif-

ferential equation 

2

2 2

1 1 1 1
0

h h h h

JLp bLp JUp bU
y y y y

    , 

the sufficient condition / 0  hr f  of the sensitivity 

(7) to the fault 
hf  will not hold. 

This circumstance suggests that, on certain phase 

trajectories of the system’s motion, fault diagnosis 

may not be performed.
6
 

4. FAULT DIAGNOSIS METHODS BASED ON SET THEORY 

When using dynamic system models for monitor-

ing purposes, there is always some deviation between 

the modeling results and the actual behavior of the 

systems. This phenomenon is due to both the neglect 

of some known “insignificant” relationships and the 

presence of unknown or inaccurately known relation-

ships in the object modeled. The resulting modeling 

errors introduce uncertainty, which most often lies 

within the estimated ranges. 

There are several ways to deal with model-related 

uncertainty, depending on whether it appears in the 

parameters (structured uncertainty) or in the model 

structure (unstructured uncertainty). The most devel-

oped group of approaches, known as active, is based 

on generating residuals insensitive to given uncertain-

                                                      
6 This applies not only to structural methods. 

ln( ) .h h R T T

a h h

Jp b U
r Lp y f R f y f

K y f

 
        
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ties but sensitive to system faults. At the same time, 

there is another family of approaches, known as pas-

sive, that increase the reliability of a fault detection 

system by extending uncertainty to the residual values 

with creating appropriate adaptive thresholds.
7
 The 

second approach was proposed in the fundamental 

works [55] (the time domain) and [27] (the frequency 

domain).  

 

4.1. Initial Conditions and Problem Statement 

The idea behind the set-membership approach is to 

use a geometric set to bind uncertain states. Well-

known geometric sets include intervals, ellipsoids, 

polyhedra, zonotopes, etc. Among all the set-based 

approaches, zonotopes are remarkable for the lowest 

computational complexity of their implementation.  

The approach under consideration involves the 

specific concept and notation of a zonotope—a math-

ematical construct
8
 of the form 

 , , 1Z c H c Hz z


    ,               (8) 

where c  and H  are the center and segment matrix of 

the zonotope. The expression (8) is used for the formal 

designation of an interval in a multidimensional space. 

On the plane, this is a rectangle with sides 
12h  and 

22h ; in the 3D space, a parallelepiped with edges 
12h , 

22h , 
32h , etc. 

Zonotopes are characterized by linearity in the 

sense of 

 1 1 2 2 1 2 1 2, , , ,c H c H c c H H   , 

, ,L c H Lc LH , 

where   denotes the Minkowski sum;
9
 L  is an arbi-

trary matrix of compatible dimensions. Here, 

 1 2,H H  means the formation of a new segment ma-

trix from the initial ones 1H  and 2H . As a rule, it 

leads to the “growth” of the zonotope limits. 

For a zonotope ,Z c H , the weighted reduction 

operator ,

H

q W  [56] satisfies the property  

,, ,H

q Wc c H  , 

where q n  indicates the maximum number of the 

                                                      
7 Although the approach uses traditional models of the form (1) 

[30] (see part II of the survey), they do not constitute its core. 
8 A polyhedron representing the Minkowski sum of a set of vec-

tors. 
9 The Minkowski sum of sets A and B of a linear space V is the set 

C consisting of the sums of all possible vectors from A and B: 

 | , ,C c c a b a A b B     , see the paper [57]. 

columns of ,

H

q W  and W is a weight matrix of compati-

ble dimensions. This operator reduces the segment 

matrix determining the “spread” of possible values in 

the neighborhood of the zonotope center.  

Consider a linear system with discrete time 

0, 1, 2,...t  : 

1t t t w tx Ax Bu D w    , t t v ty Cx D v  ,      (9) 

where xn

tx  , um

tu  , and yn

ty   are the system 

state vectors, known inputs, and outputs, respectively; 
wm

tw   and vm

tv   are the disturbance and meas-

urement noise vectors, respectively. 

The values of the vectors tw  and tv  and the initial 

state 0x  are bounded by the zonotopes
10

 

0 0 0 00, , 0, , ,
w vt m t mw I v I x X c H     (10) 

and are supposed to be unknown at each time instant.  

 

4.2. Zonotopic Observer 

In this subsection, we briefly present one fault di-

agnosis approach using zonotopes [16, 49]. 

For system (9), an observer with a gain 

( ) x yn n
G k

  is introduced: 

1
ˆ ˆ ˆ( )t t t w t t t t v tx Ax Bu D w G y Cx D v       . (11) 

As claimed [58], for any 1t N  , the observer 

(11) satisfies the inclusion 

1 1 1 1
ˆ ,t t t tx c H     ,                  (12) 

where the center and segment matrix are given by 

1

1 ,

( ) ,

( ) , , .

t t t t t t

H

t t q W w t v

c A G C c Bu G y

H A G C D G D





   

    
         (13) 

According to formulas (13), the inclusion (12) is 

expanded as follows: 

 
   

   

1 1 1

,

ˆ ,

( ) ,

, 0 , 0

0, 0, .
w v

t t t

H

t t q W

t t t

w m t v m

x c H

A G C c

B u C y

D I G D I

  

  

 

  

        (14) 

Formula (14) defines the temporal transformation 

of the zonotope limiting the subsequent values of the 

vector ˆ
tx  1t N   .  

                                                      
10 The first two zonotopes are called unitary. 

https://polytope.miraheze.org/wiki/Polytope
https://polytope.miraheze.org/wiki/Minkowski_sum?action=edit&redlink=1
https://polytope.miraheze.org/wiki/Minkowski_sum?action=edit&redlink=1
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4.3. Fault Detection 

Consider a system where formulas (9) are replaced 

by the equations  

1 ,

,

u u

t t t w t t

y y

t t v t t

x Ax Bu D w Q f

y Cx D v Q f

    

  
           (15) 

where fm

tf   and y fn m
Q

  are the fault effect 

vector and the fault effect matrix of the actuator (the 

superscript u) and sensor (the superscript y), respec-

tively. To detect faults in this system, the following 

actions are performed: 

 Input  t tU u  and output  t tY y  data are ac-

quired and stored. 

 The set of estimated states  t tY y  is calculated 

using equation (14) and the interval constraints (10) 

0 , , , , e

t t t t tX u y w v X . 

 The set of estimated outputs 
e

tY  is calculated us-

ing the second equation (9) and the interval constraints 

(10) 

, .e e

t t tX v Y  

 The intersection of the sets of estimated and 

measured outputs is calculated: 

0 .f e

t t tX Y Y
                           (16) 

If for each t  the intersection (16) is non-empty, 

then the actual value of the system output is consid-

ered to coincide with its forecast; therefore, the ab-

sence of faults is concluded. The emptiness of this in-

tersection is a sign of system faults. 

In this case, the sensitivity condition of the test 

(16) to sensor faults in equations (15) is the non-strict 

inequality 

T 2 T

0 0

( )rf rf

t t s t t

t t

c c f f
 

 

                   (17) 

given the existence of matrices
11

 
0
xn

P S , x yn n
K

 , 

and y yn n
N

  as well as scalars 0   and 0   

such that
12

 

T T T T

T T T T T 2

0

fm

P

A P C K P C NC

Q K Q N C Q NQ I

   
 
     
   

. 

                                                      
11 The first matrix mentioned is positive definite and symmetric, 

0P . 
12 Here, asterisks serve to simplify the form of the symmetric ma-

trix. 

In (17), rf

tc  is the center of the zonotope 

,r r

t t tR c H , t N  , of the residual f

t t tr y Cx 

with the parameters  

( )r

t t tc M y Cc  ,  r

t t vH MCH MD , 

where y yn n
M

  is the gain matrix of the zonotope of 

the residual; as an option, the equalities 1
G P K

  and 
2

M N  can be used. 

The corresponding proofs and examples of using 

zonotopes can be found in [51, 59].  

5. STATISTICAL FAULT DIAGNOSIS 

The pattern recognition-based diagnostic approach 

is based on the statistical decision method, which con-

sists in the following.  

Consider a system with a discrete feature space 

(measurements) of dimension k  with axes 
1 , 

2 ,..., 

k  and n  gradations along the axes 
1 , 

2 ,..., 
n , 

respectively. The gradations provide for both the oper-

able technical condition of the system and the pres-

ence of various faults. By assumption, there are suffi-

ciently many such systems,
13

 and depending on the 

relevant characteristics, they are divided into classes 

ij , 1,i k , 1,j n , including variants without 

faults 
no fault  or with different faults 

th faultm , where 

1m kn  . 

The main parameter is an empirical (statistical) es-

timate of the likelihood ratio. In a simplified version (a 

“local” estimate) of the method, it is calculated by the 

formula [60] 

( ) 1 2
( )

( ) 1 2

l l h

h h l

f r N
L

f r N

  
  

  
,              (18) 

where ( )lf   and ( )hf   are the Bayesian estimates of 

the probabilities that the system from the lth and hth 

class, respectively, will fall into a certain point   (or 

its neighborhood); lr  and hr  are the number of sys-

tems of the lth and hth classes falling into the point   

according to the a priori information; finally, lN  and 

hN  are the number of systems of the lth and hth clas-

ses, respectively, in the training sample. More accu-

rate, albeit complex, formulas with probability densi-

ties can be found in [60, 61]. 

                                                      
13

 Due to the ergodicity hypothesis of random processes [62], for a 

priori data, the matter concerns the number of systems used for 

training systems; for a posteriori data, the number of time-

separated observations of the system diagnosed.  
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To decide on the system’s belonging to a particular 

class, the following threshold rule is applied: 

- the system is operable if no fault( )L   ; 

- the system has mth fault if th fault( ) mL   . 

The training stage lies in memorizing the systems 

from the training sample, and the statistical estimate 

(18) is calculated during the current recognition (fault 

diagnosis).  

Formally, the solution of the fault diagnosis (pre-

diction) problem using the mathematical apparatus of 

statistical classification does not differ in principle 

from that of other technical problems requiring recog-

nition. However, there are several peculiarities that 

must be taken into account. The main stages of solving 

the problem include: 

 selection of a recognition model, which can be 

deterministic or probabilistic and depends on the de-

gree of mixing of the sets belonging to different clas-

ses; 

 description of the patterns R  of different classes  

(operable and different faults) based on a priori infor-

mation; evaluation of the informativeness of different 

parameters (their significance for recognition) allows 

optimizing the description of patterns; 

 comparison of current information about the sys-

tem monitored with a priori specified patterns R  of 

the classes; 

 deciding on the degree of operability of the sys-

tem or its parts based on the monitoring data. 

The main peculiarity of the statistical approach is 

that, for acceptable performance, it requires a signifi-

cant amount of both a priori data (training) and a pos-

teriori data (current monitoring measurements). Nev-

ertheless, the “local” estimate (18) allows solving 

problems with 50k   parameters (measurements) and 

π 8  gradations for each parameter (related to the 

number of possible faults). In other words, the matter 

concerns not too large samples, which is essential for 

monitoring tasks. 

Statistical fault diagnosis based on pattern recogni-

tion has become widespread and developed in Russian 

scientific literature and technology; for example, see 

[63–65].  

CONCLUSIONS 

The use of nonclassical representations or descrip-

tions for dynamic systems has significantly expanded 

the possibilities for their fault diagnosis, primarily in 

terms of overcoming the traditional difficulties for 

engineering applications: noise in real measurements 

and distortions inevitably introduced into formal mod-

els. As a result, diagnostic and monitoring systems 

with fundamentally new capabilities and areas of prac-

tical application have been created and widely adopt-

ed. 

At the same time, this path poses additional prob-

lems: besides complicating the apparatus used, the 

results obtained may be opaque, vague, ambiguous, or 

overly general. A lack of specifics can seriously re-

strict the application of the relevant approaches. 

Part IV of the survey will analyze new approaches 

to fault diagnosis and the integration of various mod-

els and methods. 
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Abstract. Nowadays, methodology––the general theory of activity organization and control––
continues to develop. This paper introduces a classification system for processes, determining the 

place of any process and establishing the presence of interrelations with other processes. Several 

classification attributes are identified, and a corresponding classification scheme of elementary 

processes is proposed. The concept of a complex process is considered, and its division into ele-

mentary processes in accordance with the classification scheme is demonstrated. An example of a 

complex process of motor vehicle repair is given; its functional and behavioral schemes are pre-

sented, and the corresponding elementary processes of various types are described in detail, 

namely, supporting processes (the processes of its life cycle), organizational and management 

processes (business processes), as well as informational and computational processes. 
 

Keywords: process, activity, methodology, classification, life cycle.  
 

 

 

In recent years, within the framework of interdisci-

plinary research, a new scientific direction has been 

formed to unify the description and formalization of 

various types of human activity. (Activity is a goal-

oriented active effort of an individual.) This direction, 

devoted to developing a unified theory of activity as 

an aggregate of general and universal models, is repre-

sented by the works of A.M. Novikov and D.A. 

Novikov and their colleagues [1–5]. The correspond-

ing doctrine (theory) of the general regularities of ac-

tivity organization is called methodology. 

Methodology includes general methodology (the 

methodology of elementary activity) [1], the method-

ologies of various types of human activity (the so-

called partial methodologies: research methodology 

[5], the methodology of practical activity, including 

control methodology [4] as its variant, as well as the 

methodologies of educational, artistic, and play activi-

ties) [2, 6], and the methodology of complex activity, 

generalizing the above methodologies to the case of 

non-elementary activity. The concept of complex ac-

tivity was defined as “a goal-oriented active effort of 

an individual that has a nontrivial internal structure, 

multiple and/or varying subject, technology and role 

of the object of activity in its goal context” [1]. Of 

course, these types of human activity are not exhaus-

tive; in particular, philosophical and religious activi-

ties were mentioned in [1–5]. This list can probably be 

enlarged. 

Since methodology is regarded as the doctrine of 

activity organization [2], the concept of organization 

should be explained. The Philosophical Encyclopedic 

Dictionary [7] provides three meanings of this con-

cept. For the purposes of this paper, we will use the 

following: organization is an aggregate of processes or 

actions that form and improve the interrelations be-

tween the parts of a whole. In other words, to organize 

an activity, one should arrange it into a complete sys-

tem with clearly defined characteristics, logical struc-

ture, and implementation process [2]. In the mono-

graph [1], the process structure of activity was treated 

as an integral part of it, along with the logical and 

cause-effect (causal) structures. 

 

The concept of “process” is used to describe natu-

ral phenomena and is widespread in various fields of 

human activity. We can talk about physical, chemical, 

technical, technological, computational, organization-

al, and many other processes. The process semantics 

in these contexts differ, but there are some common 

features: a temporal character and a definite internal 

structure. The German prozess came from Latin 

prōcēdēre, meaning “to go forward, to proceed, to ad-
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vance” (prō – “forward” + cēdēre “to go”, as one of 

their meanings).  

The most general definition of a process is given in 

the Philosophical Encyclopedic Dictionary [7]: a pro-

cess is a category of philosophy characterizing an ag-

gregate of irreversible, interrelated, long-term chang-

es, both spontaneous and controlled, both self-

organized and organized, that result in some kind of 

novelty or innovation (new morphological forms of 

organisms, new varieties, social, scientific, cultural, 

etc. innovations). 

Processes can be divided into natural and artificial 

(goal-oriented). The first ones run in accordance with 

the laws of nature regardless of one’s will; examples 

are physical, chemical, biological, etc., processes. 

Goal-oriented processes are the subject, result, or con-

tent of some human activity. 

The processes of various categories are studied by 

the corresponding branches of science; see their sim-

plest correlation diagram in Fig. 1. 

In this paper, a process is considered exclusively in 

the context of the methodology of human activity: 

natural processes are not studied below.  

National and international standards (GOST R ISO 

9000, ISO/IEC 12207, and ISO/IEC 15288) define a 

process as an aggregate of interrelated or intercon-

nected actions that transforms inputs into outputs [8–
10]. However, this definition reflects only the func-

tional and informational aspects of a process, neglect-

ing its behavioral aspect. 

 
 

 
 

 
Fig. 1. Processes as an object of research. 

 

For the purposes of this paper, we will use the fol-

lowing definition, going back to the definitions from 

the Modern Encyclopedic Dictionary and the Great 

Soviet Encyclopedia (“a sequential change of phe-

nomena, states in the development of something” or 

“an aggregate of sequential actions to achieve some 

result”): a process is an aggregate of sequential states 

of an object and functions ensuring transitions be-

tween these states. 

Note that the functional part of a process is a hier-

archical tree divided into functions and operations [11, 

12]. 

A function is a set of operations grouped by a defi-

nite feature that ensure, in the aggregate, the transition 

of an object to a new state. 

An operation is an elementary (indivisible) action 

performed on an object or its element (a structural unit 

of action; a way to perform an action in definite condi-

tions). 

An integral part of any process is its inputs, out-

puts, and resources. 

Process inputs are the objects incoming to a pro-

cess to be further changed and transformed. The nature 

of incoming objects is quite diverse. Inputs can be 

something tangible (raw materials, semi-finished 

products) or intangible (information (data), docu-

ments, messages, requests, and services). 

Process outputs are the objects obtained by trans-

forming the inputs of a process. In other words, they 

are process results. We emphasize that new objects or 

processes can be born within a process. 

Process resources are tangible or intangible objects 

necessary to sustain a process. Like process inputs, 

these objects have a very diverse nature. Resources 

may include equipment and tools, personnel, infor-

mation, finances, space (e.g., an office), infrastructure, 

information systems, algorithms, technology, and 

many more. Note that in different processes, the same 

objects can be both inputs and resources or outputs. 

Nowadays, rich literature on the study of processes 

of various categories is available. However, most au-

thors pay their attention to only two categories of pro-

cesses, computational [13] and organization-

al/management/business processes [11]. Appropriate 

theories have been developed for these categories of 

processes, while there are only scattered models and 

methods of study (in particular cases) for other catego-

ries of processes. The existing approaches and the cor-

responding results provide no uniform description of 

the processes of creation and behavior of modern 

complex systems. Therefore, it is topical to develop 

appropriate theories for other categories of processes 

as well as to create a general theory of processes, inte-

grating and generalizing the above partial theories. 

Proceeding from the classification of activity by its 

goal orientation (namely, play – learning – labor), we 

can speak about: 

 the methodology of play activity, 

 methodology of learning (educational) activity, 

 the methodology of labor (professional) activity, 

which can be further divided into: 
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o practical activity, both in the sphere of material 

and spiritual production, and 

o specific forms of professional activity: philo-

sophical, scientific (research), artistic, and religious 

[2]. 

Table 1 summarizes the types of activities in ac-

cordance with their goal object. 

In view of the aforesaid, the object of research in 

the general theory of processes is the processes of 

(complex) activity, and the subject matter of research 

is the general regularities of the organization of activi-

ty processes and control of such processes. 

 

Table 1 

The types of activity: classification by the goal object 

The type of activity Goal object 

Play Play 

Educational Human (education) 

Practical Good, service 

Scientific (research) Scientific result 

Artistic Work of art 

Philosophical Scientific result 

Religious Human (faith) 

 

Note that the general process theory being created 

should provide a systematized basis for solving several 

problems: 

 process modeling, 

 engineering (design) and re-engineering of pro-

cesses, including alternative solutions of these prob-

lems, 

 process analysis and verification; 

 process automation. 

Thus, the primary problem of process theory is to 

create a classification system for processes, determin-

ing the place of any process and establishing the pres-

ence of interrelations with other processes. 

Many experts in the field of management and pro-

duction organization of various economic sectors pre-

sented classifications of processes [13–22]. One of the 

most complete classifications of business processes 

was proposed in [14] with the following six attributes 

as classification bases: the presence of links with the 

environment (internal processes and external process-

es); the dependence on the subject area (technological, 

organizational, and business processes); the relation to 

the main product (main processes, auxiliary processes, 

management business processes, network business 

processes, production processes, and administrative 

processes); scale (organization-level processes and 

department-level processes); the production cycle 

stage of goods (goods movement processes, prepro-

duction processes, and infrastructure processes); the 

type of activity (processes directly ensuring the release 

of products, planning and management processes, re-

source processes, transformation processes, meta pro-

cesses, and product-oriented processes).  

However, the proposed classifications have com-

mon shortcomings: 

– no unification, narrow focus, orientation to par-

ticular industries, fields, etc.; 

– orientation exclusively on economic categories, 

which complicates the use of such classifications when 

unifying the description and formalization of various 

types of human activities; 

– no complex integration with the subject matter 

(object) and the subject of activity. 

 

As shown in Fig. 1, the artificial processes of ac-

tivity are divided into two categories, namely, the pro-

cesses of an actor and the processes of the subject mat-

ter of activity. 

The processes of an actor (elementary or com-

plex activity), common to all types of activity, are 

summarized in Table 2; also, see Table 1 in the mono-

graph [1]. In fact, Table 2 describes the life cycle of an 

activity as a complex system evolving over time.  

Further detailing is carried out for a particular ac-

tivity. The process models of complex activity were 

discussed at length in [Chapter 5, 1] and are not stud-

ied here. 

The correlation between the processes of an actor 

and the processes of the subject matter of activity was 

considered in [Chapter 2, 1]. 

We propose a classification for the processes of 

the subject matter of activity based on their division 

into the following four groups (Fig. 2).  

1. The life cycle (LC) of a process, which in-

cludes: 

 concept and design; 

 production (creation and organization); 

 testing; 

 application; 

 support, maintenance, and modernization; 

 utilization. 

Further detailing of the processes of this group is 

carried out for a particular practical activity and in-

cludes at least two additional levels. 
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Table 2 

Phases, stages, and steps of complex activity 

Phase Stage Step 

D
es

ig
n

 

I. Fixing demand and understanding needs 1. Fixing demand and understanding needs 

II. Setting goals, structuring goals and tasks 2. Creating a logical model 

III. Selecting and developing technology 

3 Checking the readiness of technology and the sufficiency of 

resources 

4. Creating a cause-effect model 

5. Creating technology of lower-level elements 

6. Forming/modernizing resources 

7. Calendar-network scheduling and resource planning 

8. Performing optimization 

9. Assigning actors and defining responsibilities 

10. Allocating resources 

Im
p

le
m

en
-

ta
ti

o
n

 

IV. Performing actions and obtaining results 11. Performing actions and obtaining results 

R
ef

le
ct

io
n

 

V. Assessing results and reflecting 12. Assessing results and reflecting 

 

 

 
 

 
Fig. 2. The classification scheme for processes. 
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2. The type of activity, in accordance with the 

partial methodologies of activity reflecting the specif-

ics of each activity within the life cycle stages of its 

goal object, namely:  

 play activity,  

 educational activity,  

 practical activity,  

 scientific (research) activity,  

 artistic activity,  

 philosophical activity, 

 religious activity. 

For practical, educational, scientific (research), and 

artistic activities, further detailing can be carried out, 

e.g., using the Russian Classification of Economic Ac-

tivities (OKVED) [23] with at least four additional 

levels. 

3. Supporting processes (integrating processes), 

which penetrate the processes of groups 1 and 2 above 

and link their functional components: 

 organizational and management processes (busi-

ness processes), 

 informational processes, and 

 computational processes. 

Further detailing of such processes is also multi-

level. In particular, organizational and management 

processes can be divided into main, accompanying, 

auxiliary, and providing processes; in turn, they can be 

further detailed in accordance with the functional hier-

archy of an enterprise or organization (for example, 

see [6, 12]).  

Main business processes are those oriented towards 

producing goods or rendering services that are the goal 

objects of enterprise formation and generate income. 

For example, for a fat-processing integrated works, 

such processes are butter production and margarine 

production; for a road transport enterprise, the main 

process is rendering transportation services. 

Accompanying business processes are those orient-

ed towards producing goods or rendering services that 

are the results of the enterprise’s concomitant produc-

tion activities and also generate income. For a fat-

processing integrated works, such processes are soap 

production and glycerin production. 

Auxiliary business processes are those intended to 

maintain the main and accompanying processes and 

oriented to support their specific features. For a road 

transport company, such processes are vehicle repair 

and maintenance and transportation safety assurance; 

for a fat-processing integrated works, the process of 

repair of oil refining equipment. 

Providing business processes are those intended to 

ensure the main and accompanying processes and ori-

ented to keep their universal features. For any enter-

prise, such processes are the financial provision of its 

activity, the provision of personnel, legal provision, 

etc. 

Similarly, informational processes (processes re-

lated to changes in information or actions using infor-

mation) can be divided into the processes of infor-

mation collection, retrieval, processing, presentation, 

storage, transmission, and protection. 

Information collection is a process that involves 

finding, gathering, and extracting primary data, which 

precedes the solution of any problem. 

Information retrieval is a process of extracting 

stored data necessary to achieve a particular goal. 

Information processing is a goal-oriented process 

of changing the content or form of information presen-

tation. Two types of information processing can be 

distinguished: processing related to obtaining new 

content or new information (transformation by rules, 

including formulaic calculations), research of cogni-

tion objects by their models, logical reasoning, gener-

alization, etc.); processing related to changing the 

form of information presentation without changing its 

content (structuring, coding, etc.). 

Information presentation is a process of bringing 

information material into a more convenient form de-

pending on the situation and addressee. 

Information storage is a process of fixating infor-

mation on some carrier, in one way or another. 

Information transmission is a process executed ac-

cording to the following scheme: information source – 

encoding device – communication channel – decoding 

device – information receiver. 

Information protection is a process of restricting 

the access of unauthorized actors to information to 

ensure security. 

4. The characteristic properties of processes, 

which any process from groups 1–3 may have, in par-

ticular: 

 the level of automation (manual, automated, and 

automatic); 

 parallelism (synchronous, asynchronous, convey-

or, and sequential); 

 the composition of executors (individual, group, 

and multi-role); 

 character (discrete, continuous), etc. 

The characteristic properties of processes are not a 

classification basis, as they merely introduce addition-

al requirements for process description languages. For 

example, to describe parallel processes, one needs 

branch synchronization tools in the language, etc. 

Within systems engineering and software engineer-

ing as the most developed disciplines for LC, the LC 

processes of systems fit into this scheme. For instance, 

the technical processes presented in the book [8] detail 

all the processes of elementary activities for a particu-
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lar practical activity (e.g., software systems develop-

ment). Agreement processes, organizational project 

provision processes, and project processes (except for 

the information management process) are organiza-

tional and management processes, and the information 

management process is an aggregate of information 

processes. 

The processes included in the above classification 

are, in essence, elementary processes. In real life, the 

following complex processes (also called integrating 

processes) dominate: 

 one of the processes of a particular elementary 

activity, represented by an element of the matrix in 

Fig. 2 for any level of its detail; 

 one of the organizational and management pro-

cesses, whose type corresponds to the selected process 

of a particular elementary activity; 

 a set of information processes linking the func-

tions of the selected process of a particular elementary 

activity; 

 a set of computational processes detailing some 

functions of the selected process of a particular ele-

mentary activity. 

Note that a computational process is a special case 

of a lower-level control process. The former process 

has the highest level of formalization and, as a rule, is 

modeled by a system of finite-state automata or a spe-

cial state transition diagram. Therefore, one can build 

a set of methods to study a computational process, 

predict its behavior, and control the process [24].  

 

Figures 3 and 4 show an example of a complex 

process, i.e., the repair process of a motor vehicle. 

Consider its fragment indicated by solid lines in 

Fig. 3; this is a supporting process according to LC 

processes and a process of practical activity according 

to the types of activities. Further functional detailing 

allows attributing this process to OKVED’s section 45 

“Wholesale and Retail Trade in Motor Vehicles and 

Motorcycles and Their Repair” and, further, to 

OKVED’s subsection 45.2 (“Maintenance and Repair 

of Motor Vehicles”), including (in accordance with 

items 45.20.0–45.20.5) the following types of works:  

 repair of motor vehicles, including: mechanical 

repair, repair of electrical systems, injection system 

repair, routine maintenance of motor vehicles, body 

repair, chassis repair, washing and polishing, painting 

and drawing, windshield and window repair, car seat 

repair; 

 

 

 
Fig. 3. The functional diagram of the motor vehicle repair process. 
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Fig. 4. The behavior diagram of the motor vehicle repair process. 

 

 tire fitting and all kinds of related works; 

 anti-corrosion treatment; 

 installation of additional equipment (alarms, ra-

dio equipment, additional headlights, etc.), spare parts 

and accessories not directly related to the production 

process; 

 pre-sale preparation; 

 roadside assistance; 

 transportation of disabled (non-runner) vehicles 

to the place of repair or parking. 

The fragment indicated by dashed lines in Fig. 3 

(and its detailing process with the state transition dia-

gram, see Fig. 4) is an organizational and management 

process, and its type may vary depending on the enter-

prise type. For example, it is the main process for a 

service center and an auxiliary one for a motor depot 

rendering transportation services. 

The fragments depicting the functions related to 

data storage are informational processes, and their 

types depend on the way the information is changed or 

used. Finally, the “Repair bill” fragment can be a 

computational process if represented by a formula for 

calculating the required result. 

 

This paper has proposed a classification system for 

processes, providing a foundation for solving the rele-

vant problems (see Section 2) within process theory 

and a systematized approach to study the processes of 

activity. In this research direction, further priority 

challenges include: 

 development of a unified process model to inte-

grate its functional, informational, and behavioral as-

pects. Such a model can be based on the correspond-

ing models from algorithmic theories of processes 

(first of all, the theory of computational processes and 

the theory of business processes);  

 development of a set of research methods for 

processes based on the stages and steps of its life cy-

cle. 
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Abstract. This paper considers the scheduling problem for a complex of basic jobs under the 

condition that at some uncertain times, execution requests for supplementary higher-priority jobs 

are received. If a supplementary job request arrives during the execution of a basic job, then the 

latter is terminated and must be restarted at some time upon the complete service of the former. 

All jobs (basic and supplementary) are executed without interruption. By assumption, during the 

execution of a basic job, two or more supplementary job requests are unlikely to arrive, and such 

cases are not analyzed. Also, a supplementary job request can arrive only after the complete ser-

vice of the previous supplementary request. Two problem formulations are studied as follows. In 

the first, the performance criterion is the completion time of the basic job complex, and the prob-

lem is to minimize this time. In the second formulation, the probability of a collision is mini-

mized, as a situation where a supplementary job request arrives during the execution of a basic 

job. The problems are solved via their reduction to infinite zero-sum two-player (antagonistic) 

games and the discrete approximation of the latter by finite games. Model examples are consid-

ered. The problem formulation with non-fixed durations of the basic jobs, linearly dependent on 

the amount of additional resources allocated, is investigated as well. In this case, job scheduling is 

reduced to a linear programming problem. 
 

Keywords: job scheduling, collision, zero-sum two-player game, antagonistic game, non-renewable re-

sources, mixed strategy, optimal strategy.  
 

 

 

Special automated control systems (ACSs) of vari-

ous classes and purposes are widely used in the devel-

opment, operation, and management of complex ob-

jects. Such systems are oriented to perform several 

control functions in given fields and have essential 

properties (system parameters) and characteristics re-

flecting the efficiency of their realization [1]. 

In modern conditions, it is important to develop 

control actions in real-time automated systems. The 

main characteristic of such problems is an essential 

upper bound on the time to process input information 

and output the result, in the form of control actions on 

the object or messages to the user. The problem be-

comes even more complicated under uncertainty, 

when it is necessary to find a schedule in a changing 

environment, i.e., when new (unpredicted) requests for 

control signals arrive. 

Besides pure science, the above class of problems 

is of practical value. The need for fast algorithms 

composing multiprocessor schedules often arises in 

real-time distributed computing and operational con-

trol based on the processing and analysis of incoming 

real-time data. The following examples can serve as an 

illustration of the wide practical spread of real-time 

multiprocessor ACSs and the importance of efficient 

computation and control algorithms: 

 Modern space monitoring systems are real-time 

systems that continuously process incoming data on 

the motion of objects in near-Earth space. 

 Nuclear reactor control systems at nuclear power 

plants receive real-time data from many sensors and 

must promptly implement control actions on the reac-

tor based on these data. 

 In developed countries, real-time systems are 

used in government analytical centers to monitor and 

analyze continuous economic or environmental infor-
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mation coming from various points. Such systems 

must efficiently process huge amounts of data and, 

based on these data, promptly notify of any problems 

identified in the early stages of occurrence. 

 When testing aircraft and other complex tech-

nical objects, it is crucial to receive and promptly pro-

cess, by a real-time computing system, periodic input 

information about the state of various object nodes. 

 At a modern airport with many runways, deci-

sion-making includes the assignment of aircraft to dif-

ferent runways as well as their takeoff and landing 

order. 

 In complex logistics systems, decisions must be 

made in real time when critical situations occur. 

 In emergencies, it is necessary to process incom-

ing information urgently and calculate elimination 

forces and means (make schedules) in real time. 

Note that the correctness of a real-time ACS de-

pends not only on the computational accuracy but also 

on the time to obtain the results. Real-time scheduling 

is an important part of such systems: the system de-

signer must ensure that all jobs will be executed in due 

time. 

Along with the problem of constructing a feasible 

schedule for a known real-time computing system, the 

inverse problem is also topical: design a real-time sys-

tem of some minimal possible configuration in which 

a feasible schedule can always be found for a given 

complex of jobs. This problem is crucial for onboard 

computing systems, which usually designed by mini-

mizing the necessary computational resources in order 

to save their mass and power consumption. An algo-

rithm for designing such systems was described in the 

paper [2]. 

Job scheduling arises in many spheres of human 

activity, such as construction, economics, warfare, 

ecology, mining, management of complex technical 

objects (airplanes, power plants, and nuclear reactors), 

transport scheduling, management of computational 

processes, particularly in real-time systems, and other 

industries. This topic was widely addressed in the lit-

erature. For example, we mention the fundamental 

monographs [3, 4], where various problems of sched-

uling theory and discrete optimization were studied, 

classified (into polynomially solvable and NP-hard), 

and solved via algorithms. In addition, the authors 

analyzed the computational complexity of the pro-

posed algorithms. Based on the concept of the distance 

between problem instances, methods for solving sev-

eral NP-hard problems with the maximum delay min-

imization criterion and time-optimal scheduling prob-

lems were developed in the book [5]. 

Various mathematical apparatus is used in schedul-

ing problems. For example, a technique for managing 

computational processes with directive deadlines was 

described in the papers [6, 7]. The technique involves 

finite automata with a stopwatch and time diagrams. 

This approach is especially relevant in the design of 

real-time systems. 

Job scheduling under uncertainty and risk is of 

great interest. For example, such problems with non-

fixed parameters were investigated in [8–10]. By as-

sumption, the durations of jobs, as well as available 

and required resources, are given by probabilistic 

characteristics or their possible ranges. In the latter 

case, an algorithm for partitioning the set of all possi-

ble parameter values into the so-called stability poly-

hedra was developed. For all parameter values belong-

ing to each such polyhedron, the structure of the opti-

mal schedule remains unchanged. Hence, it is possible 

to construct a schedule for each polyhedron in advance 

and choose the necessary solution in real-time compu-

tations as soon as the values of uncertain parameters 

become known. This approach is especially topical in 

the design and operation of real-time systems with 

strictly limited computation time. 

According to the production planning methodology 

proposed in [11], the schedule of job execution is 

compiled together with the analysis of possible chang-

es in production capacities. The original problem was 

reduced to a nonlinear integer mathematical program-

ming problem. The scheduling problem of job comple-

tion dates with the stochastically varying amounts of 

resources required for job execution was investigated 

in the paper [12].   

This work continues the research initiated in [13, 

14]. The scheduling problem of a complex of basic 

jobs under uncertainty is considered. By assumption, 

at some uncertain times, there arrive execution re-

quests for supplementary higher-priority jobs. Two 

problem formulations are studied using a game-

theoretic approach. The first one is to minimize the 

completion time of the basic job complex. In the se-

cond formulation, the performance criterion is the 

probability of no collision. (A collision is a situation 

where a supplementary job request arrives during the 

execution of a basic job.) We also investigate the for-

mulation with non-fixed durations of basic jobs, line-

arly depending on the amount of supplementary re-

sources allocated for this purpose. In this case, a feasi-

ble schedule is found by solving a linear programming 

problem.  

 

There is a complex of basic jobs 

 1 2, , , nW w w w   with known durations 1 2,  , , nt t t  

and a given execution sequence 1 2   nw w w  . 
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At some uncertain times 1 20  my y y T    , 

there may arrive execution requests for supplementary 

jobs  1 2, , , mZ z z z   with known durations 

1 2, , , m    , respectively. The upper threshold 

(deadline) 

1

.
n

i

i

T t


  

is given. 

Supplementary jobs have a higher priority than the 

basic ones. If a supplementary job request arrives dur-

ing the execution of a basic job, then the latter is ter-

minated and must be restarted at some time upon the 

complete service of the former. This situation is called 

a collision. 

All jobs (basic and supplementary) are executed 

without interruption. By assumption, during the execu-

tion of a basic job, two or more supplementary job 

requests are unlikely to arrive, and such cases are not 

analyzed. Also, a supplementary job request can arrive 

only after the complete service of the previous sup-

plementary request. Let the basic and supplementary 

jobs represent program modules solving some applica-

tion tasks by an available computing device. It is a 

renewable resource, i.e., can be reused. When a sup-

plementary job request arrives, this device is immedi-

ately passed for its execution. By assumption, in case 

of no collisions, the basic job must be completed no 

later than the deadline T. We consider two problem 

formulations as follows. 

Problem 1. It is required to design an optimal exe-

cution strategy for the basic job complex by minimiz-

ing the completion time of the last job wn (the entire 

set of jobs, including the supplementary ones). 

Problem 2. Assume that the execution requests for 

the complex of basic jobs W and supplementary jobs Z 

are received repeatedly. It is required to design an op-

timal scheduling strategy for the basic jobs by maxim-

izing the probability of no collision. 

Note that in both formulations, the arrival of a re-

quest for supplementary job jz  becomes known only 

at a time jy , 1, j m . Such problems arise, e.g., dur-

ing flight tests. In normal mode, computations are per-

formed using application modules ,  1, iw i n . At un-

certain times jy , 1, j m , an abnormal situation may 

occur, e.g., the values of some important parameters 

may go beyond admissible limits. In this case, the 

computations planned are interrupted, and supplemen-

tary higher-priority jobs are executed.  

We also investigate the problem formulation with 

non-fixed durations of basic jobs, linearly dependent 

on the amount of additional (non-renewable) resources 

allocated. 

 

First, consider the case 1m . Let a request for 

supplementary job z arrive at a time y, and let its dura-

tion be  . We introduce a zero-sum two-player (an-

tagonistic) game with a payoff function 

 1 2, , , , nF x x x y . In this game, the strategy of the 

first player determines the times ix  to start the basic 

jobs , 1, iw W i n  , and the strategy of the second 

player determines the arrival time y of the request for 

the supplementary job z. The payoff function is de-

fined as follows: 

1 2

1

1

( , ,..., , )

if 0 ,

or 

for some 1 1,

or ;

if for some 1

or for some 1 1. 

n

n n

k k k

n n

n

i

i k

k k k

k k

F x x x y

x t y x

x t y x

k n

x t y T

y t

x y x t k n

x y x k n





     
      
   
 

      
 
   
 
      
        



 
In other words, in the absence of a collision, we have 

 1 2, , , ,  .n n nF x x x y x t    If a collision occurs dur-

ing the execution of some job ,kw W  

 1 2, , , , .
n

n i

i k

F x x x y y t


      

This means that the optimal guaranteeing strategy 

of the first player to schedule the execution of the 

basic job complex W is 0 0 0
1 1 10, ,i i ix x x t   

2,  .i n  In this case, all the basic jobs W will be 

completed at the time 0
n nx t  (no collision) or 

0
n nx t    (collision occurrence). With any other 

strategy 1 2, , , nx x x , in the worst case, the basic job 

complex W will be completed at the time n nx t   
0
n nx t    since nx  0

nx . Thus, the strategy 

 0 0 0
1 2, , , nx x x  is the optimal guaranteeing strategy 

under 1.m   

Consider an illustrative example. 
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Example 1. For 1n m  , 

 

if 0 ,

or if

(no collision);

if

(collision occurrence)

,  

.

F

x

x t

y x

x t y T

y t

x

y x t

y

 
 
 
 
 

  
 
 
 
 


   
  

 
 



  



 

The graph of this payoff function is shown in Fig. 1. 

 

 

 
Fig. 1. The payoff function in Problem 1 with n = m = 1.  

 

In this case, we have  0, 2F y t    for all 

 0,y T
 

and  , 2F x y t    for 0x   and any 

 ,y x x t   . Hence, 0 0x   is the optimal guarantee-

ing strategy of the first player. ♦ 

The case 1, 1n m   is considered by analogy. As 

a scheduling strategy we choose  0 0 0
1 2, , , nx x x . In 

the absence of a collision on the interval 0 0
1 1 1, x x t   , 

we fix 0
1x  and let 0 0

2 1 1x x t  . If a collision occurs on 

the interval 0 0
1 1 1, x x t    at the time 1y , we let 

0
1 1 1.x y    Similarly, in the first case, the interval 

0 0
2 2 2, x x t    is examined for collisions; in the second 

case, the interval 0 0
1 1 1, x x t   , and so on. Thus, the 

optimal job scheduling strategy W is constructed dy-
namically, depending on the arrival of supplementary 
job requests. 

 

 

Now we define the payoff function of the antago-

nistic game as follows: 

1 2 1 2

1

1

( , ,..., , , ,..., )

1 if 

for all 1,  and 1, ,

or 0 ,

or ;

0 if 

for some 1 , 1 ,

or  . 

n m

i i j i j

j j

n n j

i j i i

i j j i

F x x x y y y

x t y x

i n j m

y x

x t y T

x y x t

i n j m

x y x

     
 

  
     
      
 
    
    
 

     

 

Let x  1 2( ,  ,  ,  )nx x x  and 1 2( ,  ,  ,  )my y y y  . 

Then  ,  1F x y   if there is no collision and 

 ,  0F x y   otherwise. Let  1:  ,i i iX x x t x   

11,  1,   0,  ni n x x T    ,  1: ,j j jY y y y    

11,  1,  0, mj m y y T    , and  f x  be the mixed 

strategy of the first player, i.e., a probability measure 

on the set X. By the definition of the payoff function 

 ,  F x y , 

     , , 
X

E f y F x y df x   

is the probability of no collision under a fixed y . The 

optimal mixed strategy of the first player,  0
f x , 

maximizes the value of 

 min , 
y Y

E f y


: 

   0max min ,  min ,  
y Y y Yf

E f y E f y
 

 ,  

where the maximum is taken over all probability 

measures on the set X. In other words,  0
f x  is the 

best guaranteeing strategy of the first player. 
Example 2. Consider the case 1n m  , 

   0, 1 , 0, 1X Y  , and 1.T   We will write , , ,x y t  and 

  instead 
1 1 1, , ,x y t  and 

1 , respectively. Let 0.25t   and 

0.25   . Then 

 

1 if  

 or ;

0 i

 ,

f  

,

y x t

y x
F x y

x y x t

 
  

  

 
 
   
 
   

  

   0, 1 , 0, 1x y  . 

The graph of the payoff function F is shown in Fig. 2. 

Let  0
f x  be a probability measure uniformly distrib-

uted on the interval [0, 1]. By the definition of the payoff 

function  , F x y , we have 



 

 
 

 

 

 

 ●

   
1

0

0

,  1F x y df x t    

for all  0, 1y . If the probability measure  f x  is not 

uniformly distributed on the interval [0, 1], then there exists 

a segment  0 0, 0, 1x x t      such that 

 
0

0

.

x t

x

df x t



    

Hence, there exists a value  0, 1y  for which 

   
1

0

, 1 .F x y df x t     

Therefore, 

   
 

   
1 1

0

0,1
0 0

, max min , ,
yf

F x y df x F x y df x


   

where the maximum is taken over all probability measures 

on the interval [0, 1]. So,  0
f x  is the optimal mixed strat-

egy of the first player. ♦ 

 

 

 

Fig. 2. The payoff function in Problem 2 with n = m = 1, t ≤ 0.25,  

τ ≤ 0.25, and T = 1. 

 

Next, we can apply the discrete approximation 

method of an infinite game by a finite one [15]. For 

any 0  , this method yields the  -optimal mixed 

strategy of the first player,  f x , concentrated in a 

finite number of points. Let  f x  be concentrated in 

points 
1 2, , , pv v v  with jumps  

1 2

1

, , , , 0, 1, , 1.
p

p j j

j

q q q q j p q


     

Each point , 1, jv j p , is associated with some 

schedule for the job set W , which should be executed 

with probability 
jq . 

Example 3. Let 1n m  ,    0, 1 , 0, 1 , X Y   

1, 0.25,T t   and 0.25  . The payoff function has the 

following form: 

 

1 if  0.25

, ,

0 if  0.

 or 0.25

2 0.2

;

5 5

y x

F x y
y x

x y x

  
 
   
 
     

 

   0, 1 , 0, 1 .x y   

According to Example 2,  0
f x  is the optimal mixed 

strategy of the first player and 

   
1

0

0

, 1 0.25 0.25 0.5F x y df x      

for all  0, 1y . Let  f x  be a probability measure on the 

segment [0, 1] concentrated in two points, 0x   and 1x  , 

with jumps of 0.5. Then 

   
1

0

, 0.5F x y df x   

for all  0, 1y . Hence, like  0
f x ,  f x  is the optimal 

mixed strategy of the first player. Thus, the job 
1w  should 

be started at time 0 or time 1 equiprobably (with probability 

0.5). 

The graph of the payoff function F is shown in Fig. 3. 

 

 

 

Fig. 3. The payoff function in Problem 2 with n = m = 1, t = 0.25,  

τ = 0.25, and T = 1. 

 

 

In this section, we assume the availability of L 

types of additional non-renewable resources to execute 

the basic job complex W, in amounts 1 2, , , LR R R , 

respectively. (Non-renewability means that the re-

sources cannot be reused.) If a job iw W  is allocated 



 

 
 

 

 
 

 ●

an amount 
ilr  of the lth resource type, 1, l L , its du-

ration will be reduced to  

0

1

,  1, ,
L

i i il il

l

t t a r i n


    

where 
ila  are given nonnegative numbers; 0

it  denotes 

the duration of this job without additional resources 

allocated. By assumption, the following constraints 

hold: 
00 , 1, ,  1, , il ilr r i n l L                     (1) 

 

1

 , 1, , 
n

il l

i

r R l L


                          (2) 

0 0

1

0,
L

i il il

l

t a r


                            (3) 

where 0 , 1, , 1, ,ilr i n l L   are given positive numbers 

(the maximum admissible amounts of resources that 

can be allocated to the job). Inequalities (1) limit the 

amounts of each resource type that can be allocated to 

each job. Next, inequalities (2) limit the total amount 

of each resource type allocated to all jobs together. 

Finally, inequalities (3) limit the durations of the jobs.  

A resource allocation , 1, , 1, ilr i n l L  , is called 

feasible if conditions (1)–(3) are valid. 

The objective is to determine a feasible resource al-

location facilitating the solution of Problems 1 and 2. 

According to Sections 2 and 3, such a resource alloca-

tion minimizes the total duration of the job complex 

W. Thus, we arrive at the following linear program-

ming problem: 

0

, 1, , 1, 
1 1

min
il

n L

i il il
r i n l L

i l

t a r
 

 

 
 

 
   

subject to the constraints (1) and (2). The solution of 

this problem will give the optimal feasible resource 

allocation.  

 

In this paper, we have studied the scheduling prob-

lem for a complex of basic jobs under the condition 

that at some uncertain times, execution requests for 

supplementary higher-priority jobs are received. The 

execution sequence of the basic jobs is fixed. If a sup-

plementary job request arrives during the execution of 

a basic job, then the latter is terminated and must be 

restarted at some time upon the complete service of 

the former. All jobs (basic and supplementary) are 

executed without interruption. Two problem formula-

tions have been considered. In the first, the perfor-

mance criterion is the completion time of the basic job 

complex, and the problem is to minimize this time. In 

the second formulation, the probability of a collision is 

minimized, as a situation where a supplementary job 

request arrives during the execution of a basic job. The 

problems have been solved via their reduction to infi-

nite zero-sum two-player (antagonistic) games and the 

discrete approximation of the latter by finite games. 

The scheduling method has been illustrated on model 

examples. Also, the problem formulation with non-

fixed durations of the basic jobs, linearly dependent on 

the amount of additional resources allocated, has been 

investigated. In this case, a feasible schedule is found 

by solving a linear programming problem. 

The results of this paper can be used to plan com-

putations during the testing and operation of complex 

technical objects (such as airplanes and nuclear reac-

tors). In the planned mode, computations are per-

formed using application modules, and an abnormal 

situation may occur at uncertain times (e.g., the values 

of some parameters may go beyond an admissible 

range). In this case, scheduled computations are inter-

rupted and supplementary higher-priority jobs are exe-

cuted.  

Scheduling problems under uncertainty were stud-

ied in [8–10] under the assumption of renewable re-

sources and the non-fixed values of some parameters 

(such as job durations or the amounts of available re-

sources). The parameters were defined through either 

their admissible ranges or probabilistic characteristics. 

The solution algorithms were based on the branch-

and-bound method. In contrast to the cited works, this 

paper has addressed a scheduling problem with uncer-

tain request arrivals. Also, the case of additional non-

renewable resources has been investigated. Problems 

with a heterogeneous set of resources were considered 

in [13, 14] in the deterministic setup. 

In the future, we intend to analyze a more general 

problem formulation with several computing devices 

for basic and supplementary jobs. 
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Abstract. Sustainable development of a transport corporation is achieved through a consistent 

and balanced improvement of its economic and environmental performance indicators. This is 

largely facilitated by reducing fuel consumption by corporate vehicles, which saves costs and 

decreases harmful emissions into the environment. In this regard, a three-level structure for man-

aging fuel consumption in a transport corporation is considered under uncertainty caused by both 

random external factors and the undesirable activity of corporate employees associated with their 

private goals not coinciding with the goal of the entire corporation. The top level of this structure 

is the Principal, the middle level is the Intendant, responsible for fuel consumption in a corporate 

division, and the bottom level is the Driver of a corporate vehicle. The sustainable behavior of 

corporate employees––the Intendant and Driver––to reduce fuel consumption within their compe-

tence is modeled. An organizational mechanism for the Intendant’s sustainable behavior is devel-

oped, including supervised learning procedures for the Principal and incentive procedures for the 

Intendant. An organizational mechanism for the Driver’s sustainable behavior is also proposed: 

the Principal provides the Intendant with supervised learning opportunities and delegates his au-

thority to incentivize the Driver. As proven, the integration of these two mechanisms reduces fuel 

consumption and ensures sustainable development of the transport corporation. In addition, the 

sustainable behavior of corporate employees––the Intendant and Driver—ensures the sustainabil-

ity of the entire corporation. The results are illustrated by an example of the fuel consumption 

management mechanism in JSC Russian Railways. 

 
Keywords: transport, corporation, sustainable development, control, digitalization, supervised learning, 

sustainable behavior. 
 

 

 

Sustainable development is “a development that 

meets the needs of the present without compromising 

the ability of future generations to meet their own 

needs” [1]. The current global sustainable develop-

ment goals [2] include:  

– efficient use of resources, 

– reduction of emissions harmful to human health 

and the environment, 

– establishment of planning and management 

mechanisms related to climate change. 

Among these goals, the creation of cost-saving and 

environmentally friendly transport systems stands out 

[2]. Transport accounts for 20–25% of global energy 

consumption and carbon dioxide emissions [3]. Al-

most 97% of harmful substance emissions of transport 

into the atmosphere are gases formed during fuel 

combustion [4]. They include nitrogen oxides and 

particulate pollutants, which negatively impact human 

health [5], as well as carbon oxides and hydrocarbons, 

which are greenhouse gases [6]. Among all sectors of 

the economy, the transport industry is characterized by 

the fastest growth of greenhouse gas emissions [7].  

Thus, both efficiency and environmental impact 

are important for the sustainable development of 

transport [8]. To achieve global goals, it is necessary 

for companies to apply sustainable business practices 

[2]. In this regard, ESG––the concept of sustainable 

corporate development based on the principles of envi-

ronmental responsibility (E), social responsibility (S), 

and effective corporate governance (G)––has become 

widespread in recent decades [9]. Accordingly, the 

sustainable development goals of a transport corpora-

mailto:bbc@ipu.ru


 

 
 

 

 

 

●

tion are related to the improvement of its economic 

and environmental performance indicators by both 

improving technologies and activating, training, and 

developing employees; for example, see [10, 11]. The 

study of the related psychological aspects of sustaina-

ble development was initiated in [12]. Further research 

led to the concept of sustainable behavior [13]. Such 

behavior implies the employee’s understanding of the 

importance of increasing production efficiency while 

preserving the environment. The consequence of sus-

tainable behavior is a thrifty attitude to the resources 

and environment, which brings satisfaction and intrin-

sic motivation of employees [13]. 

Note that the vast majority of corporate vehicles 

(CVs) are equipped with internal combustion engines. 

These vehicles account for the greater part of the fuel 

consumption by a corporation. For example, up to 

80% of the fuel of JSC Russian Railways is consumed 

by locomotives with diesel engines (diesel shunters) 

[10]. Therefore, fuel saving by CVs directly reduces 

the resource utilization and costs of a corporation as 

well as its harmful emissions in exhaust gases (includ-

ing greenhouse gases). On this basis, transport corpo-

rations strive to minimize CV fuel consumption by 

training and activating employees; for example, see 

[10, 11]. Inculcating employees with the psychology 

of sustainable behavior helps to conserve CV fuel, 

thereby reducing both operating costs and pollutant 

emissions, as well as ensuring compliance with envi-

ronmental regulations.  

Nevertheless, motionless CVs with idling engines 

are regularly encountered. The point is that in the 

planning practice of a large transport corporation, the 

future limits (norms) of fuel consumption by a corpo-

rate division and an individual employee are usually 

lowered when the current fuel consumption decreases. 

However, the lower the limits (norms) are, the less 

fuel will be available to a corporate division and an 

employee to fulfill their tasks. Since fuel consumption 

depends on random factors, a corporate division and 

an employee may fail to fulfill these tasks under unfa-

vorable circumstances, with all the ensuing negative 

consequences. Therefore, a farsighted division manag-

er, as well as an experienced driver, may be uninter-

ested in reducing fuel consumption below the norm. 

This is a typical problem of adaptive planning from 

the achieved level, which is studied within the theory 

of control in organizations [14]. For this kind of prob-

lems, a solution approach is to design organizational 

mechanisms for the operation of corporations [15]. For 

example, an incentive mechanism to implement envi-

ronmental requirements for locomotives in JSC Rus-

sian Railways was considered in [16].  

This paper develops the models of training, activa-

tion, and sustainable behavior of the manager and em-

ployee of a corporate division, with a focus on reduc-

ing the fuel consumption of CVs, and the correspond-

ing organizational mechanisms of sustainable devel-

opment of a transport corporation.  

 

1.1. General Assumptions  

Fuel in a corporation is consumed both to meet the 

needs of CVs (e.g., trucks or diesel shunters) and for 

miscellaneous demands. These needs and demands 

depend on random external and internal factors, and 

many of the latter become known only to a narrow 

circle of involved persons directly in the course of per-

forming their duties. Assume accordingly that the per-

son responsible for fuel consumption in a corporation 

(further called the Principal) has inaccurate infor-

mation about the real possibilities of reducing fuel 

consumption in his division and CVs. But the Princi-

pal can take advice from the Consultant. Both of them 

get information about the factual fuel consumption of 

a division. In addition, the Principal can set consump-

tion norms. Based on the deviation of the factual fuel 

consumption from the norms, the Principal can incen-

tivize the person responsible for fuel consumption in 

the division (further called the Intendant). However, 

the Principal cannot determine whether the factual fuel 

consumption in the division is the minimum achieva-

ble in the current conditions.  

In view of the aforesaid, we consider a three-level 

system for managing fuel consumption in a corpora-

tion, with a control authority (the Principal) at the top 

level, a person responsible for fuel consumption in a 

corporate division (the Intendant) at the middle level, 

and a CV driver (the Driver) at the bottom level. For 

this system, it is required to build an organizational 

mechanism minimizing fuel consumption under uncer-

tainty caused by both random external factors and the 

undesirable activity of corporate employees (the In-

tendant and Driver), associated with their private goals 

not coinciding with the Principal’s goal.  

We introduce the following notation: t  is the time 

period, 0,1,t  ...; td  is the fuel consumption of the 

division in period t , consisting of the fuel consump-

tion tc  of the CV and the miscellaneous fuel con-

sumption ts  of the division: td =  tc + ts . The value of 

tc  is reported by the Driver to the Intendant in peri-

od .t  By assumption,  , ,t tc C L t      where 
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 L t  is a stationary random process determining the 

realization (value) tl  of the random variable of the 

minimum CV fuel consumption in period t , 

   Λ ,L t      with  0   and .    Hence, 

 C , , tc     0, 1,...t   

The miscellaneous fuel consumption ts  in period t  

is specified by the Intendant,  , .t ts S M t      

Here,  M t  is a stationary random process determin-

ing the realization (value)  tm  of the random variable 

of the minimum miscellaneous fuel consumption, 

   Μ ,M t      with 0   and .   Hence, 

 Σ , ,   0, 1,ts t     ....  

As td = tc + ts , we obtain  Ψ , ,t td A t        

where      A t L t M t   is a stationary random pro-

cess determining the realization (value)  ta  of the 

random variable of the minimum fuel consumption by 

the division, ,t t ta l m   0, 1,t   It follows from 

 C ,tc      and  Σ ,ts      that 

  Δ , . td         

Suppose that in period t , the Principal knows the 

factual fuel consumption td  of the division. However, 

he is unaware of the realization (value)  ta  of the ran-

dom variable of the division’s minimum fuel con-

sumption. To incentivize the Intendant’s fuel con-

sumption reduction under uncertainty, the Principal 

assigns him one of two categories, namely, 1 (reason-

able consumption) and 2 (unreasonable consumption), 

using the known consumption ,  0, 1,td t   This has 

to be done with minimum losses. 

 

1.2. The Complete and Partial Awareness of the Principal 

In this subsection, the Principal is assumed to 

know, in period t , the realization ta  of the random 

variable of the minimum fuel consumption of the divi-

sion, ,  0, 1,t t ta l m t     This realization is charac-

terized by the dimensionless relative rate 

     / ,0 1, / , 1],t t t te a e e D             
0, 1,t   The problem is to assign category 1 or 2 to 

the Intendant by relating te  to one of two unknown 

subsets 1D  and 2D  forming the set :D  1 2 .D D D   

Under complete awareness, the Principal knows 

the rate  te  to belong, with a conditional distribution 

density ( | )te   and a prior probability ,  1, 2,  

to one of the two subsets 1D  and 2 ,D  1 2 .D D D   

We denote by 12q  the losses due to the Principal’s er-

roneous relation of e  to the subset 2D  if e  actually 

belongs to the subset 1D . Similarly, 21q  is the losses 

due to the Principal’s erroneous relation of e  to the 

subset 1D  if e  actually belongs to the subset 2D .  

We introduce a classification parameter p  separat-

ing the subsets 1D  and 2D : 1e D

   / , p           if e p  and  2 , 1e D p   

otherwise. Then the optimal dichotomy  1 2,D D  is 

determined by solving the following optimization 

problem over p , with the mean categorization losses 

as the objective function:  

 1 2

2 2

,   
1 1

( | ) min.
D D

D

q e de



 
 

              (1)  

Here, θ is the variable of summation, θ 1, 2 , and 

Dθ, θ 1, 2 , are subsets of 1D  and 2D . 

Under partial awareness, the Principal does not 

know the above probability characteristics. Hence, the 

value of the parameter p  cannot be determined by 

solving problem (1). However, by observing the ran-

dom realization ,ta 0, 1, ,t    of the division’s mini-

mum fuel consumption, it is possible to obtain and 

sequentially refine the estimates tp  of the value ,p  

using the supervised learning algorithm with the help 

of the Consultant [17]. Knowing the fuel consumption 

rate ( te ), the Consultant reports his opinion  tB e  to 

the Principal: the rate is excessive  ( 1)tB e   or not 

 ( 0)tB e  : 

 
1 if 

   
0 if ,

0,1,...

t

t

t

e p
B e

e p

t


  
             

      (2) 

where ( )B   is the consulting procedure. Then the 

Principal can apply the supervised learning algorithm 

[17] 

  
   12 12 21

0

0

1

,

,  0, 1,...

, 0.5t t t t t t

t

p

q q q B e

P p e p

p

p

p t



  




 

   

           (3) 

Where 
1

1

Ι 0 |   , .t t t t



 


 
           

 
  If   t te p , 

the Principal will assign category 1 to the Intendant; 

otherwise, category 2. Thus, the Intendant’s category 

is given by 
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 
1  if   

,
2  if   ,

0,1,...

t t

t t t

t t

e p
k G p e

e p

t


   

 
  (4) 

 

1.3. The Unawareness and Supervised Learning  

of the Principal 

Suppose now that the Principal and Consultant are 

unaware of the above probabilities and the minimum 

fuel consumption .ta  However, they know the factual 

fuel consumption .td  We introduce a relative rate of 

this consumption:  / ,t ti d     0 1,ti   ti D

   / , 1 ,           , t ti e  0, 1,t   Then the 

Consultant determines his opinion using the procedure 

(2) with the observed rate  ti  instead of the unknown 

te . More precisely, having obtained ,ti  the Consultant 

informs the Principal of his opinion  tB i : the con-

sumption is accurate  ( 1)tB i   or not  ( 0) :tB i   

 
1    if    

   
0    if    ,

0, 1,...

t

t

t

i p
B i

i p

t


  

          
       (5) 

Accordingly, the Principal calculates an estimate bt 

of the parameter pt using formula (5), replacing the 

unknown te  in algorithm (3) with the observed one ti :  

  
   

1

12 12 21

0

0

, 0.5

,

, 0, 1,...,

t t t t t t

t

b P b i b b

q q q B i

b p t

     

   
 

              (6) 

where ( )P   is the learning procedure. By comparing 

ti  and tb  similar to formula (4), the Principal deter-

mines the fuel consumption category tg  of the Intend-

ant’s division: 

 
1  if   

,
2  if   

0, 1,...,

,

t t

t t t

t t

i b
g G b i

i b

t


   


  (7) 

where ( )G   is the categorization procedure. The value 

of tb  can be interpreted as the normative value of the 

rate ti , depending on which the Intendant’s category is 

assigned. Since  /t ti d    , the value 

 t th b     means the fuel consumption threshold 

for the division ( )td . If this threshold is not exceeded 

(i.e., ),t td h  the Intendant will receive category 1

 1tg   and an incentive; otherwise, 2tg   and the 

Intendant will not be incentivized (or even penalized). 

The consulting (5), learning (6), and categorization 

(7) procedures make up the Principal’s organizational 

mechanism  Φ ,  ,B P G  for managing the divi-

sion’s fuel consumption.  

 

1.4. The Intendant’s Goals and Decisions  

under the Principal’s Supervised Learning 

Using the mechanism  Φ ,  ,B P G , the Principal 

learns with the prompting of the Consultant, assigns a 

category, and incentivizes the Intendant based on the 

observation td  and the calculated rate ti , 0, 1,...t   

However, the Intendant is more aware of the fuel con-

sumption than the Principal and can use this to his ad-

vantage. By assumption, at the beginning of period t , 

the Intendant knows the factual CV fuel consumption 

 tc  and the realization tm  of the random variable of 

the minimum miscellaneous fuel consumption. The 

Intendant then selects a value of td  from the condition 

 t t t td f c m    so that  ,t t td Y f     and 

 , , tf H       0,1,t   

Consider how the Intendant makes his decisions 

under the mechanism  Φ ,  , .B P G  A farsighted 

Intendant seeks to choose  td  in period t  to improve 

both current and future categories. For this purpose, he 

may control the division’s miscellaneous fuel con-

sumption ts  and the CV fuel consumption  tc . Formal-

ly, the Intendant chooses td  by the desire to increase 

the utility of the categories in period t : 

 1, ,.., ,

, 1, ,  0,1, ,

t t t t

t

T g g g

g

T

T t

 





     
                 (8) 

where Τ[∙] is a monotonically decreasing function of 

its arguments (the utility of any category for the In-

tendant decreases with its number) and   is the In-

tendant’s foresight.  

According to the procedure (7), the category tg  

depends only on the Intendant’s choice of the fuel 

consumption ,td  . t td Y  However, to increase the 

current category utility (8), the Intendant should con-

sider the impact of td  on the category g  in a future 

period ,  1, . t t       Due to formula (7), this cate-

gory g  depends on the Intendant’s choice d  and the 
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estimate b  in the period. In view of the expression 

(6), the estimate b  depends on the Intendant’s choice 

d  and the estimates b  in the previous periods 

,  , 1.t     With formula (6) treated as a recur-

rence relation, it can be easily established that the cat-

egory g  depends on the Intendant’s previous choices 

,  , 1.d t     

Note that at the beginning of period  , the Intend-

ant will know the realization ,f c m     , f H 

1, . t t      Suppose that the Intendant will also 

know the future CV fuel consumption  c  and the mis-

cellaneous fuel consumption ,  1, .  m t       Then 

the Intendant can choose d  by maximizing the objec-

tive function (8) with the known realization 

,  1,f t       subject to the condition , d Y   

1, . t t      As shown above, the Intendant should 

consider the impact of d  on the future categories ,g  

 1, .t      

Repeating this reasoning sequentially from 

t    to 1t   , we obtain that it is reasonable 

for the farsighted Intendant to predict the choice d  

backwards. As a result, the objective function (8) is 

transformed into the predicted category utility  

 

1 1 2 2

1

      

, ,..

,

,

max max max
t t t t t t

o

t t t t

t
d Y d Y

o

t

d Y

T g fT

T

f

     

 

  



 
                  (9) 

which depends on the realizations ,   1, .f t t       

However, the Intendant is unaware of the future 

CV fuel  c  and miscellaneous fuel m  consumptions. 

Therefore, to choose a value of td  that will increase 

the predicted category utility (9), the Intendant should 

predict the fuel consumptions  ,  f c m   

1, .t t      Let the Intendant be guided by the 

principle of maximum guaranteed result [14, 15], ex-

pecting the worst-case predictions 

,  1, . f H t t        Then the function (9) is trans-

formed into the Intendant’s objective function  

 
1 21 1 2 2      

Γ min max min max mi max .n
t t tt t t t t t

t t t
f H f H f Hd Y d Y d Y

Td
           

  (10) 

In this case, the set of his optimal choices * td  max-

imizing the objective function (10) in period t has the 

form 

    * * Ξ Δ | Γ Γ ,  Δ) ,

0, 1,...

t t t t t t td d d d

t

   


     (11) 

Below, we accept the hypothesis of the Intendant’s 

benevolence towards the Principal: if Ξ ,t tf   then
* ,  0, 1,t td f t   This means that the division con-

sumes more fuel only if it increases the Intendant’s 

objective function (10). 

 

1.5. An Organizational Mechanism for the Sustainable 

Behavior of the Intendant 

The mechanism  Φ ,  ,B P G  is designed to en-

sure the Intendant’s sustainable behavior, aimed at 

improving both the economic and environmental per-

formance indicators of the corporation. Therefore, 

such behavior should be expressed in terms of the In-

tendant’s desire to reduce the division’s fuel consump-

tion. This is formally reflected as follows. 

Definition 1. The Intendant’s behavior is sustaina-

ble if, for any given CV fuel consumption tc , the divi-

sion’s fuel consumption is minimal: 

* ,t td f 0, 1,...t  ♦                       (12) 

From a practical viewpoint, as already indicated, 

large corporations often plan fuel consumption from 

the achieved level. In this case, the future norm of this 

consumption is reduced when the factual fuel con-

sumption decreases. In the model under consideration, 

this means that the norm 1tb   (the normative value of 

the rate 1ti   in period 1t  ) is reduced when the cur-

rent fuel consumption rate ti  decreases. However, ac-

cording to the procedure (6), the lower the norm 1tb   

is,  the smaller value the fuel consumption rate 1ti   in 

period 1t  , sufficient for the Intendant to receive the 

highest category, will take. Since 1 1,t ti e   where 1te   

is a random variable, the Intendant may receive a low-

er category under unfavorable circumstances. There-

fore, the farsighted Intendant may be uninterested in 

reducing the fuel consumption rate   ti  below the norm 

tb . (He gets the highest category in period t for ful-

filling this norm.) Thus, a control mechanism is need-

ed to incentivize the Intendant’s sustainable behavior.  

Proposition 1. Under the mechanism  

 Φ ,  ,B P G , the Intendant’s behavior is sustaina-

ble .  

P r o o f. By formula (5),  B i  is a non-decreasing 

function of i  under the mechanism  Φ ,  , ,B P G
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1, .t t     Due to formula (6), 1b  does not grow with 

increasing  B i  and, hence, the same property applies to 

1b  when increasing ,i  , 1.t t    Furthermore, ac-

cording to the expression (7),  ,g G b i    does not grow 

with increasing b , 1, .t t     It follows from the 

above considerations that  ,g G b i    is a non-

decreasing function of ,
t
i  1, .t t      

In addition, by formula (7),  ,t t tg G b i  is a non-

decreasing function of 
t
i . Thus, all arguments of the func-

tion  1, ,...,t t tT g g g   do not decrease with increasing 
t
i . 

Therefore, according to the expression (8), 
t

T  does not grow 

with increasing 
t
i  for any realizations 

1,.., ,
t t

c c 

1,..,t t
m m  . Then, due to formula (10), the function 

 Γt td  achieves maximum at the minimum value of .
t

i  As 

 / ,t ti d    the function  Γt td  achieves maximum at 

the minimum value of .
t

d  Recalling that 
t

d  = 
t

c + ,
t

s  we 

obtain Ξ
t t t

d f   by the expression (11). On the other 

hand, Ξ
t t

f   implies 
*

t td f  based on the hypothesis of 

the Intendant’s benevolence towards the Principal. Hence, 
by definition (12), the Intendant’s behavior is sustainable. ♦ 

Under the mechanism  Φ ,  ,B P G , the divi-

sion’s fuel consumption reduction, first, does not 

worsen the Intendant’s current category (7) and, se-

cond, does not tighten the fuel consumption rates in 

the future. Being benevolent to the Principal, the In-

tendant minimizes the division’s fuel consumption 

(12).  

However, the Intendant’s desire to minimize the 

division’s fuel consumption is not enough. In practice, 

it is common to see motionless CVs with idling en-

gines. To avoid this, the driver of each CV should 

have a vested interest in minimizing fuel consumption. 

 

2.1. The Unawareness and Supervised Learning  

of the Intendant 

With the mechanism  Φ ,  , ,B P G  the Principal 

ensures the sustainable behavior of the Intendant 

aimed at minimizing the fuel consumption 

 , 0, 1,...t t tf c m t    Here, tc  is the fuel consumption 

of the CV reported by the Driver,  ,t t tc C l    (see 

subsection 1.1). But the Intendant does not know the 

realization tl  of the minimum CV fuel consumption. 

The fuel consumption is reduced to the minimum val-

ue if , 0, 1,...t tc l t   

Suppose that the minimum CV fuel consumption  

( tl ) becomes known to the Intendant at the beginning 

of period t . Since the Intendant is unaware of tl , the 

Driver can manipulate the CV fuel consumption tc , 

choosing t tc l  if it is profitable for him. On the other 

hand, the Intendant should minimize the CV fuel con-

sumption ,  0, 1,  tc t    To do this, the Principal pro-

vides the Intendant with supervised learning capabili-

ties and delegates to the Intendant the right to establish 

a Driver’s operation mechanism similar to 

 Φ ,  ,B P G . (The Principal uses this mechanism to 

control the Intendant, see subsection 1.3.)  

We introduce the following dimensionless relative 

rates to measure the CV fuel consumption: 

/ ,t tk l  / ,t tK c    0, 1,t             (13)
 

Then the Intendant should reduce the value of the 

rate tK  to the minimum .tk  Suppose that for this pur-

pose, the Intendant classifies the Driver’s performance 

depending on the CV fuel consumption as satisfactory 

(class 1) or unsatisfactory (class 0). Incorrect classifi-

cation incurs costs. To improve the validity of his de-

cisions, the Intendant learns classification with the 

help of the Estimator, in the same way as the Principal 

learns categorization with the help of the Consultant 

(see subsection 1.3). 

We denote by 10  the losses due to the incorrect 

assignment of class 0 to the Driver (although Driver 

deserves class 1) and by 01  the losses due to the in-

correct assignment of class 1 to him. The Estimator 

observes the CV fuel consumption ( ),tc  calculates tK  

by formula (13), and reports his opinion  tR K  to the 

Intendant (whether the CV fuel consumption in period 

t  is excessive or not). If the Estimator considers the 

consumption to be excessive, then   1tR K  ; other-

wise,   0tR K  . This is formally written as
 

 
1  if   

 
0  if   ,

0, 1, ,

t

t

t

K
R K

K

t

 
   
             

        (14) 

where ( )R   denotes the estimation procedure and   is 

the estimation parameter, 0  . Note that the estima-

tion procedure (14) is similar to the consulting proce-

dure (5). With the considerations of Section 1 repeat-

ed, a supervised learning algorithm similar to the pro-

cedure (6) can be used to minimize the average classi-

fication losses. The tunable classification parameter 

(briefly, the norm u ) is calculated using a recurrence 

procedure similar to (6): 
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  
   

1

01 01 10

0

0

, 0.5

,

,  0, 1, ,

t t t t t t

t

u U u K u u

R K

u u t

    

     

  

           (15) 

where  ,t tU u K  is the normalization procedure and 

1

1

Ρ 0 | , , 0, 1,  t t t t t


 


 
       

 
 Com-

paring tK  and ,tu  by analogy with the procedure (7), 

the Intendant determines the Driver’s class  tv :  

 
1  if  

,
0  if  

0,1, ,

,

...

t t

t t t

t t

K u
v V u K

K u

t


   

            

  (16) 

where  V (∙) is the classification procedure. The value

tu  means the norm of the rate tK  used to classify the 

Driver. Since /t tK c  , the value  t tn u   can be 

interpreted as the threshold of the Driver’s fuel con-

sumption  tc . If this threshold is not exceeded  

( ),t tc n  the Driver will receive class 1  1tv   and 

an incentive. The estimation (14), normalization (15), 

and classification (16) procedures make up the Intend-

ant’s organizational mechanism  Π , ,R U V  to 

manage the Driver’s fuel consumption. 
 

2.2. The Goals and Decisions of the Driver Given  

the Unaware Intendant 

Consider how the Driver makes decisions under 

the mechanism  Π , , .R U V  The norm tu  in this 

mechanism is interpreted as an upper bound for the 

CV fuel consumption rate acceptable to the Intendant. 

If the fuel consumption rate tK  does not exceed the 

norm   t t tu K u , the Driver will be assigned class 1  

( 1tv  ) and incentivized. Therefore, the utility of the 

farsighted Driver increases with current and   future 

classes: 

 1, ,..., ,

, , , 0, 1,...

t t t tZ Z v v v

Z v t t t

 

 



                   
(17) 

According to formulas (13)–(16), the utility (17) 

depends on the CV fuel consumption c  in period 

 , ,t t     . In this case, the Driver knows the cur-

rent realization of the random variable tl  but not the 

future realizations ,l  1, .t t       

Suppose that the Driver is aware only of the inclu-

sions Λl   and ,c C  1, .t t      When elimi-

nating the uncertainty regarding l  and ,c  
1, ,t t      the Driver is guided by the principle of 

maximum guaranteed result [14, 15]. By repeating the 

considerations of Section 1, we establish that the ob-

jective function  Θt tc  of the farsighted Driver is 

equal to the maximum guaranteed utility (17):  

 
1 21 1 2 2Λ Λ Λ      

Θ min max min max min max
t t tt t t t t t

t t t
l l lc C c C c C

c Z
           

  . (18) 

Accordingly, in period t, the set of rates *

tc  maxim-

izing the objective function (18) is 

   * *Ω { |Θ Θ ,  }, 

0, 1,

t t t t t t t t tc C c c c C

t

   

 
     (19) 

Let us accept the hypothesis of the Driver’s benev-

olence to the Intendant: if Ω ,t tc   then 
* ,  0, 1, ...t tc l t   This means that the CV consumes 

more fuel only when increasing the Driver’s objective 

function (18).  

 

2.3. An Organizational Mechanism for the Sustainable 

Behavior of the Driver 

The Intendant’s goal is to reduce the fuel consump-

tion  tc  to the minimum .tl  This can be prevented by 

the Intendant’s planning from the achieved level (see 

the discussion above). In the case under consideration, 

this means that the norm 1tu   is reduced as the fuel 

consumption rate tK  decreases. However, according 

to formula (16), the lower the norm 1tu   is, the less 

fuel the Driver should consume to obtain class 1 in 

period 1t   ( 1 1).tv    Since 1 1,t tK k   and the min-

imum possible fuel consumption value 1  tk   is a ran-

dom variable, under unfavorable circumstances the 

Driver may obtain class 0 ( 1 0tv   ). For these reasons, 

the farsighted Driver may be uninterested in reducing 

the fuel consumption rate  tK  below the norm tu . 

Definition 2. The Driver’s behavior is sustainable 

if the CV fuel consumption in each period is minimal: 

* ,  0, 1,t tc l t  ♦                      (20) 

Proposition 2. Under the mechanism 

 Π , ,R U V , the Driver’s behavior is sustainable.  

P r o o f. With the mechanism  Π , ,R U V  and the 

procedure (16), the current class  ,t t tv V u K  is not re-
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duced with decreasing .
t

K  Consider the dependence of the 

future class  , , 1, ,v V u K t t        on .
t

K  Accord-

ing to the expression (14), the estimate  R K  in period   

does not grow with decreasing , 1, .K t t       Due to 

formula (15), the norm  u  is not reduced with decreasing 

 1 .R K  In addition, by the expression (16), the class 

 ,v V u K    is not reduced with decreasing .u  Based 

on the three monotonic dependencies above, the class 

 ,v V u K    in period   is not reduced with decreasing 

t
K  for 1, .t t     

According to formula (17), the Driver’s objective func-

tion (18) increases with the growth of the current and future 

classes , , .v t t      From the considerations of the pre-

vious paragraph it follows that this objective function 

 Θt tK  does not decrease with decreasing . 
t

K  On the 

other hand, as 
t t

K k , we obtain    Θ Θ , t t t tk K

Κ ,
t t

K   and, by definition (19), Ω .
t t

k   Hence, based on 

the Driver’s benevolence hypothesis, 
* , t tK k  and the ex-

pression (13) leads to formula (20). ♦ 

 

Definition 3. A transport corporation is sustainable 

if the fuel consumption of its division (including the 

CV fuel consumption) in each period is minimal: 

* ,t td a 0,1,...t   ♦                     (21) 

Proposition 3. For the sustainability of a transport 

corporation, it is sufficient to apply the integrated 

mechanism  Σ Φ, Π  consisting of the mechanisms 

 Φ ,  ,B P G  and  Π , , . R U V  

P r o o f. Under the mechanism  Φ ,  , , B P G  the In-

tendant’s behavior is sustainable (Proposition 1). By Defini-

tion 1, this means that for any given CV fuel consumption 

tc , the fuel consumption of the division is minimal: 

* ,t td f  0,1t  ,...  

Under the mechanism  Π , , , R U V  the Driver’s be-

havior is sustainable (Proposition 2). By Definition 2, the 

CV fuel consumption in each period is minimal: 
* ,  0, 1,t tc l t    Substituting the last equality into formu-

la (12) and using  
t t t

f c m   and t t t
a l m  , we finally 

arrive at the expression (21). ♦ 

Actually, the proof of Proposition 3 is based on the 

fact that the sustainable behavior of the corporate em-

ployees (the Intendant and Driver) ensures the sustain-

ability of the entire corporation. Consequently, the 

integrated mechanism  Σ Φ, Π  can be called the 

organizational mechanism of the transport corpora-

tion’s sustainability. The structure of this mechanism 

is illustrated by the figure below. 

 

 

 
The organizational structure and sustainability mechanism of a 

transport corporation. 
 

 

Large-scale railway corporations design their own strat-

egies for sustainable (cost-saving and environmentally 

friendly) development based on the ESG principles; for 

example, see [10, 11]. To attract passengers and shippers, 

they need to reduce the fuel consumption of diesel locomo-

tives. This leads to significant cost reductions for interested 

persons while reducing the environmental load.  

Consider such an approach to improving the sustainabil-

ity of a railway corporation using the example of JSC Rus-

sian Railways, further also referred to as the holding. Since 

about 80% of fuel in the holding is consumed by diesel lo-

comotives [10], they account for about 80% of fuel costs 

and about 80% of environmental damage due to the emis-

sions of exhaust gases (including greenhouse gases). There-

fore, reducing the fuel consumption of diesel locomotives is 

crucial for the sustainable development of Russian Rail-

ways. 

Organizational mechanisms for reducing fuel consump-

tion by the holding’s locomotives were developed in the 
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paper [18]. These mechanisms include supersized learning 

procedures for corporate employees [19]. The models and 

methods for managing the creation and implementation of 

innovative means and technologies for reducing fuel con-

sumption by the holding’s locomotives were presented in 

the report [10]. These R&D works resulted in a mechanism 

for reducing fuel consumption that ensures the sustainable 

development of Russian Railways [10, 18, 19]. The mecha-

nism is an analog of the integrated mechanism presented in 

the figure.  

Consider this integrated mechanism at the regional lev-

el. Here, the Principal is an official of the regional railway 

traction directorate (a branch of Russian Railways) respon-

sible for reducing fuel consumption on the branch’s railway 

network. The Intendant is an employee of the locomotive 

operation depot (LOD) of this branch responsible for fuel 

consumption (in short, the manager), and the Driver is a 

diesel locomotive motorman assigned to the LOD. The re-

sponsible persons mentioned are assisted by advisors (as a 

rule, appointed from former responsible persons).  

As a CV we take TEM18DM, a shunting diesel locomo-

tive manufactured by Bryansk Machine Building Plant, a 

division of CJSC Transmashholding (hereinafter briefly 

referred to as a/the shunter) [20]. About two hundred shunt-

ers of this brand operate on the Oktyabrskaya Railway. 

Consider the organizational mechanism  Π , ,R U V  as 

applied to the interaction between the manager and driver in 

the LOD of the Oktyabrskaya Railway when operating a 

shunter (e.g., in the “Saint Petersburg–Finlandsky” LOD 

[20]). 

According to Proposition 2, under the mechanism 

 Π , ,R U V , the motorman’s behavior (as the Driver) is 

sustainable. Therefore, to reduce fuel consumption, it is 

sufficient for the LOD manager (as the Intendant) to apply 

this mechanism, e.g., during the weekly control of fuel con-

sumption in the LOD. Assume that the motorman reports to 

the manager the average hourly fuel consumption of his 

shunter over the last week. We denote by t  the week num-

ber, 0, 1,...t   The hourly fuel consumption of TEM18DM 

 tc  varies within 10–12 l/h [20]. Therefore, according to 

subsection 1.1, we set 10,   12,    and 

 C 10, 12 ,tc  
 

0, 1t  ,...  

Thus, within the mechanism  Π , ,R U V , the man-

ager and estimator use the average data on hourly fuel con-

sumption over the previous week  .tc  Following (13), we 

introduce the dimensionless relative rate of fuel consump-

tion by the shunter: /12, 5 / 6 1,
t t t

K c K   0, 1,t    

Next, according to formula (14), the estimator informs the 

manager of his opinion  tR K :   1tR K   if the consump-

tion is excessive or   0tR K   otherwise. The manager then 

calculates the fuel consumption norm 
t

u  of the shunter us-

ing the procedure (15). Finally, the manager determines the 

motorman’s class 
t

v  by the procedure (16).  

The estimation (14), normalization (15), and classifica-

tion (16) procedures make up the organizational mechanism 

 Π , ,R U V  used by the manager to reduce the shunter’s 
fuel consumption. To perform model calculations, we sup-

pose that at the end of week  t  during the subsequent quar-

ter (i.e.,  0,11t  ), the motorman reports to the manager the 

average hourly fuel consumption 
t

c  of his shunter (see the 

top row of the table). To calculate   , ,t t tR K v u  by formu-

las (14)–(16), we take the following parameter values of the 

mechanism  Π , ,R U V : 0.92 11/12,     
0 0.90,u   

01 0.5,   
10 1,    and  1/ 10 ,  0, 11

t
t t   . In this 

case, formulas (14) and (15) turn into: 

 
1  if  0.92

 
0  if   0.9

0, ,

2,

11

t

t

t

K
R K

K

t


  



                    (22) 

      1

0

9 1.5 1 / 10 , 

0.9,   .0,11

t t t
u u t R K t

u t

       

 
      (23) 

The resulting values of  ,t tv R K , and
t

u  calculated by 

formulas (16), (22), and (23), respectively, for 12 weeks of 

the quarter (  0,11t  ) are given in the table.  

This example illustrates the simplicity and transparency 

of the organizational mechanism  Π , ,R U V  as well as 

the applicability of the proposition.  

 

Fuel consumption by the shunter and the calculated values of the organizational mechanism for the quarter 

t  0 1 2 3 4 5 6 7 8 9 10 11 

t
c  10.7 11.1 11.0 11.3 10.9 11.0 11.2 10.8 11.2 10.7 10.6 11.1 

t
K  0.89 0.93 0.92 0.94 0.91 0.92 0.93 0.90 0.93 0.89 0.88 0.93 

t
v  1 1 0 0 0 0 1 0 0 0 1 1 

 tR K  0 1 0 1 0 0 1 0 1 0 0 1 

t
u  0.90 0.96 0.87 0.92 0.85 0.90 0.94 0.88 0.92 0.87 0.90 0.93 
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To ensure the sustainability of Russian Railways, the 

requirements for the holding’s locomotives in the field of 

environmental protection were supplemented with this or-

ganizational mechanism, including the flexible adjustment 

of fuel consumption rates and norms for the branch and 

depot level of the traction management hierarchy, and in-

centives for the employees engaged. 

To develop sustainably, a transport corporation 

should reduce both economic costs and environmental 

damage due to its operations. The fuel economy of 

corporate vehicles significantly reduces both the oper-

ating costs of the corporation and the emission of pol-

lutants into the environment. Therefore, the sustaina-

bility of a transport corporation depends on the effec-

tiveness of CV fuel consumption management.  

Nevertheless, motionless CVs with idling engines 

are regularly encountered. To avoid this, a transport 

corporation should ensure the sustainable behavior of 

middle managers and drivers that improves its eco-

nomic and environmental performance indicators.  

The integrated mechanism proposed in this paper 

ensures the sustainable behavior of transport corpora-

tion’s employees by incentivizing them to reduce fuel 

consumption. The results were used to develop con-

ceptual environmental protection requirements for lo-

comotives of JSC Russian Railways. It is recommend-

ed to apply the results also to the vehicles of automo-

bile and water transport corporations. 

Further R&D works in this area can be related to:  

– designing sustainable development mechanisms 

for transport corporations with alternative learning 

procedures; 

– generalizing the results for solving other sustain-

able development problems;  

– implementing the theoretical results in practice. 
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Abstract. The academic performance of students at Bauman Moscow State Technical University 

and its correlation to their activity in the VKontakte social network are considered. Machine learn-

ing methods are used to identify distinct performance paths reflecting the dynamics of educational 

achievement. The subscription lists of students are analyzed to identify marker communities char-

acterizing the predominance of specific performance categories. Graph-theoretic clustering is 

applied to reveal structural groups of student interests. For each path, the stochastic vectors of 

interest shares across the community clusters are constructed and then used to identify the clusters 

having a statistically significant relation to particular performance paths. The results indicate a 

correlation between the digital behavior and academic outcomes of students, which contributes to 

the development of performance prediction models considering student interests in a social net-

work. 
 

Keywords: academic performance, VKontakte, machine learning, graph theory, performance prediction.  
 

 

 

INTRODUCTION  

Within the digitalization of the educational pro-

cess, the data generated by students on social networks 

are becoming an important source of information for 

analyzing their academic and social activity. The pos-

sibility of differentiating students by their academic 

performance level based on their activity on VKon-

takte (VK), a Russian online social media and social 

networking service, was earlier demonstrated in sever-

al research works [1]. The dependence of career 

achievements on participation in professional social 

networks was also investigated [2], and academic suc-

cess was considered to spread through friendly and 

educational links [3]. An inverted U-shaped relation-

ship between the intensity of social network use and 

academic performance was identified [4]. As also es-

tablished, mental health can act as a mediator in this 

relationship [5]. 

The vast majority of students have VK pages with 

a significant amount of information reflecting their 

interests and social links. Although social networks 

are rarely used to search for serious information and 

are more often launched “for leisure,” the long-term 

structure of subscriptions reflects the stable prefer-

ences and personal orientations of users. Therefore, 

their digital footprint can be associated with educa-

tional indicators and used as a reliable predictor of 

academic performance. This research is intended to 

identify the correlation between the academic perfor-

mance and behavior of students in the digital space 

using machine learning methods and graph theory. 

The topicality of this research is due to the need to 

develop effective tools for academic achievement 

monitoring and early identification of students at risk. 

Traditional performance assessment methods based on 

limited samples and surveys often neglect the multi-

faceted aspects of student behavior outside educational 

institutions. Analyzing digital footprints on social 

mailto:sycheslavovich@gmail.com
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networks provides a more complete picture of students 

with their interests, social links, and even the interests 

of their friends, supplementing the existing assessment 

methods. 

The aim of this research is to analyze the correla-

tion between the academic performance paths and dig-

ital interests of students. Its uniqueness lies in the use 

of an extensive database: among 76 000 students of 

the Bauman Moscow State Technical University in 

2014–2023, real VK pages were successfully matched 

for 48 000 students. The data include both academic 

performance indicators (end-of-semester examination 

grades) and information about subscriptions and 

friendships; therefore, a comprehensive digital portrait 

of each student can be created. Figure 1 shows an ex-

ample of a friendship graph based on VK data. 

The methodological foundation of this research in-

cludes clustering, standardization, and principal com-

ponent analysis (PCA) algorithms to identify typical 

academic performance paths, as well as graph theory 

methods to analyze community structures. The re-

search is based on VK data and university electronic 

records, anonymized after matching.  

1. DATA DESCRIPTION 

The analysis involves two main sources of infor-

mation. The first source is an academic database ob-

tained from the Electronic University system, covering 

end-of-semester examination grades for 2014–2023. 

For each student, grades for each semester are record-

ed, and the average grade for each of the four academ-

ic years can be calculated accordingly. The second 

source is VK data, collected using the VK API. For 

each user, the lists of community subscriptions and 

friendship information are extracted to analyze the 

interests and network environment of students. The 

profiles subscribed to university-related communities 

and all their friends were downloaded. A similar ap-

proach to data mining was used in [6]. 

The matching of academic data with VK profiles 

was carried out iteratively. At the first stage, the 

“core” of students with a high data fit degree was 

formed, where the comparison was carried out via the 

strict matching of full names and dates of birth, sup-

plemented by the Levenshtein distance [7] calculated 

for non-matching name forms. 

 
 

 
 

 
Fig. 1. The author’s friendship graph based on VK links as an example (large clusters are labeled). 
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At the second stage, additional profiles were iden-

tified using friendship information: if a candidate 

matched only the basic parameters (e.g., name and 

year of birth) but was associated with the identified 

students from a particular study group, he/she was as-

signed to the same group with high probability. This 

process was based on the well-known principle: “tell 
me who your friends are, and I’ll tell you who you 
are” (friendships as an additional marker of reliabil-

ity). Following this approach, we managed to include 

students without enough initial matches for unambig-

uous identification. 

The iterative repetition of the process (a core of 

5000 students obtained at the first iteration, about 22 

000 at the second, and 46 000 at the third) is based on 

the principle that the more friend profiles have already 

been confirmed for a student, the higher the probabil-

ity of correctly matching his/her profile with academic 

data will be. For example, in cases where many users 

have the same name and the same birth date, an addi-

tional feature in the form of friendships with students 

with confirmed profiles significantly increases the re-

liability of identification. This approach considerably 

enlarges the sample and ensures its high representa-

tiveness. After the matching procedure, the data were 

anonymized and used for analysis only in this form. 

Similar methods for the extended matching of digital 

footprints with educational data demonstrated high 

effectiveness when investigating the academic perfor-

mance of high school and college students [8, 9]. 

 

2. ACADEMIC PERFORMANCE ANALYSIS  

To analyze academic performance paths, we se-

lected students who had successfully completed four 

bachelor’s or specialist program years without aca-

demic debt; the corresponding sample contains 15 495 

males and 6285 females. A cluster approach to the 

segmentation of academic outcomes was earlier ap-

plied to assess the relationship between time spent on 

social networks and the grades of students specialized 

in biology [10] and analyze the use of social media on 

mobile devices in an international sample [11], con-

firming its suitability for identifying latent academic 

performance paths. For each student i , we calculated 

the average year grade vector 

4

,1 ,2 ,3 ,4( , , , )i i i i ix x x x x  , 

where 
,i cx  denotes the average grade for academic 

year c (c = 1, 2, 3, 4). Next, the matrix 4N
X R

  was 

standardized as follows: 

,

, ,
i c c

i c

c

x
z





 

where μ c
 and σc

 stand for the sample mean and 

standard deviation for academic year c , respectively. 

We employed the k-means algorithm to partition 

students by academic performance paths. The optimal 

number k  of clusters was selected based on the sil-

houette score, a measure of intra-cluster compactness 

(tightness) and inter-cluster separation proposed by P. 

Rousseeuw [12]. The maximum value of this measure 

(about 0.43) was achieved at 2k   , but this partition 

does not reflect the diversity of academic performance 

paths. Increasing k  from 6 to 16 stabilized the silhou-

ette score in the range of 0.21–0.27, indicating moder-

ate but stable clustering quality. 

To confirm the optimal number of clusters, we ap-

plied the Gap Statistic method proposed by R. Tibshi-

rani et al. [13]. This method allows comparing the 

clustering quality of the original data with that of ran-

domly generated data with the uniform distribution in 

the same range. The higher the value Gap(k) of this 

statistic is, the more distinct structure the data will 

have. (In other words, the clusters identified will be 

more significant than random ones.) For 6k   and 

8k  , the values of Gap(k) were close: 

0.994 0.006 and 0.911 0.003  , respectively. The 

slight decrease in the gap statistic value when passing 

from six to eight clusters is within the standard error, 

forming the so-called “plateau.” This indicates that the 

detail of the clusters does not significantly deteriorate 

when increasing their number from six to eight. 

Thus, despite the moderate values of the quality 

metrics, the choice of 8k   is a reasonable trade-off 

between the statistical stability of the results and the 

sufficient detail of academic performance paths for the 

subsequent analysis of their correlation with the digital 

interests of students. 

After the partition, each student was assigned a 

cluster number, in ascending order of the overall aver-

age academic performance (the simple arithmetic 

mean of all grades for eight semesters, see Table 1). 

Note the decreasing trend in the proportion of males 
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when passing from clusters with low academic per-

formance to those with high academic performance.  

The academic performance paths are shown in 

Figs. 2 and 3. 

The final partition is characterized by the follow-

ing paths:  

– Path 0. Stably low academic performance. 

– Path 1. Low grades in the initial academic years, 

followed by an improvement. 

– Path 2. Initially good outcomes, followed by a 

decline. 

– Path 3. Low academic performance with notice-

able growth. 

– Path 4. Stably good grades with a slight dip. 

– Path 5. Moderate grades transitioning to stably 

good outcomes. 

 
Table 1 

Statistics by path clusters 

Cluster 
The number 

of students 

Average 

grade 

The share  

of males, % 

0 1910 3.48 90.0 

1 2510 3.81 85.7 

2 2120 3.92 82.8 

3 2870 4.19 76.7 

4 1950 4.21 71.6 

5 2200 4.43 69.7 

6 3500 4.57 52.9 

7 4720 4.86 56.5 

 
 

 

 

                                             (a)                                                                             (b)     

 

                                            (c)                                                                              (d) 

 
Fig. 2. Path clusters: (a) cluster 0, (b) cluster 1, (c) cluster 2, and (d) cluster 3.  
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                                             (a)                                                                            (b) 
                   

 

                                            (c)                                                                             (d) 
 

 
Fig. 3. Path clusters: (a) cluster 4, (b) cluster 5, (c) cluster 6, and (d) cluster 7. 

 
For clarity, each cluster is represented by diagrams 

showing the proportions of students in different aca-

demic performance categories
1
: red, blue, and green 

bars indicate the shares of mediocre ( 3.9)g  , good 

(3.9 4.5),g   and excellent ( 4.5)g  students, re-

spectively, where g  is the student’s average grade 

(the arithmetic mean of all his/her end-of-semester 

grades). These diagrams allow assessing the distribu-

tion of academic performance levels of different stu-

dents across academic years in each path. 

                                                           
1 In Russian higher education, the five-grade system is used:  

1––“fail,” 2––“unsatisfactory,” 3––“satisfactory,” 4––“good,” and 
5––“excellent.” In the Western grade system, they are equivalent 
to F, D, C, B, and A, respectively. 

For additional visualization of the clustering re-

sults, we employed the principal component analysis 

(PCA) method. In Fig. 4, the points corresponding to 

students are displayed on the plane, with the horizontal 

axis reflecting the overall academic performance and 

the vertical one the dynamics of changes. The cross 

indicates the center of mass of the set.  

The repeated runs of the k-means algorithm con-

firmed the stability of the resulting partition, and the 

visualization results demonstrate the separation of 

clusters, despite the partial overlap of their boundaries 

in the 2D projection. This structure provides a reliable 

foundation for further analysis of the correlation be-

tween the digital interests and academic performance 

of students since the average values of the paths well 

describe the main differences between the path clus-

ters. 
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Fig. 4. Student clusters based on academic performance: PCA results. 

 

3. THE GRAPH MODEL OF VK COMMUNITIES AND ITS 

ROLE IN ACADEMIC PERFORMANCE PATH ANALYSIS 

3.1. Initial Data 

As the initial data, we took all VK public pages 

(also called communities or groups) with at least 50 

students subscribed; the resulting corpus contains ap-

proximately 4500 communities. The approach of using 

community subscriptions as academic success features 

has recently proven itself in the identification of the 

best students by NLP algorithms [14]. Before proceed-

ing to theoretical graph analysis, we checked each 

community for correlation with academic performance 

paths using single-factor analysis of variance (ANO-

VA): for 760 communities, the differences between 

the paths were significant at 0.05p  ; for 350, at 

0.01p  .  

Let ( , , )G V E W  be an undirected graph where 

V  denotes the set of communities and an edge 

1 2( , ) Ec c   exists if there is at least one common sub-

scriber. The strength of a link between communities 

was estimated using the weighted Jaccard coefficient, 

first proposed for assessing the similarity of floral 

compositions [15]: 

1 2

1 2

1 2( , ) ln 1
c c

c c

S S
w c

S S
c

 
   
 
 




, 

where 
icS  is the set of students subscribed to commu-

nity 
ic . Taking the logarithm allows smoothing out 

extreme values of the coefficient when the communi-

ties overlap greatly or, conversely, are almost disjoint. 

To detect communities, we applied the Louvain al-

gorithm [16], which maximizes graph modularity. A 

single run on the entire graph with resolution = 1 pro-

duces several abnormally large clusters and many 

small clusters, so we employed a step-by-step ap-

proach. First, the entire graph was clustered at a low 

resolution value; then the overly large groups were 

recursively re-partitioned using the same method with 

resolution = 0.7. Additionally, 30% of the weakest 

links were eliminated, as their total number was very 

large. The iterative merging of the results provided a 

final partition into 21 clusters of comparable size. 

 

3.2. The Visualization and Interpretation of Clusters 

The final structure of the community graph is 

shown in Fig. 5: the complete graph with 21 clusters 

(on  the  left)  and  cluster  10  in  detail  (on  the  right),  
 

 

 
 

 

Fig. 5. The visualization of the VK community graph.  
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Table 2 

The characteristics of VK community clusters based on clustering results 

Cluster The description of communities 3/4/5 

0 Large communities with universal entertainment content, covering a wide audience  41/32/27 

1 Communities focused on humorous content, including memes related to e-sports and video games 

(CS2, PUBG)  

42/33/25 

2 Highly popular communities with memes targeted at a mass audience  42/31/27 

3 Communities devoted to sports broadcasts and e-sports (soccer, UFC, Dota2)  46/32/22 

4 Entertainment communities with simple and widespread memes  42/33/25 

5 Communities with original, unique, or niche memes  46/34/20 

6 Entertainment communities with repetitive trite memes  46/33/21 

7 Communities spreading post-ironic memes targeted at a specific audience  40/35/25 

8 Humorous communities focused on distributing video content 46/34/20 

9 Communities representing post-irony and absurd humor  42/34/23 

10 Communities related to educational and scientific topics: programming, internships, research  27/34/39 

11 Student communities, including faculty public pages and groups like “Eavesdrop”  32/35/33 

12 Communities focused on student life, including events and activities  27/35/37 

13 Communities with friendly memes, often focused on pets (especially cats)  32/34/34 

14 Communities devoted to aesthetics, fitness, nutrition, and self-care, primarily targeted at a female audi-

ence  

26/33/41 

15 Communities about fashion, the beauty industry, online stores, and female memes  25/34/41 

16 Communities related to self-development, literature, foreign language learning, and aesthetic concepts  30/33/37 

17 Foreign communities containing female memes and aesthetic content  29/34/38 

18 Communities devoted to informal fashion, clothing, and footwear trade  46/35/19 

19 Music communities focused on rap artists and the music industry  45/35/20 

20 Gaming communities (Dota2, e-sports), as well as groups related to the trade of used cars  46/34/20 
 

which includes mainly educational communities. The 

node colors correspond to the predominant academic 

performance level of subscribers, namely, red to me-

diocre, blue to good, and green to excellent students. 

This coding allows immediately assessing the homo-

geneity of the clusters in terms of academic perfor-

mance. 

Note that the path clusters (n = 8) reflect the dy-

namics of student academic performance changes over 

time, while the categories (mediocre, good, and excel-

lent) are calculated based on the individual average 

grade for the entire study period and are introduced 

separately for a clear interpretation of the academic 

performance level in each community. They serve as 

an additional “projection” of the data.  

The description of all clusters and the distribution 

of students by their academic performance categories 

are given in Table 2 (based on the author’s subjective 

generalizations). 

4. THE CORRELATION BETWEEN THE DIGITAL 

INTERESTS AND ACADEMIC PERFORMANCE PATHS OF 

STUDENTS 

4.1. The Formalization of Interests and Calculation  

of the Log-Odds Ratio 

For each student i , we constructed the stochastic 

interest vector 

 ,0 ,1 ,20, , ,i i i ip p p p   

with  equal  weights  for  all  clusters  (i.e., , 1),i k

k

p   
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where 
,i kp  is the ratio of subscriptions of student i  in 

cluster k  to all his/her subscriptions in total. This vec-

tor reflects the degree of concentration of the student’s 

interests on particular community clusters.  

To identify distinctions in the digital interests of 

students from different academic performance paths, 

we used a sample of students with known subscription 

data: after filtering, 4500 males and 1900 females re-

mained. The log-odds ratio [17] was selected for the 

assessment, measuring the deviation of the share of 

subscriptions to cluster k in academic performance 

path t from the global average: 

k,g,

,

, k,g

log _ odds ln ln .
1 1

k t

k t

k t

pp

p p

  
           

 

In this formula:  

,k tp  is the trimmed mean share of subscriptions to 

cluster k among students in path t. First, for each stu-

dent i from path t, the ratio of his/her subscriptions in 

cluster k to all his/her subscriptions is calculated. 

Then, the trimmed mean is taken from the ratios ob-

tained for all students in path t; 

,gkp  is the global trimmed mean share of subscrip-

tions to cluster k across the entire sample of students. 

First, for each student, the ratio of his/her subscrip-

tions in cluster k to all his/her subscriptions is calcu-

lated. Then, the trimmed mean is taken from all these 

ratios. 

To reduce distortion due to atypically low or high 

individual values, we calculated the average shares for 

each cluster using trimmed mean: the 10% lowest and 

highest share values were excluded from the analysis. 

This approach yielded more reliable and informative 

estimates robust to outliers.  

Positive values of log_odds  indicate increased in-

terest in the cluster among students of a particular aca-

demic performance path, while negative values indi-

cate a lower share of subscriptions compared to the 

global average ,gkp  (i.e., “avoidance” of this cluster). 

Here are some illustrative examples of this metric:  

 log _odds 0.5  means that the odds of encoun-

tering subscriptions to this cluster among students of a 

given academic performance path are approximately 

65% higher than the overall level since 0.5 1.65.e   

 log_odds 1   means that the chances of en-

countering subscriptions to this cluster among students 

of a given academic performance path are approxi-

mately 1 0.37e
  , i.e., 1/ 0.37 2.7  times lower than 

the average. 

In further analysis, we calculated log_odds sepa-

rately for males and females. The reasons are as fol-

lows: 

 The gender composition of paths is irregular. 

In path cluster 0, males account for about 90%; in path 

cluster 7, only about 57%. During aggregation, this 

irregularity distorts the global averages ,gkp  and, ac-

cordingly, the logarithmic coefficients. 

 Subscriptions have gender specifics. Some 

communities (clusters 14–17) are targeted at a female 

audience; their “avoidance” by males is not informa-

tive for academic performance conclusions but in-

creases the variance in the overall sample. 

Figure 6 shows the heat map of log_odds  values 

for the male sample, revealing marked differences in 

the interests of such students depending on their aca-

demic performance path. The percentage of subscrip-

tions to a given cluster among students of a given aca-

demic performance path is indicated below the corre-

sponding log_odds value.  

Here are some observations: 

 Paths 0–2 (low and declining academic perfor-

mance). These paths demonstrate a strong bias to-

wards entertainment clusters 0–6 (log_odds ≈ 0.18–
0.51) and a moderate bias towards street fashion and 

rap communities. Also, there is an avoidance of educa-

tional cluster 10 and university communities 11–12 

(log_odds up to −0.41). 

 Path 7 (stably excellent students). The picture is 

mirrored: negative coefficients for entertainment con-

tent and a noticeable jump in interest in clusters 10–12 

(education and university communities). 

Figure 7 shows a similar heat map for the female 

sample. 

Similar conclusions can be drawn for female stu-

dents from low academic performance paths: high in-

terest in entertainment clusters and avoidance of edu-

cational ones. However, for the best paths (6 and 7), a 

more uniform distribution of interests is observed. De-

spite the general obviousness of the conclusions (en-

tertainment prevails among weak students whereas 

education among strong ones), there are individual 

preferences within each path. These distinctions in 

digital interests can be used to build a predictive aca-

demic performance model. 
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Fig. 6. The heat map of log_odds values for the male sample.  

 
 

 
 

 
Fig. 7. The heat map of log_odds values for the female sample.  

 

4.2. Testing the Hypothesis on the Independence of 

Academic Performance Paths from Digital Interests 

To formally test the hypothesis on the statistical 

correlation between the academic performance and 

digital interests of students, we carried out a contin-

gency table analysis using Pearson’s χ² test, separately 

for the male and female samples (Table 3). The global 

χ² test confirmed the existence of a statistically signifi-
cant correlation between belonging to a particular aca-

demic performance path and the subscription profile, 

among both male and female students.  
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The distinctions are illustrated in detail in Fig. 8. 

More specifically, Fig. 8a and 8b present the partial χ² 
test statistic for each of the 21 interest clusters; the χ²-
significant distinctions (α = 0.05) are set off in red 

whereas the insignificant ones in gray. 

Clearly, correlations with academic performance 

paths became significant in 10 clusters for males and 

15 for females. Figures 8c and 8d show estimates of 

the effect η², where the dotted lines indicate the 
thresholds of 0.01 (small effect), 0.06 (medium), and 

0.14 (large) [18]. Most of the significant clusters 

demonstrate ²  0.3,   and especially among females, 

about half of the clusters exceed 0.5 (high practical 

significance of the distinctions revealed). The strong-

est correlation with academic performance is observed 

in clusters of educational and student communities 

(numbers 10–12), as well as entertainment and fash-

ion/music communities (numbers 18–19). This logi-

cally fits the subscription patterns observed previous-

ly. The data obtained clearly reject the null hypothesis 

on the independence of academic performance paths 

from digital interests, confirming that students’ digital 

preferences are representative and substantively relat-

ed to their academic performance indicators. 

 

Table 3 

The global χ² test of the independence of academic performance paths from digital interests  

Gender Sample, students χ² test statistic 
The number  

of degrees of freedom 
p-value 

The critical χ² test value  

(α = 0.05) 
Males ~ 4500 557.6 

140 
1e-51 

168.613 Females ~ 1900 755.8 1e-85 

 
 

 
                                            (a) 

    

                                            (b) 
 

         
                                           (c) 

  

                             
                                           (d) 

 
Fig. 8. Partial indicators of the relationship between the clusters of digital interests and academic performance paths: (a), (b) χ² statistic (red color –  p < 

0.05; dotted line – critical χ² test value) and (c), (d) estimates of the effect η² (dotted lines – thresholds). Bar charts (a) and (c) correspond to males whereas bar 

charts (b) and (d) to females.   
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CONCLUSIONS 

In this research, we have established a statistical 

correlation between the topics of subscriptions of stu-

dents at Bauman Moscow State Technical University 

on the VKontakte social network and their academic 

performance. According to the results, the digital foot-

print formed through interests and online activity can 

be a significant predictor of educational paths and, 

possibly, other offline indicators. A formal test of the 

hypothesis using Pearson’s χ² test has shown high sta-

tistical significance ( 0.001)p  of the identified corre-

lations for both gender samples, and an analysis of the 

effect has confirmed the practical significance of the 

distinctions revealed. 

Studies by other researchers also indicate a rela-

tionship between social media activity and academic 

performance, but most of them are limited to small 

samples and assessments of time spent on social me-

dia. 

In the future, we plan to expand the analysis by 

adding the network structure of student friendships in 

order to build an integrated model for predicting aca-

demic performance based on both individual digital 

interests and their structural position in the student 

network (centrality measures, community member-

ship, and broker roles). This approach will enable the 

more accurate diagnosis of academic risks and the 

formation of personalized recommendations for aca-

demic support, from course selection and consulting to 

inclusion in relevant educational communities.  
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Abstract. This paper considers the application of subdefinite (SD) models, a variation of con-

straint programming, to the localization problem of a mobile robot. A complex technology with 

semantic maps and point cloud maps is proposed. The technology is intended to accelerate and 

increase the accuracy of global localization in large, symmetric, and periodic environments. The 

conventional localization approach is based on data from rangefinders generating point clouds; 

the idea proposed instead is, first, to match the objects observed by the robot to those on the se-

mantic map (recognize the scene), and then apply SD computations to perform localization via 

visual landmarks. SD computations are used to determine interval constraints on the robot’s posi-

tions, represented by several sets for each hypothesis obtained during the scene recognition. With-

in the interval constraints, the robot is localized using rangefinder data based on a particle filter 

initialized within these constraints. According to the experiments conducted on the open KITTI-

360 dataset, localization based on SD computations can reduce the search space to 0.2% of the 

original map size. The complex technology shows a significant advantage compared to approach-

es involving point clouds or visual landmarks only, especially in scenarios with multiple hypothe-

ses about the matches of observed objects and those on the semantic map. 
 
Keywords: global localization, subdefinite models, constraint programming, scene recognition, semantic 

maps, mobile robot.  
 

 

 

Localization is crucial in modern mobile robotics 

since the vast majority of robot control approaches are 

based on the current position knowledge. When it is 

difficult to use satellite navigation (e.g., in urban or 

indoor environments), one applies localization meth-

ods building a 3D map in the form of a point cloud. 

The popularity of this approach is determined, among 

other things, by its versatility: there is no need to place 

additional labels (devices) in the robot’s environment 

to aid localization. Such a detailed map can also be 

used in navigation, as it contains information about 

obstacles. It can be built by means of common sensors 

such as scanning laser rangefinders and depth camer-

as. The modern development of SLAM (Simultaneous 
Localization and Mapping) methods [1] allows build-

ing quite accurate maps of large areas, but the follow-

ing global localization problem arises when using such 

maps further: it is necessary to determine the robot’s 

starting position without knowledge of any initial con-

ditions. This problem is solved during robot initializa-

tion (the start of operation) and also when the robot 

gets lost (its position differs from the expected one) 

due to errors during localization or, e.g., was moved 

by third parties. All these situations prevent the use of 

available data on the robot’s previous position and 

displacement for localization. Finding the robot’s posi-

tion in the entire space (usually limited by the map 

size) becomes more difficult as the map size increases, 

as noted in the review [2] of the corresponding ap-

proaches. Besides the high volume of necessary com-

putations, the additional problem is that the above ur-

ban and indoor environments often contain domains 

with quite similar geometry, especially in typical 

buildings. Such “periodicity” and “symmetry” of the 

environment lead to the so-called local minima on the 

map, in which the robot can erroneously globally lo-

calize itself. And the number of such local minima 

grows with the map size. 
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Researchers tackle this problem from different 

standpoints. One R&D direction involves only point 

clouds, and the task is to construct qualitative de-

scriptors associated with point clouds in order to iden-

tify and compare geometric and other features of their 

elements, including semantic ones. Generally speak-

ing, this approach includes three main stages: de-

scriptor extraction, descriptor matching, and position 

refinement. Among descriptor extraction methods, we 

mention FPFH (Fast Point Feature Histograms) [3], 

NDT (Normal Distribution Transform) [4], NeRF 

(Neural Radiance Fields) [5], Minkloc3d [6], and oth-

ers [7]. Different approaches are used for descriptor 

matching: RANSAC (RANdom SAmple Consensus) 

[8], graph-based approaches [9], optimization algo-

rithms [10], and learning approaches [11] are wide-

spread. ICP (Iterative Closest Point) [12] and its ex-

tensions (for example, see [13]) are used to further 

refine the robot’s position. Also note probabilistic ap-

proaches, such as the histogram filter or particle filter 

[14], applied to point clouds [15]. However, these de-

scriptors are primarily based on the geometric features 

of the mutual arrangement of the points, and the prob-

lem of local minima due to the periodicity and sym-

metry of the spaces cannot be eliminated accordingly. 

Despite that the descriptors narrows the search space, 

they remain at the point cloud level and, to some ex-

tent, are associated with the above problems, so other 

approaches pass to a “higher” map representation lev-

el, which will be discussed later. 

Similar to descriptor construction, Place Recogni-

tion [16] encodes the entire environment of a robot as 

a vector of numbers. Usually, neural network models 

are applied for this purpose; they are trained so that 

the same environment, taken from different angles, at 

different times of day, etc., produces vectors close to 

each other. Such models often have multimodal input 

and consider point clouds, “raw” images, and the se-

mantics of the scene. Thus, the map is provided with a 

set of “key frames” with encoding vectors, and locali-

zation is reduced to finding the frame best matching 

the robot’s current observation from a set of sensors. 

This approach is good in the sense of utilizing all 

available information about the environment, but it 

requires dense coverage of the space with key frames. 

A strong change in camera angle can also deteriorate 

the frame search for different compositions of the ro-

bot’s sensors. Such methods demonstrate the best per-

formance for sensor compositions with full view, but 

this is not possible or reasonable for all robots.  

This paper follows another R&D direction with the 

so-called semantic maps. On such maps, objects are 

assigned semantic labels (classes). Methods for obtain-

ing semantic maps in an automatic set are being ac-

tively developed [17, 18]. A set of same-class objects 

is extracted in the environment directly observed by a 

robot. Then it is necessary to recognize the scene, i.e., 

match the objects of the map to the objects in the envi-

ronment (scene). Matching at the object level allows 

narrowing the search space compared to searching in 

3D maps. Semantics gives additional “uniqueness” to 

scenes with monotonous geometry. Once a match is 

found, localization methods based on visual landmarks 

can be used. However, one problem of this direction is 

that such scene recognition methods generate a num-

ber of hypotheses about object matching. Therefore, it 

is required to perform localization for each hypothesis 

and evaluate the resulting quality of object matching. 

The direction with semantic maps has several ad-

vantages: the methods are less sensitive to changes in 

camera angle and allow for the manual editing of se-

mantic maps. The latter is an obvious benefit of the 

method because the environment may change over 

time and performing a complete mapping procedure 

often seems unreasonable.  

In view of the aforesaid, the aim of this research is 

to accelerate and increase the accuracy of global local-

ization of a mobile robot on point cloud maps. We 

choose the R&D direction involving point clouds 

jointly with semantic maps, which requires scene 

recognition. This paper focuses on the global localiza-

tion problem of a mobile robot based on scene recog-

nition results considering such features as high object 

positioning errors, object matching errors, and selec-

tion of the best result among a set of hypotheses. 

 

In modern works on localization using semantic 

maps addressing scene recognition, a prevalent meth-

od is an optimization-based approach for matching 

two sets of 3D points, known as SVD (Singular Value 
Decomposition) [19]. Localization by this method 

based on scene recognition results was performed in 

[20–22]. The approach minimizes the root-mean-

square (RMS) error of point positions between two 

sets, but requires exact element-by-element corre-

spondence of one set to another and neglects the posi-

tion errors in computations. In [23], the ICP approach 

(see above) was applied not to point clouds but to two 

sets of objects: on the map and on the scene. In several 

publications (for example, [24, 25]), robot localization 

was performed by the 2D-3D reprojection technology: 

the positions of flat objects in the image were matched 



 

 
 

 

 

 

 ●

to their 3D positions. This approach eliminates the 

need for the 3D localization of the scene objects in 

space and, therefore, partially offsets the errors of de-

termining this distance, which can be significant.  

A seemingly promising direction is to combine lo-

calization by point clouds with data obtained by scene 

recognition methods. An interesting approach was 

proposed in [26]: the separate 3D registration of point 

clouds of selected objects, followed by a refinement 

using ICP.  

At the same time, to the best of the author’s 
knowledge, search probabilistic approaches based on a 

histogram filter or a particle filter have not been ap-

plied in the literature to perform localization via visual 

landmarks in the setting under consideration. An ex-

planation is that these methods require restricting the 

search space, causing difficulties for the majority of 

the localization approaches discussed here: they output 

a point in space rather than a domain. Imposing inter-

val constraints on the robot’s position would settle this 

problem. The common approach of constraint pro-
gramming [27] yields such data. Its generalization in 

the form of subdefinite (SD) computations [28] was 

applied to perform localization via visual landmarks 

and use a histogram filter within the resulting con-

straints [29]. Below, this approach will be applied to 

robot localization based on a set of hypotheses using a 

particle filter (PF), which determines the robot’s posi-

tion from point clouds within the resulting constraints. 

 

The complex global localization technology pro-

posed in this paper is within the direction using se-

mantic maps. This technology requires both a map 

layer (in the form of a point cloud) and a semantic lay-

er (with marked positions of objects and some seman-

tic information about them). In addition to the two 

map layers, the input data are images and point clouds 

from the robot’s sensors. The complex technology al-

lows solving the localization problem in the following 

stages: 

1. recognizing and localizing all objects in the ro-

bot’s environment (forming the scene); 

2. recognizing the scene (matching the objects rec-

ognized to those on the semantic map and obtaining 

several hypotheses); 

3. applying the SD localization approach to these 

hypotheses (discarding contradictory hypotheses and 

determining interval constraints on the robot’s posi-

tion); 

4. determining the robot’s position by means of a 

PF in the resulting constraints for each hypothesis and 

calculating quality values; 

5. selecting the best solution with the highest quali-

ty value. 

The first stage is implemented either by the classi-

cal method for recognizing objects in images and fur-

ther localizing them using depth maps or point clouds 

[30], or by 3D recognition approaches [31].  

The second stage, including scene recognition, was 

described in detail in [32]. Graph theory algorithms 

were used therein to extract geometric features in the 

mutual arrangement of groups of objects. CLIP (Con-

trastive Language-Image Pre-training) [33], a founda-

tional visual-language model, was applied to consider 

the visual similarity of objects in addition to the se-

mantic label, as previously done by most researchers 

in the field of robot localization with semantic maps. 

According to the conclusions, the visual similarity cri-

terion of objects used jointly with the geometric fea-

ture criterion significantly improves the accuracy of 

scene recognition compared to methods involving only 

one of the criteria. However, several problems of 

working with objects, including high localization er-

rors, the presence of visually similar objects, errors of 

recognition systems, and the multiplicity of solutions, 

lead to many hypotheses at the output of such systems, 

and the correct solution does not always have the 

highest quality value.  

In the third stage, the SD localization approach––
the focus of this paper––is applied. The approach 

serves to perform robot localization via visual land-

marks: it imposes interval constraints on the robot’s 

positions and allows identifying possible input data 

inconsistencies due to the above features of scene 

recognition.  

In the fourth stage, the robot’s position is deter-

mined using a PF and a map layer (a point cloud). The 

rationale behind this approach is that a PF can be natu-

rally initialized in interval constraints derived from SD 

localization. In addition, a PF can handle a wide set of 

input data, and a quality value of any particle can be 

obtained for these data; in turn, the value represents a 

hypothesis about the robot’s position in the localiza-

tion problem.  

The fifth stage is to select the best solution for all 

hypotheses of the second stage (the one with the high-

est quality value).  

The flowchart of the complex global localization 

technology is shown in Fig. 1.  
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Fig. 1. The flowchart of the complex global localization technology. 

 
2.1. Localization via Landmarks Based on SD Models 

To apply SD computations, one has to describe the 

problem under consideration in the form of an SD 

model. Such a model represents the desired variables, 

their definitional domain, as well as interpretation and 

assignment functions to update them [28]. The desired 

variables––the robot’s position––are specified in the 

form of multi-intervals, i.e., a non-intersecting set of 

intervals in ascending order: 

* 1 1
low high low high
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low\high low high high low

, ,..., , ,
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where *a is some SD variable defined by a multi-

interval; ai
low and ai

high, 1, 1,i N   are lower and up-

per limits, respectively, of intervals forming a multi-

interval. Multi-intervals are a special case of SD vari-

ables, denoted by the left-hand superscript “*” 

throughout this paper.  

Originally, these multi-intervals are initialized with 

all available values. Then, the so-called interpretation 

functions are defined to reduce the uncertainty (i.e., 

narrow the limits of the multi-intervals): the new value 

calculated at each iteration is the intersection of the 

old one with that obtained by applying the interpreta-

tion function. The absence of intersection means that 

the input data contain inconsistencies and should be 

excluded from consideration. Interpretation functions 

are defined based on the following relationship be-

tween the robot’s position (*X, *Y, *θ), the position of 

the observed landmarks (Xl, Yl), and their measure-

ments, which include the distance rl and angle αl to the 

object: 
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where *Δrl and *Δαl are the measurement errors of rl 

and αl, respectively, expressed in intervals (they can be 

obtained from the RMS errors by the N sigma rule: 

*Δrl = [–Nσrl, Nσrl]. In formulas (1)–(5), some varia-

bles are represented as multi-intervals and are calcu-

lated using interval arithmetic [34]. For each observed 

landmark obtained during scene recognition, a differ-

ent set of the interpretation functions (1)–(5) is 

formed. The procedure of SD computations is reduced 

to the iterative application of functions to a set of SD 

variables. Once a function has been applied, it is re-

moved from the list of active functions; however, if an 

input variable for some assignment function outside 

the active list has been updated (its value has 

changed), this function will be returned to the list of 

active ones. The computational procedure continues 

until the list of active functions is empty. In practice, 

one may also limit the maximum number of iterations 

or set a desired accuracy for the resulting values of the 

variables.  

At the same time, several situations cannot be re-

solved by scene recognition methods. These include 

symmetry situations: algorithms on graphs are unable 

to distinguish the order of appearance of objects when 

increasing the angle to them, since the graph contains 

information only about the distance between two ob-

jects. This situation can be resolved at the level of SD 

models by introducing additional correctness checking 

functions. Based on the current constraints (*X, *Y, 

*θ), it is necessary to calculate the angles to the left-

most and rightmost objects in the scene and check the 

nonnegativity of their difference: 

**
rightleft

* *
left right

arctan arctan 0 ,
Y YY Y

X X X X

                 
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where the subscripts “left” and “right” indicate the 

leftmost and rightmost, respectively, landmarks by the 

angle. One should apply additional correctness check-

ing functions not to the full set (*X, *Y, *θ) but to the 

Cartesian product where each element is a tuple of 

three intervals for each variable. The tuples not satis-

fying condition (6) are excluded from the total set. 

The output is the values of the SD variables repre-

sented by the set of tuples of intervals. Such tuples 

describe the union of rectangular domains (with sides 

parallel to the x- and y-axes, sometimes referred to as 

bounding rectangles [34]) specifying an angle con-

straint. However, the answer in this form may be 

somewhat redundant and contain unnecessary values 

(Fig. 2a). 

 
 

 
 

(a) 
 

 
 

(b) 

 
Fig. 2. Exhaustive estimation: (a) the redundant estimation of the robot’s 

location bounded by blue dash-and-dot lines, where *X is the input SD 

variable and *Y is the calculated one; (b) the exhaustive estimation of its 

location by splitting the input variable.  

 

For such situations, exhaustive estimation algo-

rithms are used in interval analysis [34]: the intervals 

exceeding a given constraint are iteratively split, and 

the computational procedure is reapplied to the result. 

Figure 2b shows an example of such splitting after the 

first iteration of the algorithm on the variable *X and 

the computation of the new values of *Y1 and *Y2. 

Thus, the general global localization algorithm based 

on SD computations (SD localization algorithm) can 

be represented as the following pseudocode. 
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Global SD localization algorithm via visual landmarks 

1. 

 

2. 

3. 

4. 

5. 

6. 

7. 

8. 

9. 

10. 

11. 

12. 

13. 

14. 

15. 

16. 

17. 

18. 

19. 

20. 

21. 

22. 

23. 

24. 

25. 

26. 

27. 

28. 

29. 

30. 

31. 

Algorithm sdm_global_localization({<Xl, Yl, rl, αl, σr, σα>}, Nσ, 
xy_lim): 

   -- Xl, Yl – the positions of objects on the map 
   -- rl, αl – the measurements of objects in the scene 
   -- σr, σα – the measurement errors of objects 
   -- Nσ – the factor to convert the errors into intervals 
   -- xy_lim – the limit size of intervals for x and y 
   V = ∅ 

   *X = *Y = [[-∞, ∞]] 
   *θ = [[-π, π]] 
   R = init_R({<Xl, Yl, rl, αl, σr, σα>}, Nσ) -- (1)-(5) 
   Status, *X, *Y, *θ = sdm_process(*X, *Y, *θ, R) 
   if !Status 

      return V 

   C = init_C({<Xl, Yl, rl, αl, σr, σα>}, Nσ) -- (6) 
   function process_leaf(*x, *y, *γ) 
      Status,*x, *y, *γ = sdm_process(*x, *y, *γ, R) 
      if Status 

         if |*x| > xy_lim: 

            *x1, *x2 = divide(*x) 

            process_leaf(*x1, *y, *γ) 
            process_leaf(*x2, *y, *γ) 
         elif |*y| > xy_lim: 

            *y1, *y2 = divide(*y) 

            process_leaf(*x, *y1, *γ) 
            process_leaf(*x, *y2, *γ) 
         else 

            add (*x, *y, *γ) to V 
   for (*x, *y, *γ) in *X×*Y×*θ do 
      if C(*x, *y, *γ) then 
         process_leaf(*x, *y, *γ) 
   return V 

The sdm_global_localization algorithm takes as 

input a set of landmark positions and their measure-

ments, the factor Nσ to convert the RMS errors into 

intervals, and the limit xy_lim for the intervals. The 

init_R auxiliary function initializes the parameters of 

the assignment function (1)–(5) based on landmark 

data. The sdm_process function computes the SD var-

iables as described above (also, see [28]) and returns 

the status (success or failure) and the updated values 

of the SD variables. The init_C function initializes the 

parameters of the additional correctness checking 

functions (6). The divide function splits an interval 

into two parts at its center, and the algorithm returns a 

set of interval tuples that do not exceed the limit 

xy_lim in the x- and y-axis and have passed all addi-

tional checks.  

2.2 Localization Using a Particle Filter  

within the Constraints 

The constraints yielded by the 

sdm_global_localization algorithm describe a domain 

where the robot can be located. With these constraints 

available, one can carry out a search using a PF. Each 

particle in this context is a hypothesis about the ro-

bot’s position. It is required to initialize the initial dis-

tribution within the constraints uniformly. For the op-

eration of the PF, it is necessary to evaluate the quality 

of each particle. The idea is to use dense map data in 

the form of a point cloud and a point cloud obtained 

from the robot. To compare the two point clouds, one 

should calculate the shortest distances between the 

points in the robot’s cloud and those in the map cloud. 
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The arithmetic mean of these distances will show the 

overlapping quality of the clouds. However, it is rec-

ommended to use a more “sensitive” estimate to ac-

celerate the convergence of the PF: 
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p d
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                        (7) 

where p is the desired particle estimate; d is the mean 

of the shortest distances; finally, σ is the desired sensi-

tivity threshold. At each iteration of the PF operation, 

the weights of all particles are calculated by transfer-

ring the point cloud from the robot to the particle co-

ordinates and calculating the estimate (7). Next, a 

resampling procedure is applied to discard low-weight 

particles and multiply high-weight ones; the probabil-

ity with which a particle will fall into the new sample 

is proportional to its weight. Because some particles

are represented in multiple instances in the resampling 

process, it makes sense to add some random noise to 

each particle at the beginning of each iteration in order 

to separate the same hypotheses and cover the search 

space more densely. The procedure consisting of the 

above steps can be performed either for a fixed num-

ber of iterations or until reaching target values of some 

criteria, e.g., the mean weight of the particles, the val-

ues of the covariance matrix constructed from the par-

ticle distribution, etc. There are different practices to 

select the desired position: the weighted average of all 

particles, the particle with the maximum weight, and 

initial clustering of particles with the subsequent ap-

plication of the above methods to local clusters. Once 

the desired robot’s position is computed, its quality 

can be evaluated using the same metric (7). The global 

localization algorithm using a PF is as follows.  

 
Global localization algorithm via point clouds using a particle filter within constraints 

1. 

2. 

3. 

4. 

5. 
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7. 
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9. 
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15. 

16. 
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19. 

20. 
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25. 
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27. 
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29. 

Algorithm pf_global_localization(V, σ, N, iter, Δ, PCDmap, PCDrobot): 
   -- V – constraints on the robot’s position 
   -- σ – sensitivity  
   -- N – the number of particles 
   -- iter – the number of iterations 
   -- Δ – noise parameters 
   -- PCDmap – map point cloud 
   -- PCDrobot – robot’s point cloud 
   P = ∅ 

   for n in N do 

      v = sample_element(V) 

      p = sample_particle(v) 

      add p to P 

   for i in iter do 

      W = ∅ 

      P’ = ∅ 

      for p in P do 

         p = random_shift(p, Δ) 
         add p to P’ 
         PCD = transform_cloud(PCDrobot, p) 

         d = get_mean_p2p(PCD, PCDmap) 

         w = get_w(d, σ) -- (7) 
         add w to W 

      P = resampling(P’, W) 
   posefinal = get_pose(P, W) 

   PCDfinal = transform_cloud(PCDrobot, posefinal) 

   dfinal = get_mean_p2p(PCDfinal, PCDmap) 

   wfinal = get_w(dfinal, σ) -- (7) 
   return posefinal, wfinal 
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The pf_global_localization algorithm takes as in-

put a set of constraints yielded by the 

sdm_global_localization algorithm, a series of pa-

rameter values, and point clouds from the robot and 

map. The sample_element function randomly selects 

one of the interval tuples in proportion to the total do-

main size (the product of the sizes of all intervals). 

The sample_particle function equiprobably generates 

a particle including the position on the x- and y-axis 
and the angle so that all values will belong to the se-

lected intervals. The random_shift function adds ran-

dom white noise with the specified parameters to the 

particles. The transform_cloud function performs a 

geometric transfer of the point cloud to the particle’s 
coordinates. The get_mean_p2p function computes 

the shortest distances between the points of the first 

and second clouds. The get_w function computes the 

particle weight by formula (7). The resampling func-

tion resamples the particles, and the get_pose function 

computes the robot’s position in one of the above 

ways (e.g., by taking the weighted average, by multi-

plying the particle matrix by a weight vector). The 

algorithm returns the robot’s position and the weight 

of this position as a quality criterion. 

Thus, the sdm_global_localization and 

pf_global_localization algorithms are sequentially 

applied to each hypothesis selected for matching scene 

objects to map objects; in the resulting set of solutions 

with calculated quality criteria, the best one is chosen 

in terms of the introduced metric. 

 

The complex technology was experimentally stud-

ied on KITTI-360 [35], an adapted open dataset, for 

the scene recognition task proposed in [32]. The pre-

pared data
1
 contain descriptions of semantic maps and 

scenes in the form of object sets with an indication of 

matches between these sets. As input data for the 

sdm_global_localization algorithm, we chose the re-

sults of the scene recognition method based on the 

search of isomorphic subgraph sig_lite_clip [32], 

which showed the best results in terms of the metric of 

finding a completely correct answer. The answer for 

the scene recognition task is a match between ob-

served objects and objects on the map; this match is 

used to form a localization task based on landmark 

data. Nevertheless, a significant part of the answers 

did not contain the correct answer (when all objects 

                                                           
1 URL: https://github.com/MoscowskyAnton/scene_recognition_ 

kitti_360  

are matched correctly) in the first place in the list of 

hypotheses ordered by the certainty factor (a quality 

value of scene recognition results). To test the effec-

tiveness of the technology in dealing with such input 

data, the ten answers with the maximum certainty fac-

tors were selected for each input scene.  

The selected scenes were divided into several 

groups: super_true, has_true, and wrong. The su-
per_true group corresponds to those scene recognition 

results in which the correct answer of matching scene 

objects to map objects is present and has the highest 

certainty factor among the selected ten answers. The 
has_true group contains the answers in which the cor-

rect answer is present, but the certainty factor is not 

the highest among the other hypotheses. The wrong 
group contains results without completely correct an-

swers. The size of the groups was correlated as 68%, 

27%, and 4% to the total number of scenes, and the 

remaining number was not processed by recognition 

methods. All experiments were carried out on a com-

puter with an AMD Ryzen7 2700X Eight-Core 

3.70GHz processor and 32GB RAM, without involv-

ing GPUs. 

For the ten hypotheses obtained, the SD localiza-

tion procedure (SDM, Subdefinite Models) with Nσ = 

4, in the variants with (xy_lim = 10 m) and without 

(xy_lim = ∞ m) additional interval splitting was per-

formed for each scene (see Fig. 2). The resulting inter-

val constraints on the robot’s position for all hypothe-

ses of the same scene were evaluated for interval accu-

racy and interval coverage (Table 1). The interval ac-

curacy was calculated by determining whether the true 

robot’s position, known from the dataset, belongs to 

the calculated interval constraints (the larger the value 

is, the better the result will be). The interval coverage 

reflects the reduction of the search space. It was eval-

uated by distributing a million particles (robot’s posi-

tions) uniformly over the entire map area, determining 

the number of particles belonging to any of the result-

ing constraint sets, and taking the ratio of the resulting 

number to the entire set (the smaller its value is, the 

better the result will be). 

According to Table 1, the wrong group (no com-

pletely correct answers) is far behind the other groups 

in interval accuracy. Also, there is an order-of-

magnitude difference in interval coverage for the vari-

ant of the algorithm with splitting, albeit with a small 

loss of interval accuracy, compared to the variant 

without splitting. However, an order-of-magnitude 

decrease in interval coverage causes an order-of-

magnitude increase in the running time of the algo-

rithm.  

https://github.com/MoscowskyAnton/scene_recognition_kitti_360
https://github.com/MoscowskyAnton/scene_recognition_kitti_360
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Table 1 

Testing results for the SD localization approach 

Method 

Interval accuracy, %, ↑ Interval coverage, %, ↓ |t|, s 

Group  Group  
All groups 

super_true has_true wrong super_true has_true wrong 

SDM with splitting 97.1 98 17.6 0.23 0.41 0.65 0.69 

SDM without splitting 99.8 100 37 3.22 4.44 0.37 0.03 

 

The proposed technique was compared with other 

global localization methods to evaluate the accuracy of 

determining the robot’s position. All approaches under 

study were implemented by the author or taken from 

open source libraries. The methods working with the 

scene recognition result received all ten variants for 

each scene as input and chose the best one by the qual-

ity value; for the best solution, the position and angle 

errors and the running time were calculated according-

ly. The errors were described by the mean (|.|) and the 

median (M). The running time of the scene recognition 

method was not considered; for the method and se-

quence selected, it was 41.55 ± 46.5 s [32] on the 

same computational hardware. Note that in the KITTI-

360 set, the point clouds for the map are presented not 

in a monolithic version but as several overlapping do-

mains (sub-maps); where possible, one of the sub-

maps best fitting the search space was selected. The 

following approaches were considered in the study: 

 RANSAC+ICP, a classical localization approach 

based on point clouds only, with the calculation of 

FPFH descriptors [3], searching for their matches us-

ing the RANSAC method [8], and further refinement 

using ICP [12]. This approach was chosen for consid-

eration because of the available open implementations. 

RANSAC matching was performed for each sub-map, 

and ICP refinement was performed for the position 

with the highest fitness value.  
 SVD, a localization method based on scene 

recognition data [19]. For different scene recognition 

results, the quality of the solution was determined by 

the average position error of each object between the 

scene and the map. 

 SVD+ICP, localization from scene recognition 

data using the SVD method and further position re-

finement using ICP via point clouds. The fitness pa-

rameter of the ICP method was taken as a quality val-

ue.  

 SDM+PF, the SD localization technology via 

landmarks (proposed in this paper) with the 

sdm_global_localization algorithm (Nσ = 4, xy_lim = 

10 m) and a PF used within the constraints by the 

pf_global_localization algorithm (N = 150; σ = 0.1; 

iter = 5; Δ = (0.5; 0.1)). The particle with the highest 

weight was selected as the solution; the weight also 

served as a criterion for selecting solutions for differ-

ent scene recognition results.  

 SDM+RANSAC+ICP, the RANSAC+ICP ap-

proach applied to a point cloud derived from the con-

straints calculated by the sdm_global_localization 

algorithm. The computed constraints were extended by 

the range of the rangefinder. The fitness value of the 

ICP method was also taken as a measure of solution 

evaluation. The variant of the SDM method without 

splitting (xy_lim = ∞) was used, and the other parame-

ters corresponded to those in SDM+PF.  

Additionally, the recall@k (R@k) metric, often en-

countered in global localization tasks, was calculated 

for the results. It shows the percentage of the answers 

falling within some certainty region for k answers. In 

the literature on global localization [36, 37], the cer-

tainty region is usually chosen to be 20 m: from a 

practical viewpoint, it is no longer important how 

much the error exceeds this value.  

Table 2 presents the numerical results of the meth-

ods obtained for the super_true group.  

According to the results in Table 2, the widespread 

SVD approach without reference to point clouds sig-

nificantly outperforms the other methods in almost all 

parameters. The matter is that the certainty factor used 

for normalizing answers in scene recognition methods 

ideologically coincides with the quality metric of the 

SVD method; therefore, for the super_true group, this 

method makes almost no mistake, selecting the hy-

pothesis with the highest certainty factor (actually, the 

correct one). This fact can also be observed when 

comparing SVD with its extension SVD+ICP, where 

the mean error increases significantly due to the ap-

pearance of scenes with a different hypothesis pre-

ferred, but the median error is reduced compared to 

SVD as ICP improves the robot’s position on the point 

cloud data in over 50% of the cases. Other methods 

using scene recognition results show a comparable 

median but a strongly higher mean due to incorrectly 

chosen hypotheses. (In some cases, they are at other 

ends of the map, thereby significantly affecting the 

mean.) The impact of errors “distant” from the correct 

answer is also indirectly confirmed by the superior 

R@k values for SDM+PF, since the R@k metric de-

scribes a threshold estimate. 



 

 
 

 

 
 

 ●

The results for the has_true group are of greater in-

terest within the study because they reflect the ability 

of different methods to find the correct answer in a set 

of similar hypotheses. Table 3 summarizes the numer-

ical results for this group. 

In Table 3, SVD (the best method of Table 2) has 

significant accuracy losses and shows poor perfor-

mance. The reason is that it neglects additional point 

cloud data, in contrast to the other methods. This fact 

confirms the importance of the complex approach pro-

posed above. However, additional correction using 

ICP significantly improves the accuracy and provides 

almost better results in all parameters and good time 

performance of the algorithm. Generally speaking, the 

values of the accuracy measures of the methods based 

on the results of scene recognition and position re-

finement via point clouds insignificantly differ from 

those for the super_true group (see Table 2). Hence, it 

is possible to find a solution among many similar hy-

potheses. The strong decrease in the R@1 value is due 

to the incorrect best answer in the has_true group; the 

decrease in the R@5 value is because the correct an-

swer may fall outside the top five solutions.  

The group of wrong solutions (without a complete-

ly correct answer) is also of interest in localization via 

visual landmarks: the problem statement contains 

knowingly false data. The numerical results are given 

in Table 4.  

According to the experimental results in Table 4, 

the lack of a correct answer from the scene recognition 

system has a negative impact on the results (all accu-

racy measures decrease significantly compared to Ta-

bles 2 and 3). Therefore, it is important to develop ro-

bust scene recognition methods. The SD localization 

approach based on correctness checking functions al-

lows discarding some hypotheses: on average, 17.5% 

of all processed hypotheses are discarded, and this 

value varies insignificantly within the groups under 

study (16.6, 20.1, and 18.5%, respectively).  

Figure 3 provides the values of recall@1 and re-
call@5 without division into groups. 

The proposed methods based on search space re-

duction (SDM+PF and SDM+RANSAC+ICP) show 

comparable results, in terms of accuracy, with the 

SVD-based approach, even excelling them in some 

cases   (see   Fig. 3).   Hence,   this   R&D   direction   is  

 
Table 2 

Experimental results for the super_true group of solutions 

Method |r|, m M(r), m |α|, rad M(α), rad |t|, s M(t), s R@1, % R@5, % 

RANSAC+ICP 233.3 190.1 0.71 0.12 4418.1 4171.5 37 - 

SVD 4.7 2.3 0.26 0.06 0.005 0.004 94.4 95.6 

SVD+ICP 39.5 1.6 0.29 0.06 18.6 17.7 94.9 96.1 

SDM+PF 83.7 2.1 0.39 0.06 95.1 97.1 98.4 99.3 

SDM+RANSAC+ICP 100.6 1.4 0.28 0.05 1009 976 69.4 83.7 

 

Table 3 

Experimental results for the has_true group of solutions 

Method |r| , m M(r), m |α|, rad M(α), rad |t|, s M(t), s R@1, % R@5, % 

RANSAC+ICP 207.5 158.9 1 0.46 4038.3 4002 27.7 – 

SVD 191.1 28.9 1.15 0.83 0.005 0.004 44.3 85.8 

SVD+ICP 38.4 2 0.35 0.04 19.6 19.6 44.5 85.9 

SDM+PF 80.4 1.5 0.29 0.05 94.8 95.6 62.2 63.9 

SDM+RANSAC+ ICP 71.5 6.7 0.22 0.03 911.2 878.3 61.5 84.6 

 

Table 4 

Experimental results for the wrong group of solutions 

Method |r|, m M(r), m |α|, rad M(α), rad |t|, s M(t), s R@1, % R@5, % 

RANSAC+ICP 289 262.3 0.87 0.06 4501 4255 33.3 – 

SVD 351 298.3 1.22 0.92 0.004 0.004 24.3 30.7 

SVD+ICP 206.7 95.2 1.13 0.86 17.8 17.2 24.5 30.7 

SDM+PF 203.4 150.8 1.34 1 79.1 83.4 25.7 25.7 

SDM+RANSAC+ICP 210.5 285.5 0.59 0.07 1076.6 1030.9 13.3 20 
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(a) 

 
(b) 

 
Fig. 3. The distributions and means of recall@k for different methods: (a) recall@1 and (b) recall@5.     

 
promising for solving global localization problems. 

The values of the operating parameters of the algo-

rithms used in this study are rather for orientation, 

since no software optimization issues arose during the 

implementation of the methods. The PF-based ap-

proach using the point-to-point distance for cloud 

comparison has a limitation: it performs well only near 

the correct answer and with small deviations in angle. 

Investigating and applying more sensitive metrics for 

comparing point clouds, including their color charac-

teristics, would potentially improve the result as well. 

Note separately that SDM+RANSAC+ICP has 

demonstrated both a significant increase in accuracy 

and a reduction in running time compared to the clas-

sical RANSAC+ICP approach. This finding suggests 

that the search space reduction technology based on 

SD localization can be used for other global localiza-

tion methods with point clouds.   

This paper has described a subdefinite (SD) locali-

zation approach as part of a complex global localiza-

tion technology for a robot on 3D maps equipped with 

a semantic layer. By recognizing and localizing the 

objects in the robot’s field of view, one can solve the 

scene recognition problem by matching them with the 

map objects. The SD localization approach is applied 

to the resulting data to determine constraints on the 

robot’s position, which in turn can be used to reduce 

the search area for a localization method based on 

rangefinder data.  

According to the experiments, the point cloud lo-

calization methods applied within the constraints ob-

tained by the complex technology significantly im-

prove the accuracy and time performance of the algo-

rithm compared to the basic global localization ap-

proach without semantics. The reduction of the search 

space to 0.2% of the map size confirms the applicabil-

ity of this technology for any localization methods 

based on rangefinder data. The experiments have also 

demonstrated that combining localization via land-

marks with localization via point clouds is effective 

when the correct scene recognition answer “hides” 
among several similar hypotheses. Thus, based on the 

experimental results, the aim of this research––
improving the quality of global localization––has been 

achieved. The quality of the algorithm has been im-

proved owing to SD computations, which are used 

within the integrated localization technology with se-

mantic maps.  

Further research will analyze and apply more sen-

sitive point cloud registration methods to increase the 

accuracy of robot positioning and hypothesis estima-

tion. In addition, it is reasonable to consider the pro-

posed approach jointly with Place Recognition to re-

duce the search space among the available key frames: 

they are often provided with a coordinate label, and 

the latter can be used to determine compliance with 

the constraints yielded by SD localization. Note that a 
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promising task is the multicriteria optimization of the 

parameters of the methods used, which requires signif-

icant computational resources. However, this task goes 

beyond the scope of the paper, as the parameters have 

been chosen empirically. 
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