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Abstract. This paper considers a system whose characteristic polynomial coefficients are linear 

combinations of the interval parameters of a plant forming a parametric polytope. A linear robust 

controller is parametrically designed to place a dominant pole of the system within the desired 

interval of the negative real semi-axis and ensure an aperiodic transient in the system. The para-

metric design procedure involves a low-order controller with dependent and free parameters: the 

former serve to place the dominant pole within the desired interval on the complex plane whereas 

the latter to shift the other poles to some localization regions beyond a given bound (to the left of 

the dominant pole to satisfy the pole dominance principle). To evaluate the dependent parameters 

of the controller, the originals of the interval bounds of the dominant pole are determined for the 

plant’s parametric polytope based on a corresponding theorem (see below). The free parameters 

of the controller are chosen using the robust vertex or edge D-partition method, depending on the 

boundary edge branches of the localization regions of the free poles. A numerical example of the 

parametric design procedure is provided: a PID controller is built to ensure an acceptable aperiod-

ic transient time in a load-lifting mechanism with interval values of cable length and load weight. 
 

Keywords: robust control, affine uncertainty, modal control, aperiodic transient.  
 

 

 

INTRODUCTION 

As is known, ensuring a given performance of an 

automatic control system (ACS) is possible based on 

the desired placement of its poles, implemented by the 

modal controller design using the characteristic poly-

nomial of the system. In such cases, the most frequent-

ly solved problem is to ensure an aperiodic transient of 

a given duration in the system. With aperiodic transi-

ents in the system, one decreases the amount of energy 

to bring the plant to the desired state as well as reduces 

the wear of the actuator. Let us consider known meth-

ods for solving this problem for systems with deter-

ministic parametric uncertainty [1–29]. It is logical to 

classify the design approaches described therein by the 

type of controller and the order of the plant. In particu-

lar, linear controllers with constant parameters [1–10], 

adaptive controllers [12–14], controllers based on 

fuzzy logic [15–17], and neural network controllers 

[18–20] were applied. In turn, linear plants of given 

orders or nonlinear plants with the linear part of a giv-

en order were considered in [4–10]; no constraints on 

the order of the plant or its linear part were imposed in 

the other works. A criterion for the aperiodicity of sys-

tems with interval parameters was given in [11]. 

According to the analysis of the publications cited 

above, an aperiodic transient is most often ensured 

using linear controllers of different structures whose 

order coincides with that of the plant or its linear part: 

common controllers in the classical or modified form 

and polynomial controllers. In such cases, it is possi-

ble to derive symbolic expressions for calculating the 

controller parameters [2, 4, 5, 8, 10]. The criterion 

presented in [11] verifies whether all poles of a system 

with interval parameters lie on the real axis. The de-

sired placement of all poles requires controllers whose 

order depends on the number of system poles. The 

implementation of full-order controllers is often com-
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mailto:saga@tpu.ru
mailto:ivh1@tpu.ru
mailto:avs127@tpu.ru


 

 
 

 

 

 

3 CONTROL SCIENCES  No. 4 ● 2024 

ANALYSIS AND DESIGN OF CONTROL SYSTEMS  
 

plicated due to the impossibility of directly measuring 

the derivatives of the output, which are necessary to 

form the control signal.  

In addition, there are known methods for designing 

linear low-order controllers, which have no constraints 

on the order of the plant and are based on the pole 

dominance principle [21–23]. The disadvantage of 

these methods is the increased conservatism of the 

designed system due to the interval uncertainty of the 

characteristic polynomial coefficients.  

Controllers based on fuzzy logic and neural net-

work controllers were also designed for plants of arbi-

trary order [15–20]. However, such controllers are 

more difficult to implement than common linear con-

trollers of both low and full order. 

Thus, it is topical to design common linear control-

lers of low order that ensure an aperiodic transient of a 

given duration in systems with deterministic paramet-

ric uncertainty without restricting the order of the 

plant. To reduce the conservatism of the designed sys-

tem, it is topical to consider the methods of placing the 

poles of systems with affine uncertainty of the coeffi-

cients of the interval characteristic polynomial. 

If aperiodic transients of a given duration are re-

quired in an ACS, the pole dominance principle should 

be applied in the controller design: the real pole corre-

sponding to the transient time is selected as the domi-

nant one, and the other (free) poles are shifted on the 

left of it beyond some bound.  

If the plant of the ACS has uncertain parameters 

whose values change during the system operation 

within specified intervals according to a priori un-

known laws, there arises the problem of preserving 

aperiodic transients for any possible values of the in-

terval parameters. When solving this problem, one 

should keep in mind that the system poles migrate in-

side their localization regions. Therefore, with the de-

signed controller, the real dominant pole should be 

localized within some interval on the real negative 

semi-axis. At the same time, the localization regions 

of the free poles should be removed to a sufficient dis-

tance from this interval. Such localization of the poles 

ensures the completion of the ACS transients in an 

admissible time for any values of the interval parame-

ters of the plant. 

1. PROBLEM STATEMENT 

For a time-invariant ACS, the pole placement prin-

ciple (see above) can be implemented by a low-order 

controller based on the methodology proposed in [21]. 

According to it, the controller parameters are divided 

into dependent and free: the former set the dominant 

poles, whereas the latter shift all other poles to a cer-

tain region of the complex plane by the D-partition 

method. 

Based on this approach, a methodology for design-

ing a controller that ensures an aperiodic transient in a 

time-varying system with an interval characteristic 

polynomial was developed in [22, 23]. The coeffi-

cients of this polynomial are defined by limits found 

from the known intervals of the plant parameters and 

interval arithmetic rules. The coefficients form a par-

ametric polytope, and the robust vertex D-partition 

method is applied at its vertices to select the free pa-

rameter of the controller. 

However, the approach proposed in [21–23] allows 

an independent variation of the polynomial coeffi-

cients inside their polytope, making the resulting ro-

bust controller conservative. To reduce the conserva-

tism of this approach, it is desirable to pass from the 

interval uncertainty of the characteristic polynomial to 

the affine one. Such a possibility exists if the polyno-

mial coefficients are a linear combination of the inter-

val parameters. In this case, the polytope of the inter-

val parameters of the plant is considered instead of the 

polytope of the interval coefficients when designing 

the controller. It is mapped into the interval of the real 

dominant pole of the ACS and the localization regions 

of its free poles. 

This paper aims to design a robust controller ensur-

ing the aperiodic stability degree of an ACS with af-

fine uncertainty based on determining, for the poly-

tope of the plant parameters, the originals of the inter-

val bounds of the system’s dominant pole and the in-

terval bounds of its free poles for their placement by 

the robust D-partition method [24]. 

2. MAPPING THE EDGES OF THE POLYTOPE OF THE 

INTERVAL PLANT PARAMETERS INTO THE ROOT PLANE 

We write the characteristic equation of a system 

with interval parameters of the plant in the form 

1

( ) [ ] ( ) ( ) 0,
m

i i

i

D s T A s B s


                  (1) 

where  iT  are the interval parameters, min( )i iT T , 

and max( )i iT T . Let ( )iA s  be polynomials of s , 

which corresponds to the affine uncertainty of the pol-

ynomial (1). We denote by ( )B s  the sum of the char-

acteristic polynomial terms not containing the interval 

parameters. 

Since the m  interval parameters iT  are given by 

bounds, they will vary arbitrarily within a parametric 

polytope representing the rectangular hyperparallele-

piped  |  ,  1,T i i i iP T T T T i m     with 2m  verti-
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ces. The coordinates of any point TP  relative to a ver-

tex ,  1,2 ,m
qV q   are given by 

,  1,q
i i iT T T i m    ,                     (2) 

where iT  is the increment of the i th parameter; q
iT  

is the value of the i th parameter at the vertex qV . 

Substituting the sum (2) into the expression (1) yields 
the equation 

1 1 2 2( ) ( ) ( ) ... ( ) 0,q
m mD s T A s T A s T A s        (3) 

where 
1

( ) ( ) ( )
m

q q
i i

i

D s T A s B s


   is the polynomial at 

the vertex 
q

V . Based on formula (3), we write the 

mapping equation of an edge TP  outgoing from the 

vertex 
q

V  when changing the value of the parameter 

:iT  

( ) ( ) 0q
i iD s T A s   .                      (4) 

Using equation (4) and the root locus theory [4], we 

form the transfer function to construct the edge branch 

by the parameter iT : 

( )
( )

( )

q i i
i q

T A s
W s

D s


 .                        (5) 

Due to the expression (5), the roots of the equation 

( ) 0i iT A s   are the zeros of the edge transfer func-

tion ( )q
iW s , and the roots of the vertex polynomial 

( )q
D s  are its poles. 

3. THE INTERVALS OF REAL POLES OF THE SYSTEM 

WITH AFFINE UNCERTAINTY: SOME PROPERTIES 

According to the root locus theory [25], the 

branches of a root locus are in definite parts of the real 

axis depending on the number of real zeros and poles 

of the system. For the interval extension of this prop-

erty, it is necessary to determine, for the polytope of 

the interval parameters of the system, the vertices 

mapped into the interval bounds of the real poles. For 

this purpose, we establish the following result.  

Proposition. The right bound of the interval 

[ , ]L R
j js s  of the real pole js  of the system with the in-

terval parameters iT  is the image of the vertex qV  

with the coordinates q
i iT T  provided that the total 

number of the intervals of the other system poles lo-

cated to the right of 
R
js  is even and the zeros of the 

edge transfer function (5) are constant. If the total 

number of the right intervals and zeros is odd, then 

q
i iT T . In this case, the coordinates of the vertex 

original of the left bound L
js  have the opposite limits 

of the interval parameters. 

The proof of this proposition is provided in the 

Appendix. 

Corollary 1. The real pole 1s  determining the ro-

bust aperiodic stability degree of the system with the 

interval parameters iT  has the vertex original qV  with 

the coordinates q
i iT T  provided that the number of 

the real zeros of the edge transfer function (5) located 

to the right of 1s  is even. If the number of the real ze-

ros is odd, then q
i iT T . 

Corollary 2. If there are no real zeros of the edge 

transfer function (5) between the two intervals of the 

real poles of the system, then the right and left bounds 

of these intervals are associated with the vertices with 

the opposite limits of the interval parameters. 

A numerical example below illustrates the applica-

tion of the proposition and its corollaries. 
Example. Consider the characteristic polynomial of an 

ACS with affine uncertainty in which the polynomial coef-

ficients are a linear combination of three interval parame-

ters: 
4 3 2

1 1 2 1 2

1 2 3 3

[ ] (6[ ] [ ]) (11 [ ] 5 [ ])

(6 [ ] 6 [ ] [ ]) 3 [ ] 1 0,

T s T T s T T s

T T T s T

   

     
       (6) 

where 1[ ] [5, 10],T   2[ ] [30, 70],T   and 3[ ] [10, 20]T  . 

We transform the polynomial (6) to (1): 

1 1 2 2 3 3[ ] ( ) [ ] ( ) [ ] ( ) 1 0,T A s T A s T A s       
     (7) 

where 4 3 2
1( ) 6 11 6A s s s s s    , 3 2

2 ( ) 5 6 ,A s s s s  

and 3( ) 3A s s  . 

For this fourth-degree polynomial, the multiparametric 

interval root locus is represented by four intervals on the 

negative real semi-axis: 1 [ 0.38, 0.07],s    2 [ 1.92,s  
1.44],  3 [ 3.03,s   3.01] , and 4 [ 15,s   4.1] . These 

intervals are shown in Fig. 1 (for clarity, without precise 

scale), together with the real roots of the polynomials ( )iA s  

(7), namely: 

– the roots of 1( )A s : 1 2 30,  1,  2,s s s      and 

4 3;  s    

– the roots of 2( ) :A s  1 0,s  2 2,s    and 3 3;  s    

– the root of 3 1( ) : 3.A s s    

Based on the mutual arrangement of the intervals and 

these roots, by the proposition, we obtain the coordinates of 

the vertices mapped into the bounds of the root intervals. 

Obviously, these vertices coincide with those determined 

when constructing the intervals of the real roots of the inter-

val characteristic polynomial (Fig. 1). 
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Fig. 1. Interval bounds for the real roots of the characteristic polynomial and the coordinates of their vertex originals.

 

 

4. FREE POLES LOCALIZATION BY THE ROBUST            

D-PARTITION METHOD 

When changing one of the plant’s interval parame-

ters iT  in the corresponding interval, the characteris-

tic polynomial roots form a one-parameter interval 

root locus according to the root locus theory. The 

branches of this locus are called edge branches ( )q
iRS , 

and their beginnings and ends are called root nodes 

( )qU . In addition, the edges and vertices of the para-

metric polytope are mapped into the branches and root 

nodes of the root locus, respectively: ( )q q
i iR RS   

and ( )q qV U  . 

By the edge theorem [26, 27], the localization re-

gions of the roots of a characteristic polynomial with 

the affine interval uncertainty of its coefficients are 

bounded by the edge branches 
q
iRS , i.e., the images of 

definite edges of the plant’s parametric polytope. Fol-

lowing [23], we consider an edge branch 
q
iRS  formed 

by the motion of a complex conjugate root. If one of 

its ends is nearest to the imaginary axis, then the 

branch belongs to the first type; if one of its inner 

roots is nearest to the imaginary axis, and the original 

of this root is a priori unknown, then the branch under 

consideration belongs to the second type. To deter-

mine the type of an edge branch, we should check the 

following condition [28]: if the polynomial ( )iA s  un-

der the interval uncertain parameter iT  is a polynomial 

of degree one, or of only an even degree, or of only an 

odd degree (of the variable )s , or the product of such 

polynomials, then the edge branch 
q
iRS  belongs to the 

first type. 

In the problem under study, the type of the edge 

branches bounding the localization regions of free 

poles is important for the robust D-partition [24] by 

the free parameter of the controller with a selected 

boundary of these regions. For instance, if all branches 

belong to the first type, then it suffices to perform D-

partition at all vertices of the plant’s parametric poly-

tope and choose the value of the free parameter from 

the intersection of the regions obtained for each ver-

tex. 

If the above condition fails for some branch, then 

this branch belongs to the second type. In this case, it 

is necessary to apply D-partition by two parameters: 

the free parameter of the controller and the parameter 

of the corresponding branch of the polytope edge. 

(The coefficients of the characteristic polynomial must 

be a linear combination of these parameters.) By draw-

ing the known bounds of the interval parameter in the 

parametric region, we obtain the admissible region of 

the controller’s free parameter ensuring the desired 

placement of the free poles. After obtaining such re-

gions for each branch of the second type, it is neces-

sary to find their intersection and choose the value of 

the free parameter from it. 

5. A NUMERICAL EXAMPLE: PID CONTROLLER DESIGN 

FOR A CABLE TENSION STABILIZATION SYSTEM OF A 

LOAD-LIFTING MECHANISM 

Using the proposition above, we design a robust control-

ler placing the dominant pole of a system within the desired 

interval and the other poles in a given region. 

For this purpose, we consider the automatic cable ten-

sion stabilization system of a load-lifting mechanism [29]; 

see the block diagram in Fig. 2. 

The notations are as follows: inF  and outF  are the in-

crements of the cable tension force at the system input and 

output, respectively; DCM is a direct current motor; PA is a 

power amplifier. 

The characteristic polynomial of the system has the form  
5 4 3 2

5 4 3 2 1 0 0,a s a s a s a s a s a     
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Fig. 2. The block diagram of the cable tension stabilization system of the load-lifting mechanism. 

 

where 5 DCM PA ,La J T T l m  2
4 DCM PA La T T m r   

DCM PAJ T T  DCM PA ,L LJT lm JT l m   3 La Jlm   

2 2
DCM PA DCM PA DCM L PA LJT JT JT T c T m r T m r        

2 2
DCM PA 3 DCM PA ,L LT T сm r k K K m r   2a J  2

Lm r
2 2

DCM PA PA DCML LJ T с J T с T с m r T с m r   
2

3 DCM PA Lk K K cm r 2
2 DCM PA ,Lk K K m r   and 1a J с

2 2
1 DCM PAL Lсm r k K K m r   2

2 DCM PA ,Lk K K сm r
2

0 1 DCM PA ;La k K K сm r  Lm  is the load mass, in kg; l  is 

the cable length, in m; J  is the moment of inertia of the 

electric drive, in 
2kg m ;   is the specific damping coeffi-

cient of the cable, in N s ; c  is the specific stiffness of the 

cable, in N ; r  is the radius of the drive pulley of the elec-

tric drive, in m; DCMK  is the gain of the DC motor, in 

1 1rad s V   ; DCMT  is the time constant of the DC motor, 

in s ; PAK  is the gain of the PA; finally, PAT  is the time 

constant of the PA, in s . The constant parameters of the 

plant have the following values: 
20.5 kg mJ   , 

410  N s   , 42 10  Nс   , 0.1 mr  , 

1 1
DCM 5 rad s VK

    , DCM 0.01 sT  , PA 10K  , and 

PA 0.001 sT  . The interval parameters of the plant are 

L [50, 500] kgm   and [50, 100] ml  . Thus, the paramet-

ric polytope of the system has four vertices. 

The system uses a PID controller with the transfer func-

tion 
2

3 2 1
PID ( )

k s k s k
W s

s

 
 , 

where 1 2 3,  , and k k k  are the integral, proportional, and dif-

ferential gains of the PID controller, respectively. We divide 

the controller parameters into dependent and free: the de-

pendent parameters 1 3 and k k  determine the position of the 

dominant pole bounds whereas the free one 2k  the position 

of the other poles to the left of a given bound. Let it be re-

quired to localize the dominant pole within the interval 

[ 0.7, 0.5]   of the real axis and to place the other poles to 

the left of the vertical line passing through the point

( 1, 0)j  parallel to the imaginary axis. 

We substitute the constant parameters of the system into 

the characteristic polynomial, writing it as 

1 2 3

1
( ) ( ) ( ) 0l A s A s A s

m
L

   , 

where 3 10 2 7 5
1( ) (5 10 5.5 10 5 10 )A s s s s

        , 2 ( )A s

6 3 3 2 7 4
3(5 10 5.51 10 0.511 1), ( ) 10s s s s A s s

        
4 3 2

3 2 3(0.5 1.102 10 ) (0.5 0.0102)k s k k s
     

1 2 1(0.5 0.02) .k k s k     

Let us determine the coordinates of the vertex originals 

for the bounds of the real dominant pole of the system. The 

polynomial 1( )A s  has five roots: 1 2 3 0s s s   , 

4 100s   , and 5 1000s   . The polynomial 2 ( )A s  has 

four roots: 1 0s  , 2 2s   , 3 100s   , and 4 1000s   . 

Therefore, by the proposition above, the right bound 

0.5R
s    of the dominant pole is the projection of the par-

ametric polytope vertex with the coordinates L( ; )l m ; the 

left bound 0.7L
s    of the dominant pole is the projection 

of the vertex L( ; )l m . Substituting the vertex coordinates 

and the interval bounds into the characteristic polynomial of 

the system yields two algebraic equations for the PID con-

troller gains. By solving these equations, we obtain the fol-

lowing expressions for the dependent parameters of the con-

troller: 

1 2 2

3 2 2

( ) 0.292 0.025

( ) 0.833 0.017.

k k k

k k k

 


 
 

Note that 2 0.0206k   for a physically implementable con-

troller. 

Let us evaluate the free parameter 2k  of the controller 

using the D-partition method. Due to the form of the poly-

nomials, the edge branches by the interval parameters of the 

system belong to the first type. Therefore, the ends of the 

edges are nearer to the imaginary axis than any of its interi- 
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or points. Consequently, it suffices to perform D-partition at 

the vertices of the parametric polytope to locate the free 

poles of the system. To obtain the equations of the D-

partition curves, we substitute the values 1 2 3 2( ) and ( )k k k k  

as well as the bound 1s j     of the free poles into the 

characteristic polynomial of the system. The D-partition 

curves are shown in Fig. 3. 

 
 

 

 
Fig. 3. The vertex D-partition curves by the free parameter of the 

controller. 

 
Due to the D-partition, the desired pole placement is 

achieved for 2 [0.0148, 0.1510].k   Let us choose 

2 0.1.k   In this case, 1 0.054k   and 3 0.066k  . The pole 

placement of the system with the designed PID controller is 

shown in Fig. 4. 

 
 

 

 
Fig. 4. The localization regions of the poles of the designed system. 

 

With this placement, the design problem has been solved 

successfully: the real dominant pole is located within the 

desired interval, and the free poles are located to the left of 

the given bound. Next, Fig. 5 presents the family of transi-

ent characteristics of the designed system for different value 

combinations of the interval parameters. 

 
 

 
 

 
Fig. 5. The transient characteristics of the designed system. 

 
According to Fig. 5, the designed controller ensures ape-

riodic transients in the system. The tension force occurring 

in the cable of length up to 100 m  when suspending a load 

with mass up to 500 kg  and weight up to 4900 N  is com-

pensated with a maximum deviation of 0.112 N  or 

32.2 10 % . Also, considering the transient characteristics 

in Fig. 5, the pole dominance principle holds despite a small 

distance between the free poles and the dominant one.  

CONCLUSIONS 

For technological reasons, the required aperiodic 

transient in an ACS often should be close to monoton-

ic and contain, on the initial time interval, as little as 

possible oscillations from the free complex conjugate 

poles of the system. Therefore, to reduce the impact of 

the free poles on the transient, it is desirable to shift 

them from the interval of the real dominant pole to a 

sufficient distance defined by a given bound. If the 

shift cannot be performed using the D-partition meth-

od by one free parameter, then this method should be 

applied by two free parameters to expand the possibil-

ity of the desired localization of the free poles. For this 

purpose, if a typical PID controller with three parame-

ters is used as a low-order controller without any con-

straints on the minimum transient time, one of the two 

dependent parameters of the controller should be made 

a free parameter. In this case, the remaining dependent 

parameter is used to ensure the given right bound of 

the dominant pole interval, which is enough to provide 

the maximum acceptable transient time in the ACS. 
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APPENDIX 

P r o o f the Proposition. The phase equation of the root 

locus has the form [25] 

0

1 1

(2 1)
m n

i i

i i

n
 

        , 

where 
0

i
  is the angle of exit of the edge branch from the 

thi  zero of the edge transfer function; 
i  is the angle of 

exit of the edge branch from the thi  pole of the edge trans-

fer function; m is the number of zeros; n is the number of 

poles. Based on this equation, we write the equation of the 

angle 
1  of exit of the edge branch of the root locus from 

the right bound of the real pole R

j
s : 

0

1

1 2

m n

i i

i i

r
 

       , 

where r is a parameter equal to 0 or 1 depending on the di-

rection of motion along the edge branch of the root locus. 

The angles in the equation depend on the location of the 

zeros and poles of the edge transfer function relative to the 

root locus point under study. Suppose that k  of n  poles 

and p  of m  zeros of the edge transfer function are located 

to the right of R

j
s . Let 

0

Ri
  and Ri  denote the angles cor-

responding to the right zeros and poles, and let 
0

Li
  and Li

  

denote the angles corresponding to the left zeros and poles. 

With these notations, the last equation takes the form 

1
0 0

1

1 1 1 1

m p p n k k

Li Ri Li Ri

i i i i

r
  

   

   
            

  
    . 

The zeros and poles of the edge transfer function can be 

either complex conjugate or real. Obviously, the angles cor-

responding to complex conjugate zeros or poles are equal in 

magnitude and opposite in sign. Consequently, when calcu-

lating the exit angle of an edge branch, they are mutually 

reduced and do not affect the final result. For the angles 

corresponding to the real zeros and poles, we have 
0

Ri Ri
     and 

0 0.Li Li    Hence, the expression 

for 
1  can be written as 

1 ( ) 0 ( 1) 0 ( ).r m p p n k k r k p                   

The problem is to find the original q
V  of the right bound 

of the real pole R

j
s . Consequently, it is necessary that 

1i   . To fulfill this condition, for even ( )k p  one 

should choose 1r   and, accordingly, 
i

T  in the coordinates 

q
V . For odd ( )k p , one should choose 0r   and, accord-

ingly, 
i

T  in the coordinates q
V . Obviously, if the difference 

between the nonnegative integers k  and p  is even, then 

their sum is also even, and vice versa. Therefore, for the 

sake of convenience, when analyzing the placement of zeros 

and poles, we consider the sum of k  and p , i.e., the total 

number of the zeros and poles of the edge transfer function 

located to the right of the point under study. 

To find the original of the left bound L

j
s , it is necessary 

to set the exit angles of the edge branches as 
1 0i  . 

Hence, the values of the parameter r  and the bounds of the 

interval parameters 
iT  in the coordinates q

V  are set in oppo-

site ways, and the originals of the right and left bounds of 

the real pole have opposite coordinates. 
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Abstract. This paper considers tandem queuing systems with limited buffer sizes in each phase. 

The system handles an incoming correlated MAP flow and the service time obeys a PH-

distribution. Models of such systems and methods for their investigation are briefly reviewed 

from the historical perspective. According to the review, the problem statement presented below, 

the methods proposed for solving this problem, and the corresponding results are novel. An accu-

rate algorithm for calculating the performance characteristics of low-dimensional tandem queuing 

systems is described, including an estimate of the algorithm’s complexity. An approach using 

both machine learning and simulation modeling is suggested for the investigation of high-

dimensional tandem queuing systems. Numerical analysis results are provided to show the effec-

tiveness of machine learning methods for estimating the performance of tandem queuing systems. 
 

Keywords: tandem queuing system, analytical model, simulation modeling, machine learning.  
 

 

 

INTRODUCTION  

Tandem queuing systems are commonly used to 
model and optimize the performance of various 
complex systems, such as technical, economic, 
industrial, transportation, medical, military, and others 
[1–4]. Of considerable interest are also the models of 
tandem queuing systems that adequately describe the 
operation of modern broadband wireless networks 
with linear topology [5, 6]. 

Since the late 1960s [7, 8], tandem queuing 
systems have been intensively studied up to the 
present time [9–11]. Initially, analytical results were 
obtained for two-phase tandem queuing systems. 
Many authors created methods for studying systems 
with blocking, incoming Poisson and correlated (Batch 
Markovian Arrival Process, BMAP) flows, and 
different distribution functions of the service time; for 
example, see [12–16]. More detailed descriptions of 
the works on two-phase systems can be found in the 
review [17] and the book [18]. 

However, tandem queuing systems of high 
dimensionality (with two or more phases) have the 
greatest practical importance. An analytical solution 
for these systems has been found only for specific 

networks that meet the conditions of the BCMP 
(Baskett–Chandy–Muntz–Palacios) theorem [19, 20] 
and have a multiplicative probability distribution. 
When the phases in a tandem network are M/M/1 
queuing systems, one can easily calculate the system’s 
steady-state performance characteristics, including the 
end-to-end delay as an important parameter. The end-
to-end delay is the time of transmitting a packet from 
the first phase to the last. 

For other types of high-dimensional tandem 
networks, finding analytical solutions is practically 
impossible. Therefore, approximate methods are 
widely used to study them. A common method for 
estimating performance characteristics involves 
dividing a network into separate parts and analyzing 
their interactions. This analysis can then be used to 
investigate the performance of the entire system (see 
[21–24]). In recent years, machine learning methods 
have been effectively used to study tandem queuing 
systems [9, 25–27]. In particular, the performance 
characteristics of tandem queuing systems with an 
incoming Poisson flow, the exponential distribution of 
the service time, and multilinear phases 

( / / / )M M S   were analyzed in [9] using artificial 

neural networks. 

http://doi.org/10.25728/cs.2024.4.2
mailto:vishn@inbox.ru
mailto:larioandr@gmail.com
mailto:mukhtarov.amir.a@gmail.com
mailto:aleksandr.sokolov@phystech.edu
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This paper presents a new algorithm for accurately 
calculating the steady-state performance characteris-
tics of tandem networks with an incoming  correlated 
MAP-flow and the phase-type (PH)-distribution of the 
service time in the system phases. We estimate the 
complexity of this algorithm and describe its advan-
tages and numerical analysis limitations concerning 
the number of system phases. A combination of ma-
chine learning and simulation modeling methods is 
used to study large tandem queuing systems. This ap-
proach enables rapid calculation of the characteristics 
of high-dimensional tandems, facilitating the design of 
complex practical systems [9, 28, 29]. 

1. PROBLEM STATEMENT 

In this paper, we examine a tandem queuing 

system with 2N   phases and a limited buffer size 

iM  ( =1,..., )i N  of each phase. Packets income the 

system in a МАР-flow governed by a control process 

( 0)t t  . This process is a Markov chain with a state 

space  {0,1,..., }W  and matrices 0D  and 1D . The 

matrix 1D  describes the changes in the controlling 

Markov chain when a packet is generated (observable 

transitions); the matrix 0D , the changes without 

packet generation (unobservable transitions). The 

matrix 0 1= D D D  is an infinitesimal generator of 

the Markov chain t . The packet arrival rate, denoted 

by  , is the product 1= , πD 1  where π  is the steady-

state distribution vector of the process t , 

representing the unique solution of the system of 

algebraic equations = , =1πD 0 π1 . Throughout this 

paper, 1  and 0  stands for a column vector composed 

of ones and a row vector composed of zeros, 
respectively (of appropriate dimensions). 

The packet service time at the ith phase obeys a 
PH-distribution with an irreducible representation 

( , )i iS τ , = 1,...,i N . Here, iS  is a square matrix of 

order iV  (the number of process states) and iτ  is a 

vector defining the probabilities of the initial process 
state. Thus, the service process at the ith phase is 
controlled by a Markov chain with a state space 

 1,..., , 1i iV V  , where 1iV   is an absorbing state. 

More detailed information about the PH-distribution 
and MAP-flow can be found, e.g., in [18]. If a packet 
arrives when a buffer is full, it will be immediately 
discarded and considered lost, without being serviced. 

In what follows, we analyze two versions of 
tandem queuing systems: the system with cross-traffic 

(along with the outgoing flow iZ , the ith phase 

receives an extra МАР-flow iX ) and the system 

without cross-traffic (external traffic arrives only at 
the first phase; see Fig. 1. 

The problem is to estimate the steady-state 
performance characteristics of the described tandem 
queuing systems, including the end-to-end delay and 
the probability of packet loss. 

2. A PRECISE ALGORITHM FOR CALCULATING THE 

PERFORMANCE CHARACTERISTICS OF THE TANDEM 

QUEUING SYSTEM WITH AN INCOMING MAP-FLOW,     

PH-DISTRIBUTION OF SERVICE TIME, AND LIMITED 

BUFFER SIZES 

Let us examine some properties and characteristics 
of the MAP/PH/1/M system. They can be utilized to 
develop a precise algorithm for computing the tandem 
queuing system. The key property of the 
MAP/PH/1/M system is closedness on the set of MAP-
flows according to the following theorems [18]. 

 
 

 

 

(a) 
 

 

(b) 

 
Fig. 1. Packet flows in the tandem queuing system: (a) with cross-traffic and (b) without cross-traffic.  
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Theorem 1. The flow of serviced packets in the MAP/PH/1/M system, where the MAP-flow is given by X:  

MAP(
0 ,D 1D ) and the service time obeys the phase-type distribution Y: PH(S, τ ), is an MAP-flow 

( , )Z MAP  
0 1D D  characterized by the matrices 

0 1

0 1

0
0

0 1

0 1

( ) 0 0 0

0 0 0

0 0 0 0
= ,

0 0 0

0 0 0 0 ( )

VV

V

V

   
 

  
   
 
   

   

D I D τ 1
D S D I

D S
D

D S D I

D D S

  

1

0 0 0 0

0 0 0
= ,

0

0 0 0

W t

W t

 
  
 
  

I C
D

I C

  

where = ( )Vt  C S1 τ  and VI  and WI  are identity matrices of order V  and ,W  respectively.  

 

Theorem 2. The superposition of MAP-flows 1X  

and 2X , 
( ) ( )
0 1( , )i i

iX MAP D D , = 1,2i , is a MAP-

flow  
(1) (2) (1) (2)

1 2 0 0 1 1= ( , ),X X X MAP  D D D D  

where   denotes the Kronecker sum. If the flows 1X  

and 2X  have orders 1W  and 2W , respectively, then 

the order of the total flow X  is 1 2=W WW .  

Let iZ  be the outgoing flow of the ith phase of the 

tandem queuing system and ˆ iX  be the total incoming 

flow of the ith phase (Fig. 1). According to Theorems 

1 and 2, the flows ˆ
iX  and iZ  are МАР-flows. 

Therefore, the ith phase can be described by a 

MAP / PH /1/i i iM  queuing system with the packet 

arrival rate 
i . For this system, the key performance 

characteristics are calculated by well-known formulas 

[18], including the average queue length im , the 

probability of packet loss ( ) ,i
LP  the average end-to-end 

delay iT  of a packet at the ith phase, and others. By 

calculating these characteristics, we can determine the 

desired parameters for the probability of packet loss in 

the tandem queuing system, 

( )

=1

=1 (1 )
N

i
L L

i

P P  , 

and the end-to-end delay 
( )
1

( )
=1 =1

= = .
(1 )

iN N

i i
i i iL

m
T T

P 
   

The next subsection presents a formal algorithm 

for calculating the steady-state performance character-

istics of the tandem queuing system.  

2.1. An Analytical Algorithm for Calculating the Steady-

State Performance Characteristics of the Tandem 

Queuing System 

Step 1. Set :=1i . 

Step 2. If = 1i , set 1
ˆ =iX X . In the case > 1i , 

calculate ˆ iX : 1
ˆ =i iX Z   if the system has no cross-

traffic and 1
ˆ =i i iX Z X   otherwise. Denote by ,0

ˆ
iD  

and ,1
ˆ

iD  the matrices of the flow ˆ
iX , i.e., 

,0 ,1
ˆ ˆ ˆ= MAP( , )i i iX D D . 

Step 3. Using Theorem 1, calculate the matrices 

,0 ,1,i i
 D D  of the MAP-flow ˆ= ( , , ).i i i iZ X Y M  

Step 4. For the outgoing MAP-flow iZ , determine 

the steady-state distribution 
( )iθ  using the system of 

linear algebraic equations 
( )

,0 ,1

( )

( ) = 0

=1.

i

i i

i

  



θ D D

θ 1
 

Step 5. Calculate the average number of packets in 

the queue at the i th phase: 
ˆ1

( ) ( )
1 ˆ

=0 =1

= ,

M V W
i i i

i i

kV W j
i ik j

m k




   

where =| |i iV Y  is the order of the PH-distribution iY  

and ˆ ˆ=| |i iW X  is the order of the MAP-flow ˆ iX . 

Step 6. Determine the steady-state probabilities 
( )iπ  of the incoming flow ˆ iX . If the system has no 

cross-traffic and > 1i , set 
( ) ( 1)i i
π θ . Otherwise, 
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find 
( )iπ  by solving the system of linear algebraic 

equations 
( )

,0 ,1

( )

ˆ ˆ( ) = 0

=1.

i

i i

i

 



π D D

π 1
 

Step 7. Using the steady-state probabilities 
( )iπ  of 

the incoming MAP-flow ˆ iX  obtained at the previous 

step, calculate the arrival rate of packets at the ith 

phase: 
( )

,1
ˆ= .

i

i i π D 1  

Step 8. Determine the steady-state distribution of 

the incoming MAP-flow with 1iM   packets in the 

system (i.e., when the system buffer is full): 

( ) ( ) ( )

ˆ1 1 ( 1)
=1 =1

= { } , , { } .

V V
i ii i i

jM M W V ji i i i
j j

   

 
 
 
 
 ψ θ θ  

Here, the vector 
( )

1

i

M
i
θ  is the part of the vector 

( )iθ  

relating to the system states when there are 1iM   

packets in the system. 
Step 9. Calculate the probability of packet loss due 

to the buffer overflow of the ith phase: 

( ) ,0( )
ˆ

= .
i ii

L
i

P


D
ψ 1  

Step 10. Calculate the average delay at the i th 

phase: 
( )
1

( )
= .

(1 )

i

i i
iL

m
T

P 
 

Step 11. If <i N , assign := 1i i   and return to 

Step 2. Otherwise, proceed to Step 12. 
Step 12. Calculate the probability of packet loss 

( )

=1

=1 (1 )
N

i
L L

i

P P  . 

Step 13. Calculate the end-to-end delay (total 

delay) 
=1

=
N

i

i

T T  of the tandem queuing system. 

 

2.2. Estimating the Complexity of the Analytical 

Algorithm 

The proposed scheme is computationally simple. 

At each step, block matrices are built for the outgoing 

MAP-flow using Kronecker product operations. In the 

case of cross-traffic in the system, matrices for the 

incoming MAP-flow are also constructed using the 

Kronecker sum. Next, one or two systems of linear 

algebraic equations are solved to determine the steady-

state probabilities of the incoming and outgoing MAP-

flow (the cases of cross-traffic and no cross-traffic, 

respectively). Finally, to calculate the probability of 

packet loss, the average system size, and the end-to-

end delay, these steady-state distributions are 

multiplied by the flow matrices using several 

operations. The main disadvantage of this computation 

scheme is its extremely high computational 

complexity. 
Proposition 1. Assume that the incoming MAP-

flows and the PH-distributions have orders W and ,V  

respectively, the buffer size at each phase is M , and 

the system contains N  phases. Then the complexity of 

the iterative scheme for calculating the performance 

characteristics of the tandem queuing system is 

estimated as follows:   

– 3(( ) )N
O MVW  if the system has cross-traffic;  

– 3 3( ( ) )N
O W MV  otherwise.  

P r o o f. Consider the i th iteration of the algorithm, 

where i N , representing the computation of the 

performance characteristics of the i th phase of the system. 

Note that for >1i , the order of the outgoing MAP-flow 

from the preceding ( 1i  )th phase is ˆ( 2) iM VW , where 

ˆ
iW  denotes the order of the incoming flow at the ith phase. 

If there is cross-traffic in the system, we have 

= (( 2) )i
iU M VW ; otherwise, = (( 2) )i

iU W M V . 

The complexity of the iteration depends on Steps 4 and 

6 (solving systems of linear algebraic equations). The 

system matrix at Step 4 (the outgoing flow generator) has a 

higher order than that at Step 6 (the incoming flow 

generator). Assuming that a Gaussian-like algorithm is used 

to solve the system, Step 4 requires 
3( )iO U  operations. The 

remaining steps have lower complexity: (1)O  for Steps 1, 

10, and 11; 
2 2

1( )iO U W  for Step 2;  
2( )iO U  for Step 3; 

( )O VW M  for Step 5; 
2( )iO U , for Steps 7 and 9; 

( ).O VM  for Step 8. The complexity of Steps 12 and 13 is 

( )O N . ♦ 

Hence, if there is cross-traffic in the system, we 

obtain the algorithmic complexity  
3 6 3

3

(( ) ) (( ) ) (( ) )

( ) = ( ) ;

N

N

O VWM O VWM O VWM

O N O VWM

  


 

in the case of no cross-traffic, 

 

3 3 3 6 3 3

3 3

( ( ) ) ( ( ) ) ( ( ) )

( ) = ( ( ) ).

N

N

O W VM O W VM O W VM

O N O W VM

  


  

Thus, it is hard to find a solution using the algorithm 

even for relatively small N, V, and W. Table 1 provides 

the orders of the outgoing MAP-flows calculated 

under different system parameters. According to this 

table,  a  precise  solution  is  feasible  only  for  < 5N   
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Table 1  

Orders of the outgoing MAP-flows depending on the 

orders of the PH-distribution (V), MAP-flow of arrivals 

(W), and buffer size (M)  

System  

parameters 

Phase number 

W  V  M  1 2 3 4 5 

Without cross-traffic 

1 1 1 3 9 27 81 243 

1 1 3 5 25 125 625 3 125 

2 2 2 16 128 1 024 8 192 65 536 

3 1 3 15 75 375 1 875 9 375 

1 3 3 15 225 3 375 50 625 759 375 

3 3 3 45 675 10 125 151 875 2 278 125 

With cross-traffic 

1 1 1 3 9 27 81 243 

1 1 3 5 25 125 625 3 125 

2 2 2 16 256 4 096 65 536 1 048 576 

3 1 3 15 225 3 375 50 625 759 375 

1 3 3 15 225 3 375 50 625 759 375 

3 3 3 45 2 025 91 125 4 100 625 184 528 125 

 

phases. More efficient computational schemes are 

required to apply high-dimensional tandem queuing 

systems with MAP/PH/1/M phases in practice. 

3. ESTIMATING THE PERFORMANCE CHARACTERISTICS 

OF THE HIGH-DIMENSIONAL TANDEM QUEUING SYSTEM 

As has been mentioned above, analytically 

calculating the performance of a tandem queuing 

system can be inefficient or impossible due to the high 

dimensionality of MAP-flows. The high computation 

time of the steady states and steady-state performance 

characteristics of the system has a considerable effect 

in iterative problems. For example, when designing a 

wireless communication network, it is important to 

select an optimal topology. This involves evaluating 

the characteristics and choosing the best option at each 

iteration step. To do it, we propose a new approach 

based on a combination of machine learning and 

simulation methods (Fig.  2). Within this approach, for 

different sets of input parameters, simulation modeling 

is used to generate a dataset with the calculated 

performance characteristics of the tandem queuing 

system. The generated dataset is then applied in a 

machine learning algorithm to obtain fast estimates of 

the performance characteristics. The approach was 

effectively used to solve problems of queuing theory 

[28–30]. This section describes the simulation model 

of the tandem queuing system as well as the 

procedures for validating this model using an 

analytical model and estimating the performance 

characteristics of the tandem queuing system using the 

combined method. 
Calculating the steady-state characteristics of a 

tandem queuing system using the simulation method 

involves simulating the process of generating new 

packets and servicing them until a packet is lost or the 

packet service ends. Data on the generated and lost 

packets need to be stored. Average values for 

performance characteristics (phase delays and the 

probabilities of packet loss) should be calculated. The 

model is based on the discrete-event simulation 

principle: only emerging events (new packets 

generation and service completion) are processed. The 

time between successive events changes 

instantaneously: the model state remains invariable 

without event processing. During event processing, it 

is possible to calculate and assign the instants when 

new events will occur during model execution. 
 

 

 

 
Fig. 2. The fast estimation procedure for the steady-state performance 

characteristics of the tandem queuing system. 

 

3.1. Estimating the Performance Characteristics of the 

Tandem Queuing System by Simulation Modeling 

Within this study, we developed a simulation 

model of the tandem queuing system in Python. Some 

modules of the simulation model were implemented in 

C++ to improve the performance and efficiency of 

calculations. Such modules were integrated into the 

model using Cython. The PyQumo library
1
 was 

applied to implement and study stochastic models, in 

particular, multiphase queuing systems.  

The simulation model has the following input para-

meters: the dimension N  of the tandem queuing sys-

tem (the number of phases), the buffer sizes 

, =1,..., ,iM i N  of the phases; the incoming MAP-flow 

of packets at the first phase of the system, and the PH-

                                                           
1 URL: https://github.com/ipu69/pyqumo (Accessed September 16, 
2024.) 

https://github.com/ipu69/pyqumo
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distributions , =1,...,iPH i N , of the packet processing 

time at each phase. If certain phases are available, the 

incoming MAP cross-traffic flows are specified. If a 

buffer is empty, the packet goes directly to the server. 

Each phase receives packets from the previous phase, 

and the process continues until all packets are serviced 

at the last phase. If the packet is successfully proces-

sed at the last phase, it is considered to be successfully 

delivered; otherwise, the packet is considered to be 

lost. 

The primary drawback of the simulation method is 

that the accuracy of the results strongly depends on the 

number of simulated events. For example, in a tandem 

queuing system with 10 phases, approximately 100 

000 packets must be generated to achieve high 

accuracy with an error not exceeding 5%. 

Consequently, this method has limited potential for 

accelerating computation. 
To validate the developed simulation model, we 

implemented the analytical algorithm for calculating 

the performance characteristics of the tandem queuing 

system (see Section 2) in Python. The simulation 

results were compared with those of the analytical 

calculations. Validation was performed on a set of 430 

random networks, each consisting of 1 to 10 phases. 

The applicability of the precise algorithm is limited by 

the dimensionality of the flows of serviced packets 

(the input flows for the next phases), which grows for 

the n th phase as ( 2)N N
M V W . To ensure the 

correct operation of the model, the input datasets were 

generated so that the order of the outgoing flow at the 

last phase was below 8000. 

For different performance characteristics of the 

tandem network, Fig. 3 shows the dependence of the 

relative error on the number of packets in the simu-

lation model. The biggest error in the simulation mo-

del occurs when calculating the system size at the last 

phase. In this case, an error within 5% can be achieved 

by modeling only 25 000 packets; modeling 100 000 

packets (see the dataset for training the regression 

model below) allows reducing the error to 1%. 

 

3.2. Estimating the Steady-State Performance 

Characteristics of the Tandem Queuing System by 

Machine Learning Methods 

In this paper, we propose to use machine learning 

methods to accelerate the estimation of the 

performance characteristics of the tandem queuing 

system. The proposed methodology is effective in 

calculating the delay time between two phases and the 

probability of packet delivery in the tandem queuing 

system; see numerical examples in Section 4. 

 

(a) 
 

  
(b) 

 
Fig. 3. The convergence of the simulation method and the speed of 

calculations: (a) relative error and (b) duration. 
 

 

The following steady-state performance 

characteristics were calculated using the simulation 

model:   
• the end-to-end delay in the tandem queuing 

system, t ;  
• the probability of packet delivery, 1 LP .  

Within this study, we built two models for 

predicting network performance characteristics. The 

first (regression) model estimates the average end-to-

end delay, whereas the second model estimates the 

probability of successful packet delivery in the system. 

The models were built under the following constraints: 
• the same buffer size for each phase;  
• the same PH-distribution of the packet service 

time for each phase;  
• an incoming MAP-flow with the zero 

autocorrelation coefficient.  

Considering the restrictions, the following 

parameters were taken for the model: the first three 

moments of the MAP-flow, the first three moments of 

the PH-distribution, the tandem size (N), and the 

buffer size (M). 
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The first three moments were selected as features 

to characterize the incoming MAP-flow and the PH 

distributions of the service time. The original 

distributions can be reconstructed with these features. 

Let =am X  be the mean time between new packets 

arrivals and a  be its standard deviation. Similarly, let 

=sm Y  be the average service time of a packet, and 

s  be its standard deviation. The service time is 

described by the mean sm , the coefficient of variation 

= /s s sc m , and the coefficient of skewness 

3 3= [( ) ] /s s sY m   . By analogy, the incoming flow 

is described by am , ac , and a . As mentioned earlier, 

the autocorrelation coefficient for the incoming MAP-

flow is supposed to be zero. In this case, the first three 

moments are enough to reconstruct the distributions of 

the time between packets arrivals and the service time.  

In this paper, we employed two methods to 

reconstruct the distributions. First, we tried to build 

the second-order acyclic continuous PH-distribution in 

canonical form (ACPH(2); see Fig. 4a) using the 

method described in [31]. If the moments fall outside 

the existence region of ACPH(2), it is necessary to use 

the more universal method proposed in [32]: the PH-

distribution is sought as a mixture of two Erlang 

distributions ME (2)n  (see Fig. 4b). In general, the 

PH-distribution can be found for any values > 0m , 

> 0c , and > 1/c c   of a certain continuous positive 

distribution [32].  

 
 

 

              (a)                                 (b) 

 
Fig. 4. (a) the acyclic PH-distribution with two ACPH(2) states and (b) 

the hyper-Erlang distribution with two Erlang distributions of the 

same order, used to approximate the flows by three moments.  

 

Within this study, the following algorithms and 

methods were used to forecast the end-to-end delay: 

least squares method (LSM), tree-based algorithms 

(decision tree [33–36], gradient boosting [37]), and an 

artificial neural network with Adam’s optimization 
algorithm [38]. Also, we applied classification models 

to estimate the probability of packet delivery, 1 LP . 

Successful delivery was understood in the sense of 

exceeding a given value B  from the interval (0, 1) . 

The algorithm determined the class, [0, )B  or [ , 1]B , 

that the system belonged to. We used logistic 

regression, decision tree, gradient boosting, and 

artificial neural networks with Adam’s optimization 
algorithm to solve the classification problem. 

4. NUMERICAL RESULTS 

Synthetic data generated by simulation modeling 

were used to estimate of the performance 

characteristics of the tandem queuing system. The 

simulation model received randomly generated input 

data in the ranges shown in Table 2. The outputs were 

the average delay time and the average probability of 

packet delivery, { , 1 }Lt P  . Simulation modeling 

yielded a huge dataset consisting of 101 424 rows of 

valuable information. 
 

Table 2 

Input parameters of the simulation model 

Parameter Range 

Packet arrivals 

Mean, am  (0, 10)  

The coefficient of variation, ac  (0.5, 3)  

The coefficient of skewness, a  1
( 10 ), 0a

a

c
c

  

Service time 

Mean, sm  (0,10)   

The coefficient of variation, sc  (0.5, 3)   

The coefficient of skewness, s  1
( , 100)s

s

c
c

  

Buffer size, M  {6,7,..., 10}   

The number of phases, N   {1, 2,..., 20}   

 

Since the data were generated randomly, the 

sample contains values of the loading coefficient 

= ,s

a

m

m
  strongly exceeding the range (0, 1).  It is 

unreasonable to use such data for further model 

training. Note that the system phases have a limited 

buffer size, so packets can be lost if a phase is 

overloaded. Thus, the load on the first phase may be 

>>1.  Therefore, we restrict the analysis to the range 

(0, 10] . After eliminating outliers, the sample size 

became 96 248 (rows). 
 

4.1. Analysis of End-to-End Delays 

We used the following metrics to assess the 

forecast values: the correlation coefficient ( R ), the 
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standard deviation (STD ), and the coefficient of 

determination ( 2
R ). 

We analyzed the end-to-end delays estimated for 

different network dimensionalities, =1, 5, 10, 20N . 

Figure 5 illustrates the architecture of an artificial 

neural network featuring a single hidden layer with 40 

neurons. The sigmoidal activation function was 

selected, and training was conducted over 1000 

epochs. 
 

 

 

 
Fig. 5. The neural network architecture for forecasting the end-to-end 

delay. 

 

The distribution densities of all end-to-end delay 

estimates in the test sample are presented in Fig. 6. 

Clearly, the least squares method produced the worst 

forecasting results; see the green curves in the graph. 

Due to the linear approximation, most of the estimates 

turned out to be negative. For the decision tree, the 

root-mean-square (RMS) error was taken as the 

partition criterion at each node of the tree. The best 

estimates were obtained for a tree depth of 36. For the 

gradient boosting method on the decision tree, a tree 

depth of 10 was chosen empirically. In the case under 

consideration, the learning rate was set equal to 0.1 

and the number of trees equal to 100. Figure 7 shows 

the scatter diagrams of all trained models. According 

to Table 3, the neural network-based model 

demonstrated the best-quality forecasting. 

 

4.2. Analysis of the Probability of Packet Delivery 

Unlike the regression models for estimating the end-

to-end delay, the delivery probability model does not 

need to forecast particular values. It is much more 

important to predict whether the delivery of packets 

will be successful or not. Let B  be a given threshold 

for the successful delivery condition. We classified the 

probabilities of packet delivery into two groups: 

1 [ , 1]LP B   (successful delivery) and  0,LP B  

(packet loss). In the numerical experiment, we took 

the threshold = 0.9B  for all models. The models were 

assessed in terms of the following metrics: Precision, 

Recall, and 1.F  

 

(a) 
 

(b) 

(c) (d) 

 

 
Fig. 6. The distribution density of the end-to-end delay: (a) network 

size 1, (b) network size 5, (c) network size 10, and (d) network size 20. 
 

 

(a) 
 

(b) 

 

(c) 
 

(d) 

 
Fig. 7. The scatter diagrams of regression models: (a) LSM, (b) 

decision tree, (c) gradient boosting, and (d) artificial neural network. 
 

Table 3  

Values of the metrics for different forecasting 

algorithms (the end-to-end delay) 

Model 
Metrics  

R  STD  2
R  

LSM  0.926 66.31 0.85 

Decision tree  0.990 24.48 0.98 

Gradient boosting  0.990 24.71 0.98 

Artificial neural network  0.998 12.23 0.99 
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Consider again the tandem queuing system with 

lengths N  = [1, 5, 10, 20] and estimate the probability 

of packet delivery for the artificial neural network. We 

selected a multilayer perceptron with 3 hidden layers, 

each containing 16 neurons (Fig. 8), and the sigmoidal 

activation function.  

Logistic regression forecasted packet delivery with 

a large share of errors. The decision tree with a depth 

of 10 demonstrated better results. The best forecasts 

for the classification problem were obtained using the 

gradient boosting method and the artificial neural 

network. The values of the classification metrics are 

combined in Table 4.  

Figure 9 shows the estimated probabilities of 

packet delivery in all models for the network size of 

N  = 10. The trend indicates the actual values of the 

probability 1 LP  for different loading coefficients  . 

The green color corresponds to the forecasts of packet 

delivery (1 LP B ) and the red to those of packet 

loss (1 < )LP B . Among all the models, gradient 

boosting and neural network stand out as the ones 

providing the most accurate forecasts. 

 
Table 4 

Values of the metrics for different classification 

models (the probability of packet delivery) 

Model 
Metrics  

Precision Recall 1F  

Logistic regression  0.804 0.821 0.813 

Decision tree  0.9618 0.905 0.912 

Gradient boosting  0.966 0.969 0.968 

Artificial neural network  0.977 0.951 0.964 

 

 
 

Fig. 8. The neural network architecture for classifying the tandem queuing system by the probability of packet delivery. 

 

 

(a) 
 

(b) 

 

(c) 
 

(d) 

 

 
Fig. 9. The estimates of the probability of packet delivery for the tandem queuing system of size 10: (a) logistic regression, (b) decision tree, (c) gradient 

boosting, and (d) artificial neural network. 
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4.3. Calculation Time Analysis 

For the obtained models, the calculation times of 

the steady-state performance characteristics by 

different methods are presented in Table 5. The 

calculation times of the simulation model depending 

on the system loading coefficient are also presented 

for comparison. The sample size is 360 rows. It is 

reasonable to compare the calculation time for the 

entire dataset because the time varies in individual 

cases depending on the tandem length. Note that the 

calculation time is the time to obtain the final result. 

Obviously, in each new model run, the time will also 

vary depending on the CPU occupancy of the PC. 

Also, the simulation model calculates two network 

performance characteristics per run. Machine learning 

models typically take much less time for calculations 

than simulation models. 

 
Table 5 

The time to calculate performance characteristics  

Model Calculation time, s 

End-to-end delay 

Simulation model  172.2 

LSM 6. 4 8 10  

Decision tree 65.5 10  

Gradient boosting 65 10  

Artificial neural network 6. 5 7 10  

The probability of packet delivery 

Simulation model  172.2 

Logistic regression 65.3 10  

Decision tree 65 10   

Gradient boosting 64.8 10  

Artificial neural network 65.3 10   

CONCLUSIONS 

In this paper, we have developed new approaches 

to studying the performance characteristics of tandem 

queuing systems. We have described a precise 

algorithm for calculating a low-dimensional tandem 

queuing system as well as its complexity estimates and 

application to the validation of a simulation model. 

For the investigation of high-dimensional tandem 

queuing systems, we have proposed an effective 

approach based on a combination of simulation 

modeling and machine learning methods. Several 

machine learning methods, including decision trees, 

gradient boosting, artificial neural networks, etc., have 

been comparatively analyzed. According to the 

numerical examples, machine learning methods 

demonstrate high effectiveness as well as a sharp 

reduction in the calculation time.  
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Abstract. This paper proposes a method for designing self-checking digital devices with Boolean 

signals correction and weight-based Bose–Lin codes. Unlike previous studies, the method in-

volves Boolean signals correction (BSC) in the concurrent error-detection (CED) circuit for those 

functions describing the outputs of source devices that participate in the formation of data sym-

bols of weight-based Bose–Lin codes. In such codes, as in the absolute majority of uniform sepa-

rable codes, several data vectors correspond to the same check vector; therefore, it is possible to 

choose a method for determining BSC functions. We describe an algorithm for determining their 

values for each input combination, considering the testability of the checker and transformation 

elements in the CED circuit. The method involves the so-called “base” structure for monitoring 

multi-output devices by output groups. With this method, the designer of a self-checking device 

has high variability in choosing the design method and can regulate important indicators (struc-

ture redundancy, controllability, energy consumption, and others). Experiments with combina-

tional benchmarks from MCNC Benchmarks were carried out. According to the experimental 

data, the method has high efficiency in terms of structure redundancy compared to the duplication 

method widespread in practice. The method can be effective when designing real devices with 

fault detection used in all areas of technology, including critical application systems in industry 

and transport. 

 
Keywords: self-checking device, concurrent error-detection circuit, Boolean signals correction, weight-

based sum code, weight-based Bose–Lin code. 
 

 

 

INTRODUCTION  

When designing highly reliable and safe discrete 

blocks and nodes of critical application systems, it is 

important to ensure the timely detection of faults and 

computational errors arising during their operation [1–
4]. This property is achieved by off-line and on-line 

testing equipment [5–7]. 

One approach to designing discrete systems with 

fault detection is the development of devices with test-

able and self-checking structures [8–12]. This requires 

the introduction of redundancy, according to certain 

principles, into a source device (further called an ob-

ject under diagnosis) or the use of external technical 

diagnosis means, including the equipment of objects 

under diagnosis with self-checking concurrent error-

detection (CED) circuits [1, 13]. 

CED circuits are designed so that it is possible to 

judge the correct operation of an object under diagno-

sis by the values of the functions computed by this 

object or the functions formed in its structure at spe-

cial checkpoints. Physical defects lead to the occur-

rence of faults at the outputs of the internal structure 

elements of an object under diagnosis and, as a conse-

quence, to the appearance of distortions in the values 

of computed functions, which is detected by a CED 

circuit. For example, diagnostic attributes are the be-

longing of binary vectors formed in a CED circuit to a 

set of codewords of any predetermined redundant bi-

nary codes [1] or the belonging of functions formed in 

http://doi.org/10.25728/cs.2024.4.3
mailto:TrES-4b@yandex.ru
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23 CONTROL SCIENCES  No. 4 ● 2024  

INFORMATION TECHNOLOGY IN CONTROL  
 

a CED circuit to a predetermined special class of 

Boolean functions (e.g., linear, monotonic, or self-

dual) [14, 15]. Several diagnostic features can be used 

together and simultaneously [16, 17]. 

There exist two main approaches to organizing 

CED circuits for discrete devices. The first (classical) 

one consists in that an object under diagnosis is 

equipped with a CED circuit in which the data vector 

formed at the object’s outputs is supplemented with 

the check vector computed using a check logic block 

[1]. A checker is installed to verify the mutual corre-

spondence of the data and check vectors. The second 

approach implies correction of the functions computed 

by the object under diagnosis in the CED circuit so 

that the codeword of a preselected redundant code is 

formed or the functions turn out to belong to special 

classes of Boolean functions [11]. This approach is 

based on Boolean signals correction (BSC) in a CED 

circuit. Being less investigated, it allows designing 

much more variants of CED circuits for the same ob-

ject under diagnosis than the first approach [18]. As a 

result, the design problem of a self-checking device 

becomes simpler; moreover, the designer can tune the 

indicators of structure redundancy, controllability, en-

ergy consumption, etc. Using BSC makes it possible 

to design a self-checking device even when other 

methods become inapplicable, e.g., the duplication 

method widespread in practice [19].  

This paper presents new results in the field of ap-

plication of BSC together with binary redundant 

codes. We propose a design method for self-checking 

combinational devices with BSC and weight-based 

sum codes in the ring of modulo M residues (weight-

based Bose–Lin codes). 

1. THE STRUCTURE OF A CED CIRCUIT WITH BOOLEAN 

SIGNALS CORRECTION 

Figure 1 shows the structural diagram of a CED 

circuit based on BSC. Here, the object under diagnosis 

is a block F(X), equipped with t inputs and n outputs. 

Boolean vectors <X> = <xt xt – 1 ... x2 x1 > are supplied 

at the inputs of this block during its operation. They 

are to compute the values of functions implemented by 

the block F(X) and to form a Boolean vector 

<fn(X) fn – 1(X) … f2(X) f1(X)>. The faults occurring 

during the operation of the block F(X) distort the val-

ues of the vector <fn(X) fn – 1(X) … f2(X) f1(X)> formed 

at its outputs. By monitoring the occurrence of these 

distortions, it is possible to indirectly determine the 

presence of faults in the object under diagnosis [1].  

A CED circuit is installed to check computations at 

the outputs of the object of diagnosis. In contrast to the 

classical structure (e.g., see [1]), the CED circuit in 

Fig. 1 performs not the complement of the vector 

<fn(X) fn – 1(X) … f2(X) f1(X)> but Boolean signals cor-

rection using modulo M = 2 addition (XOR gates). 

The vector <fn(X) fn – 1(X) … f2(X) f1(X)> is trans-

formed into a vector <hn(X) hn – 1(X) … h2(X) h1(X)>, 

which may have special diagnostic properties: for ex-

ample, it may belong to the set of codewords of a pre-

selected uniform binary code. 

Each value   , 1, ,if X i n  is corrected using two-

input XOR gates: the first inputs receive the values 

fi(X) and the second ones the values of the same-name 

correction functions gi(X) of the same name. They are 

computed for the same sets of input variables as the 

values fi(X) by the correction function block G(X).
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Fig. 1. The structural diagram of a CED circuit based on Boolean signals correction. 
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Thus, the transformations in the CED circuit are per-

formed by the rule  

      , 1, .i i ih X f X g X i n  
 

The cascade of XOR gates forms the Boolean sig-

nals correction block (the BSC block). A totally self-

checking checker (TSC) is installed to verify whether 

the vector <hn(X) hn – 1(X) … h2(X) h1(X)> formed at 

the BSC block outputs belongs to the set of codewords 

of the code selected for checking computations. This 

device has two outputs z
0
(X) and z

1
(X), which are the 

check outputs of the CED circuit: the presence of a 

two-rail signal <01> or <10> at the outputs indicates 

of no computational errors at the outputs of the object 

under diagnosis and in the CED circuit blocks; viola-

tion of the two-rail property points to the presence of 

errors. 

The structure in Fig. 1 has an important peculiarity 

that many CED circuits can be built for one selected 

uniform binary code. This peculiarity allows the de-

signer to solve the most difficult task of organizing a 

CED circuit, i.e., to ensure its self-checking structure. 

In addition, the designer can regulate the indicators of 

structure redundancy of the self-checking device. With 

a preselected code, an available TSC structure, and a 

given implementation of the block G(X), the self-

checking device based on the classical CED circuit [1] 

has a single implementation, which complicates the 

total self-checking of the CED circuit and, in some 

cases, makes it impossible. For the case of a Berger 

code and a repetition code underlying a redundancy 

system, an example demonstrating this feature of the 

classical CED circuit structure was provided in [18]. 

Thus, even duplication with comparison of computa-

tional results, a widespread method in practice, does 

not always yield a self-checking CED circuit due to 

the difficulties in ensuring the comparator’s self-

checking. With the CED circuit structure based on 

BSC, the designer can build self-checking devices 

even when other methods turn out inapplicable. 

The key to organizing a CED circuit based on BSC 

is the choice of a diagnostic attribute. As noted above, 

it can be the belonging of the vector 

<hn(X) hn – 1(X) … h2(X) h1(X)> formed at the BSC 

block outputs to a given uniform binary code. Then 

the properties of error detection in the codewords of 

this code will determine the possibilities of detecting 

distortions at the outputs of the object under diagnosis. 

Naturally, different uniform binary codes have differ-

ent error detection properties by their types (by the 

number of combinations of distortions of zero and unit 

values) and multiplicities [20, 21]. The choice of an 

appropriate code for checking computations becomes 

determinant from the viewpoints of covering the errors 

occurring at the outputs of the object of diagnosis and 

ensuring the self-checking of the CED circuit. 

The following conditions must be satisfied for a 

CED circuit to be self-checking. During the operation 

of a self-checking device, it is necessary to supply a 

given set of input signals and ensure: 

 the checkability of the block G(X), i.e., the possi-

bility of manifesting any fault from a given model as 

distortions at its outputs for at least one set 

<xt xt – 1 ... x2 x1 > [5]; 

 formation of check tests for transformation ele-

ments in the BSC block. The full test of the XOR gate 

in its canonical implementation contains all four com-

binations {00, 01, 10, 11} [22]; 

 formation of the check test for the TSC, which is 

related to the redundant code chosen at the design 

stage and the implementation peculiarities of the TSC 

structure [23]. 

Any uniform binary block codes (both non-

separable and separable) can be chosen as base codes 

for designing the CED circuit shown in Fig. 1. In the 

case of non-separable codes, it is impossible to distin-

guish data and check symbols in codewords; in the 

case of separable codes, data symbols can be com-

bined into the data vector and check symbols into the 

check vector. When choosing an appropriate code, it is 

reasonable to start from some threshold: the cardinali-

ty of the set of codewords of a given non-separable 

code or the number of check symbols of a given sepa-

rable code. This threshold should not exceed the value 

k = n, which is the number of check symbols in codes 

with repetition, underlying the duplication structure 

widespread in practice. Duplication provides coverage 

of any error combinations at the outputs of the object 

under diagnosis but, at the same time, leads to signifi-

cant structure redundancy: the implementation com-

plexity indicators of a device with a CED circuit can 

be 3–4 (and even more) times higher than those of the 

object under diagnosis. For this reason, codes with low 

redundancy are often considered when designing CED 

circuits. Such codes include non-separable constant-

weight codes and separable sum codes [1, 2, 11, 20, 

21, 23]. Special attention is paid to the codes with re-

dundancy close to the minimum possible for detecting 

errors at the outputs of objects under diagnosis. The 

lower bound k = 1 is achieved when using a parity 

code. Therefore, it is interesting to study the applica-

bility of redundant parity codes with k = 2 (and a close 

number of check symbols) to checking computations. 

To construct a code with k = 2 check symbols, we 

can count the number of significant signals in the data 

vector in the ring of modulo M = 4 residues. Then the 

so-called residue or modular sum codes will be con-

structed [1]. They are often termed Bose–Lin codes in 
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the literature [23]. For example, when designing CED 

circuits based on the classical structure with the com-

plement of the data vector formed at the outputs of the 

object under diagnosis by the check vector, the ad-

vantages of using such codes were demonstrated in 

[24], including the gain compared to duplication and a 

Berger code applied for checking computations. Bose–
Lin codes can also be used to design CED circuits 

based on BSC. A CED circuit design method based on 

BSC with such codes was presented in [25]; this 

method involves the transformation of only some val-

ues of the vector <fn(X) fn – 1(X) … f2(X) f1(X)>, respon-

sible for forming check symbols of Bose–Lin codes. 

Despite their advantages of simple construction, 

Bose–Lin codes are not optimal from the viewpoint of 

error detection in data vectors with given m and k (the 

numbers of data and check symbols, respectively). 

Such are the codes where all 2
m
 data vectors can be 

uniformly distributed into groups corresponding to all 

2
k
 check vectors [26]. There is a method for construct-

ing some modified Bose–Lin code with modulus 

M = 4 possessing this property. 

The problem of covering errors at the outputs of an 

object under diagnosis using uniform redundant binary 

codes was considered in many studies. Its solution for 

different codes was described, e.g., in [1, 20, 21]. Let 

us dwell on the solution of the most difficult problem 

of ensuring the self-checking of CED circuits. 

2. THE “BASE” CODE FOR ORGANIZING THE CED 

CIRCUIT STRUCTURE 

 
Let us modify the Bose–Lin code as follows. Fix-

ing the value m (the number of data symbols), we form 

a data vector <ym ym – 1 ... y2 y1> and assign to this data 

vector an array of weights [wm, wm–1, …, w2, w1], 

.iw   Next, we determine the modulo M = 4 residue 

of the total weight of significant bits instead of the 

number of significant bits (the weight of the data vec-

tor) in the ring of modulo M = 4 residues: 

 4

1

mod 4 .
m

i i

i

W y w


  

For each data vector, the binary analog of the 

number W4 is written into the bits of the check vector. 

Let WS(m, k, M), where k = 2 and M = 4, i.e., 

WS(m, 2, 4), denote the modified Bose–Lin code. 

Consider such a code for m = 4. 

Different combinations of weights yield a large 

number of WS(4, 2, 4)-codes. In this case, each weight 

can be only a number from the set {1, 2, 3} since the 

value of the smallest non-negative residue is written 

into the check vector in binary form. When setting the 

weights wi = 4j(mod 4) = 0, j ℕ0, a code susceptible 

to interference will be constructed. (The bits whose 

weight is a multiple of the modulus will not be 

checked.)  

For WS(4, 2, 4)-codes, there are 15 ways of con-

structing an interference-immune code, defined by the 

ways of weighting the data symbols [w4, w3, w2, w1]: 

[1, 1, 1, 1], [1, 1, 1, 2], [1, 1, 1, 3], [1, 1, 2, 2],  

[1, 1, 2, 3], [1, 1, 3, 3], [1, 2, 2, 2], [1, 2, 2, 3],  

[1, 2, 3, 3], [1, 3, 3, 3], [2, 2, 2, 2], [2, 2, 2, 3],  

[2, 2, 3, 3], [2, 3, 3, 3], [3, 3, 3, 3]. Note that possible 

permutations of weights in the arrays that do not affect 

the general properties of error detection in codewords 

are neglected here. 

All WS(4, 2, 4)-codes with odd numbers as weights 

do not detect 54 errors in data vectors; WS(4, 2, 4)-

codes with all even weights ([2, 2, 2, 2]) do not detect 

112 errors in data vectors; other WS(4, 2, 4)-codes do 

not detect 48 errors in data vectors, the minimum pos-

sible number under given M and m. In all symbols of 

codewords, all WS(4, 2, 4)-codes do not detect 240 

errors. 

From the viewpoints of error detection in data vec-

tors and the self-checking of test equipment for a se-

lected separable code, it is important how many data 

vectors correspond to the same check vector. All data 

vectors can be classified into groups corresponding to 

the same check vector. The maximum of 2
k
 check vec-

tors can be generated for a code with k check symbols. 

If all 2
m
 data vectors of the code are uniformly distrib-

uted between 2
k
 check vectors, such a code will detect 

the maximum number of errors in the data vectors. In 

addition, the self-checking of test equipment will be 

ensured much easier. For example, checkers of sepa-

rable codes are most simply built in the form of two-

cascade structures containing an encoder and a com-

parator [27]. To fully test them, it will be necessary to 

generate, at least once, each check vector at the com-

parator inputs. This is impossible if the number of 

check vectors of the code is not maximal and not equal 

to 2
k
. For example, the classical Berger codes widely 

known have the maximum number of check vectors 

for k check symbols only in the case 2 1.k
m    For 

2 1k
m  , the full set of check vectors is not formed 

for Berger codes [28]. Implementing a totally self-

checking CED circuit becomes difficult. For the modi-

fied Bose–Lin codes considered in this paper, all pos-

sible check vectors are formed for k check symbols. 

Consider the use of a WS(4, 2, 4)-code with the 

weights [2, 2, 2, 3] as an example. Table 1 classifies 

the data vectors into groups corresponding to identical 

check vectors for the selected WS(4, 2, 4)-code. Ac-

cording to the table, this code has the minimum possi-

ble number of undetectable errors in data vectors, and 

each check vector corresponds to four data vectors. 
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Table 1 

Classification of data vectors  

by identical check vectors 

W4 

0 1 2 3 

Check vectors 

00 01 10 11 

Data vectors 

0000 0011 0010 0001 

0110 0101 0100 0111 

1010 1001 1000 1011 

1100 1111 1110 1101 

 

This simplifies the task of ensuring encoder testability 

in the CED circuit for real devices, where (as a rule) 

data vectors at the outputs are formed unevenly.  

When constructing a WS(4, 2, 4)-code, one may 

assign other weights to obtain a different classification 

table of data vectors by identical check vectors. This 

task is not studied here. We emphasize that the encod-

er of the WS(4, 2, 4)-code under consideration, which 

is suitable for designing CED circuits based on BSC 

and contains a larger number of even weights, will 

have one of the simplest structures among the encod-

ers of codes with other weights; in addition, the code 

will not detect the minimum possible total number of 

errors in data vectors.   

3. THE “BASE” STRUCTURE FOR CED CIRCUIT DESIGN 

We demonstrate the application of the Bose–Lin 

code for the structure in Fig. 1. 

Figure 2 shows the “base” structure for CED cir-

cuit design for a group of six outputs of an object un-

der diagnosis based on the WS(4, 2, 4)-code. Here, the 

values of only two functions implemented by the ob-

ject are corrected in the CED circuit to form the check 

symbols of the code. This structure was investigated 

earlier, e.g., in [29], but in the case of the weights  

[4, 3, 2, 1]. For these weights, self-checking CED cir-

cuits can be designed only in some special cases: since 

the most significant bit is not controlled by check 

symbols, the formation of some data vectors should be 

excluded. 

In the structure shown in Fig. 2, a WS(4, 2, 4)-code 

is used to organize checking. In the CED circuit, the 

codewords <h6(X) h5(X) h4(X) h3(X) h2(X) h1(X)> of 

this code are formed at the BSC block outputs (i.e., at 

the TSC inputs). The two lower bits correspond to 

check symbols and the four higher bits to data sym-

bols. Data symbols are formed directly at the outputs 

f3(X), f4(X), f5(X), and f6(X) of the object under diagno-

sis. The check symbols are calculated using the formu-

las      1 1 1h X f X g X   and  2h X 

   2 2f X g X  . The functions g1 and g2 represent 

the correction functions formed by the block G(X). 

Thus, when supplying the sets <xt xt – 1 ... x2 x1 > to the 

inputs in the CED circuit, any vector
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Fig. 2. The structural diagram of a CED circuit with transformation of the values of some functions implemented at the outputs of an object under 

diagnosis into the functions forming check symbols of the WS(4, 2, 4)-code. 
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<f6(X) f5(X) f4(X) f3(X) f2(X) f1(X)> is transformed into 

the codeword <h6(X) h5(X) h4(X) h3(X) h2(X) h1(X)>, 

which belongs to the WS(4, 2, 4)-code. The checker of 

this code has a typical structure containing an encoder 

and a two-rail checker (TRC) [30]. Note that the TRC 

block operates in the two-rail logic; therefore, it is re-

quired to pre-invert the signals from the output of the 

encoder of the WS(4, 2, 4)-code or invert the signals 

h1(X) and h2(X).  

Let us slightly modify the structure in Fig. 2. Con-

sider the functions implemented by the object under 

diagnosis and correct the values of those forming the 

data symbols of the WS(4, 2, 4)-code (Fig. 3). In this 

structure, only the check symbols of codewords are 

directly formed, and the data symbols are calculated 

using the block G(X). Otherwise, this structure is simi-

lar to the one in Fig. 2. However, when building this 

structure, it is possible to ensure the self-checking of 

the end device by selecting the data vectors corre-

sponding to the check vectors (see Table 1), particular-

ly in those cases where the structure in Fig. 2 fails 

with this task.  

The peculiarity of the modified structure is that the 

check vectors of the WS(4, 2, 4)-code in the CED cir-

cuit will be formed unambiguously, but the corre-

sponding data vectors can be selected from four vari-

ants for each check vector (see Table 1). This peculiar-

ity provides high variability when building the “base” 
structure and allows obtaining several variants of the 

block G(X). In turn, it becomes possible to form a 

complete set of test combinations for XOR gates and 

regulate the structure redundancy indicators of the 

CED circuit.  

Let us determine the number of ways to build the 

CED circuit according to the structure in Fig. 3. There 

are 4
4 2 15C    variants for selecting the transformed 

outputs. There are P4 = 4! = 24 variants for placing 

data symbols in the data vector. There are P2 = 2! = 2 

variants for placing check symbols in the check vector. 

The product of the three values mentioned characteriz-

es the number of ways to choose the sequences of data 

and check symbols. Besides, on each input combina-

tion, there are exactly four ways to determine the four 

components of one data vector in the CED circuit: due 

to only 2
t
 input combinations, there are 4·2t

 ways of 

this determination process. The number of ways to 

build the CED circuit according to the “base” structure 

in Fig. 3 is given by 

 4, 2, 4 , 4 2 15 24 2 2 880 2 .t t
WS t

N             (1) 

For example, for t = 4 inputs, we have 

 
4

4, 2, 4 , 4 2 880 2 46 080.
WS

N     

In the case t = 4, applying the same code 

WS(4, 2, 4) to the structure in Fig. 2 yields 

 4, 2, 4 , 4 15 24 2 720WSN      ways to organize the 

CED circuit. (It is impossible to vary the values of 

data symbols.)  

This number is 64 times smaller than that for the 

structure in Fig. 3. Hence, the CED circuit structure 

based on BSC with the WS(4, 2, 4)-code proposed 
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Fig. 3. The structural diagram of a CED circuit with transformation of the values of some functions implemented at the outputs of an object under 

diagnosis that form data symbols of the WS(4, 2, 4)-code. 
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in this paper has another advantage over the counter-

part in Fig. 2, i.e., much higher variability in construc-

tion.  

The “base” CED circuit structure is implemented 

for a six-output object under diagnosis. If an object 

under diagnosis has more outputs, they are divided 

into groups of six outputs each; for each group, a sepa-

rate CED circuit is built according to the “base” struc-

ture with the subsequent union of the check outputs at 

the inputs of the self-checking comparator. 

4. ALGORITHM FOR CED CIRCUIT DESIGN 

At the design stage, it is required to ensure self-

checking conditions of the CED circuit. For this pur-

pose, the block G(X) should be made checkable, which 

is related only to design methods: for this block, it is 

required to obtain a controllable structure with respect 

to a selected fault model that will manifest faults in the 

form of errors at its outputs when at least one set 

<xt xt – 1 ... x2 x1 > is supplied to the inputs. It is also 

required to supply check tests to each element of the 

BSC block and the TSC. For each element of the BSC 

block, it is required to generate each combination from 

the set {00, 01, 10, 11} at least once during the opera-

tion of the self-checking device [22]. To test the 

checker, it is required to generate each check vector of 

the WS(4, 2, 4)-code at least once [20, 21]. We will 

implement a design algorithm for the CED circuit to 

ensure these conditions during the operation of the 

self-checking device. 

The idea of the algorithm is as follows. When de-

signing the CED circuit, it is required to unambiguous-

ly determine which codewords 

<h6(X) h5(X) h4(X) h3(X) h2(X) h1(X)> of the  

WS(4, 2, 4)-code will be generated at the BSC block 

outputs for each set <xt xt – 1 ... x2 x1> arriving at the 

inputs. In the structure in Fig. 3, two symbols are un-

ambiguously determined by the values h1(X) = f1(X) 

and h2(X) = f2(X), while those of the symbols h3(X), 

h4(X), h5(X), and h6(X) are considered indeterminate. 

According to Table 1, four data vectors will corre-

spond to each check vector. Thus, at the CED circuit 

design stage, it is required to fix one of the four code-

words of the WS(4, 2, 4)-code for each input set       

<xt xt – 1 ... x2 x1>. This can be done arbitrarily. When 

designing the CED circuit, the main task is to deter-

mine the values of h3(X), h4 (X), h5(X), and h6(X) at the 

BSC block outputs and then obtain the values of the 

correction functions computed by the block G(X). The 

values of the correction functions are obtained for 

each input set <xt xt – 1 ... x2 x1> unambiguously be-

cause 

           .i i i i i ih X f X g X g X f X h X      

The algorithm is intended to form the values of da-

ta symbols h3(X), h4 (X), h5(X), and h6(X) considering 

the conditions of forming check tests for the elements 

of the BSC block and TSC. 

According to the aforesaid, there are various algo-

rithms for determining the values of the data symbols 

h3(X), h4 (X), h5(X), and h6(X) at the BSC block out-

puts in the structure in Fig. 3 for each input set 

<xt xt – 1 ... x2 x1 >. Consider one of them. 

A CED circuit design algorithm based on BSC us-

ing the WS(4, 2, 4)-code for a six-output device in-

cludes the following steps. 

Step 1. For each function implemented at the out-

puts of the device F(X), check whether it takes value 0 

(and 1) for at least two sets of argument values. This is 

necessary to generate check tests for the XOR gates 

when determining the values of the data symbols 

h3(X), h4 (X), h5(X), and h6(X) at the BSC block out-

puts. 

Step 2. Select the outputs of the device F(X) that 

are directly connected to the TSC and correspond to 

the check symbols of the WS(4, 2, 4)-code, e.g., the 

outputs f1(X) and f2(X). For these outputs, check the 

formation of each combination of values 

{00, 01, 10, 11} for at least one input set. This is nec-

essary to form a check test for the TSC. If this condi-

tion fails, then other non-transformable outputs should 

be selected. If such a combination of two outputs does 

not exist, it will be impossible to build a self-checking 

CED circuit by the method under consideration. 

Step 3. Form a value table for the outputs of the 

blocks F(X), G(X) and the BSC block, representing a 

truth table. This table should be filled in at the CED 

circuit design stage. It uniquely determines the values 

of fi(X) and h1(X) = f1(X), h2(X) = f2(X) for each input 

set <xt xt – 1 ... x2 x1>. The values of the functions 

h3(X), h4(X), h5(X), and h6(X) and g3(X), g4(X), g5(X), 

and g6(X) are first considered indeterminate; they have 

to be obtained during the determination process. 

Step 4. Fill the columns h3(X), h4(X), h5(X), 

and h6(X) row by row, starting from the column corre-

sponding to the most significant bit of the data vector. 

Table 1 can be used for this purpose. For each of the 

functions f5 and f6, check whether it takes value 0 

(and 1) for at least one set of the argument values from 

the first half (No. 0 ... 2
t–1

 – 1), as well as for input sets 

from the second half (No. 2
t–1 

... 2
t
 – 1). Such a check 

excludes the subsequent check of the formation of all 

combinations from the check test for the transfor-

mation elements of the values of the functions f5 and f6 

in the BSC block. 

Step 5. For the first (second) half of the sets of ar-

gument values, assign values 0 (1, respectively) to the 

functions  h6(X)  and  h5(X). As a result, the test combi- 
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nations <00> and <11> will be formed at least once 

for the first half of the input sets, and the test combina-

tions <01> and <10> will be formed for the second 

half of the inputs sets for the XOR gates performing 

the transformations      6 6 6h X f X g X   and 

   5 5h X f X   5 .g X   

Step 6. Fill unambiguously the columns h3(X) and 

h4(X) in accordance with Table 1. Filling is unambigu-

ous since the values of the higher bits of data vectors 

are determined. 

Step 7. Check the condition of forming check tests 

for the elements performing the transformations 

 3h X     3 3f X g X  and  4h X 

   4 4f X g X  . If the conditions are satisfied, 

proceed to Step 9; otherwise, change the way of filling 

the columns h5(X) and h6(X) by rearranging the outputs 

of the object under diagnosis. 

Step 8. Determine the values of the functions 

       , 3, 4, 5, 6 .i i ig X f X h X i    

Step 9. Optimize the functions using any known 

method [31]. 

Step 10. Design the block G(X) in the selected 

components. 

We demonstrate this algorithm on the following 

example. 
Example. Let a combinational device be described in 

the first seven rows of Table 2. Here the sets of input argu-

ments are numbered with decimals corresponding to the 

binary numbers formed by each set of input arguments. 

At Step 1, we check that each function implemented at 

the outputs of the device F(X) takes value 0 (and 1) for at 

least two sets of argument values. In the example under 

consideration, this condition is satisfied, which follows 

from the analysis of Table 2. Next, at Step 2, we determine 

the outputs of the object under diagnosis that are directly 

connected to the TSC. Assume that these are the outputs 

f1(X) and f2(X). 

Step 3 consists in forming a value table for the outputs 

of the blocks F(X), G(X) and the BSC block (Table 2). At 

this step, we also unambiguously fill the values of the func-

tions fi(X) and h1(X) = f1(X), h2(X) = f2(X) for each input set 

<xt xt – 1 ... x2 x1>. The values of the functions h4(X) and 

h3(X) are indeterminate at this step. At Step 4, we check the 

formation of values 0 (and 1) of the functions f5 and f6 for at 

least one of the first and second halves of the sets of argu-

ment values. We fill the columns h6(X) and h5(X) at Step 5 

(Table 2). At Step 6, we unambiguously fill the columns 

h3(X) and h4(X). The filled table is presented below (see 

Table 3).  

 

Table 2 

Signals received when forming the values of functions h6 and h5 

No. 

f 6
(X

) 

f 5
(X

) 

f 4
(X

) 

f 3
(X

) 

f 2
(X

) 

f 1
(X

) 

h
6
(X

) 

h
5
(X

) 

h
4
(X

) 

h
3
(X

) 

h
2
(X

) 

h
1
(X

) 

g
6
(X

) 

g
5
(X

) 

g
4
(X

) 

g
3
(X

) 

Combinations at the inputs 

of XOR gates 

X
O

R
6
 

X
O

R
5
 

X
O

R
4
 

X
O

R
3
 

0 1 0 1 1 1 0 0 0 – – 1 0 – – – – 11 00 – – 

1 0 1 1 0 0 0 0 0 – – 0 0 – – – – 00 11 – – 

2 0 0 0 1 0 1 0 0 – – 0 1 – – – – 00 00 – – 

3 0 1 1 0 1 0 0 0 – – 1 0 – – – – 00 11 – – 

4 0 1 0 0 0 1 0 0 – – 0 1 – – – – 00 11 – – 

5 1 1 1 0 1 0 0 0 – – 1 0 – – – – 11 11 – – 

6 1 1 0 1 0 1 0 0 – – 0 1 – – – – 11 11 – – 

7 1 0 1 0 1 1 0 0 – – 1 1 – – – – 11 00 – – 

8 1 1 1 0 1 0 1 1 – – 1 0 – – – – 10 10 – – 

9 0 0 1 0 0 1 1 1 – – 0 1 – – – – 01 01 – – 

10 1 0 0 1 1 0 1 1 – – 1 0 – – – – 10 01 – – 

11 0 1 0 1 0 0 1 1 – – 0 0 – – – – 01 10 – – 

12 0 1 0 0 0 0 1 1 – – 0 0 – – – – 01 10 – – 

13 0 0 1 1 0 0 1 1 – – 0 0 – – – – 01 01 – – 

14 1 1 0 1 0 1 1 1 – – 0 1 – – – – 10 10 – – 

15 1 0 1 1 1 0 1 1 – – 1 0 – – – – 10 01 – – 

Note. The symbol “–” indicates the columns with indeterminate values before Step 7.  
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Table 3 

The values of signals in the CED circuit 

No. 

f 6
(X

) 

f 5
(X

) 

f 4
(X

) 

f 3
(X

) 

f 2
(X

) 

f 1
(X

) 

h
6
(X

) 

h
5
(X

) 

h
4
(X

) 

h
3
(X

) 

h
2
(X

) 

h
1
(X

) 

g
6
(X

) 

g
5
(X

) 

g
4
(X

) 

g
3
(X

) 

Combinations at the inputs of 

XOR gates 

X
O

R
6
 

X
O

R
5
 

X
O

R
4
 

X
O

R
3
 

0 1 0 1 1 1 0 0 0 1 0 1 0 1 0 0 1 11 00 10 11 

1 0 1 1 0 0 0 0 0 0 0 0 0 0 1 1 0 00 11 11 00 

2 0 0 0 1 0 1 0 0 1 1 0 1 0 0 1 0 00 00 01 10 

3 0 1 1 0 1 0 0 0 1 0 1 0 0 1 0 0 00 11 10 00 

4 0 1 0 0 0 1 0 0 1 1 0 1 0 1 1 1 00 11 01 01 

5 1 1 1 0 1 0 0 0 1 0 1 0 1 1 0 0 11 11 10 00 

6 1 1 0 1 0 1 0 0 1 1 0 1 1 1 1 0 11 11 01 10 

7 1 0 1 0 1 1 0 0 0 1 1 1 1 0 1 1 11 00 11 01 

8 1 1 1 0 1 0 1 1 1 0 1 0 0 0 0 0 10 10 10 00 

9 0 0 1 0 0 1 1 1 1 1 0 1 1 1 0 1 01 01 10 01 

10 1 0 0 1 1 0 1 1 1 0 1 0 0 1 1 1 10 01 01 11 

11 0 1 0 1 0 0 1 1 0 0 0 0 1 0 0 1 01 10 00 11 

12 0 1 0 0 0 0 1 1 0 0 0 0 1 0 0 0 01 10 00 00 

13 0 0 1 1 0 0 1 1 0 0 0 0 1 1 1 1 01 01 11 11 

14 1 1 0 1 0 1 1 1 1 1 0 1 0 0 1 0 10 10 01 10 

15 1 0 1 1 1 0 1 1 1 0 1 0 0 1 0 1 10 01 10 11 

 
Next, at Step 7, we check the formation of check tests 

for the transformation elements of the values of the func-

tions f4 and f3. The check tests are formed (see Table 3). At 

Step 8, we determine the values of the functions 

       , 3, 4, 5, 6 .i i ig X f X h X i    

Then we optimize the functions g3, …, g6 (Step 9). Here 

are only the numbers of the allowed sets for the functions 

g3, …, g6: g6(Х) = {0, 5, 6, 7, 9, 11, 12, 13}, g5(Х) = {1, 3, 4, 

5, 6, 9, 10, 13, 15}, g4(Х) = {1, 2, 4, 6, 7, 10, 13, 14}, 

g3(Х) = {0, 4, 7, 9, 10, 11, 13, 15}. (Alternatively, for each 

of these functions, it is possible to write all conjunctions on 

which they take unit values.) The subsequent optimization 

steps are trivial: each function can be optimized individually 

or as a system of Boolean functions [31]. At Step 10, the 

components are selected and the CED circuit is designed. 

The actions of this step need no detailed description. ♦ 

Now, we define the implementation complexity 

indicator L of the CED circuit in a preselected metric 

(e.g., the number of internal element inputs or the 

number of transistors used in the device on particular 

components). This indicator can be compared with 

that of the CED circuit designed by the duplication 

method, denoted by LD. If L < LD, then the method 

proposed in this paper is more efficient than duplica-

tion when ensuring the self-checking of both struc-

tures. Otherwise, another partitioning method is cho-

sen, and the steps of the algorithm are repeated. 

Due to formula (1), the time complexity of the 

proposed algorithm is asymptotically estimated by the 

value 
 

2
O t

: the design problem is solved in exponen-

tial time with a linear exponent. 

The presented algorithm is based on the following 

property of the WS(4, 2, 4)-code with the weights 

[2, 2, 2, 3]: for each check vector, four data vectors are 

formed once with the high bits 00, 01, 10, and 11, re-

spectively. Note that WS(4, 2, 4)-codes with the 

weights [1, 1, 1, 2], [1, 1, 2, 3], and [1, 2, 2, 3] have 

the same property. These codes can also be used to-

gether with the proposed algorithm for designing the 

“base” structure (see Section 4). For other variants of 

weighting data symbols, a similar algorithm can be 

developed, e.g., by considering the non-repeatability 

of the other two data symbols in the data vectors for 

each check vector. For example, the WS(4, 2, 4)-codes 

with the weights [1, 1, 1, 2], [1, 1, 2, 2], [1, 1, 2, 3], 

[1, 2, 2, 2], [2, 2, 2, 3], [2, 2, 3, 3], and [2, 3, 3, 3] have 

a characteristic feature: for each check vector, four 

data vectors are formed, where each of the second and 

third high bits once take values 00, 01, 10, and 11, 

respectively. 

Also, we mention an important fact: during its op-

eration, the algorithm does not cover any error combi-

nations at the outputs of the object under diagnosis. 

However, when designing a self-checking device, it is 

necessary to preselect implementation components, a 

fault model, and appropriate design methods [1, 11, 

20, 21]. The problem of covering errors caused by 
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faults from a given model is solved by various meth-

ods, e.g., by transforming the structures into controlla-

ble ones with a given code or by selecting controllable 

groups of outputs [32, 33]. 

5.  CED CIRCUIT DESIGN FOR DEVICES WITH MORE 

THAN SIX OUTPUTS 

For multi-output devices with n > 6 outputs, the 

CED circuit is designed in accordance with the struc-

ture presented in Fig. 4. In this case, the set of outputs 

W = {f1, f2, ..., fn – 1, fn} of the source device is divided 

into subsets W1, W2, ..., Wq–1, Wq of cardinality 6, 

.
6

n
q

    
 If n(mod 6) = 0, all q groups will contain six 

non-repeating outputs each; otherwise, (q–1) groups 

will contain six non-repeating outputs each, and the 

last group is formed from the outputs 

 5 4 3 2 1, , , , , .q n n n n n nW f f f f f f      For each group 

of six outputs of the object under diagnosis, the struc-

ture in Fig. 3 is designed by the above algorithm. The 

outputs of each TSC1, ..., TSCq are united at the inputs 

of the self-checking comparator qTRC1, which con-

sists of (q-1) TRC blocks. 

The resulting self-checking device can be com-

pared in terms of implementation complexity, e.g., 

with the device based on duplication. For this purpose, 

we define the implementation complexity indicator of 

the self-checking device (see above) in the given met-

ric:
1

.
q

i

i

L L


  Then the efficiency is evaluated in com-

parison with the duplication method. 
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Fig. 4. The structural diagram of a CED circuit for devices with n > 6 based on BSC with transformation of the values of some functions implemented 

at the outputs of an object under diagnosis that form data symbols of the WS(4, 2, 4)-code. 
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Note that there are many ways to select groups of 

outputs into subsets of cardinality 6. The outputs for 

the set W1 can be selected in 6
nC  ways. The outputs 

for the set W2 can be selected in 6
6nC   ways, and so 

on. Thus, for an arbitrary  1, 1j q  , we have 

 
6

6 1n jC    possible ways. (The set Wq is chosen unique-

ly.) The total number of ways to build the CED circuit 

is  

1
6

6 1
1

q

n j
j

C


 

 . This value can be rewritten as

 

     

 
 
 

 
 

  
  

  
  

   

1
6 6 6 6 6 6

6 126 1 6 3 6 2
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...

6 ! 12 !!
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.
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   

  

   
 

   


 



(2) 

 

Since ,
6

n
q

    
 the expression (2) can be repre-

sented as a function of the number n only: 

 
 

1
6

6
6 1

11
6

!
.

6! 6 6 !
6

n

n j n
j

n
C

n
n

   

      


       

       (3) 

For example, for a device with n = 20 outputs, 

formula (3) gives the following number of ways to 

select the subsets: 

 
 

 

20
1 3

6
6
20 6 1 20

11
6

3

20!

20
6! 20 6 6 !

6

20!
3 259 095 840.

6! 2!

j
j

C

    

      


       

 


 

These formulas indicate the total number of ways 

to select the subsets of outputs considering the mini-

mum number of groups required for complete cover-

age without selecting the same check outputs in differ-

ent groups (possibly, except for the last group). In-

cluding the same outputs in different groups for check-

ing may be necessary to detect the required combina-

tions of distortions in the outputs. Anyway, due to this 

circumstance, the number of ways to organize the 

CED circuit can be increased in comparison with the 

one yielded by the above algorithm and formula (3).  

Concluding this section, we draw the reader’s at-

tention to the fact that, by the expression (3), all 

groups are analyzed in factorial time. (In other words, 

the time complexity is estimated by the value  ! .O n ) 

6. RESULTS OF EXPERIMENTS WITH TEST 

COMBINATIONAL CIRCUITS 

Experiments with test combinational circuits from 

MCNC Benchmarks [34] were carried out to verify the 

efficiency of the proposed CED circuit design method 

based on BSC with WS(4, 2, 4)-codes. For each 

benchmark, the implementation complexity indicators 

were experimentally estimated for the devices with the 

CED circuit designed in accordance with the structure 

in Fig. 4. The SIS interpreter [35, 36] was used to op-

timize the logic correction functions, and the block 

G(X) was designed. The implementation complexity 

indicators were determined in conventional units of 

the stdcell2_2.genlib library (the area occupied by the 

device on a chip). Some experimental results are 

summarized in Table 4 and additionally presented in 

Fig. 5. For each benchmark, the table provides the 

values of the corresponding parameters (t and n, the 

numbers of inputs and outputs), the number of selected 

groups (q), as well as the values of the implementation 

complexity indicators (LF(X), LG(X), and L, the condi-

tional implementation complexity indicators of the 

blocks F(X), G(X) and the device with the CED cir-

cuit, respectively). For comparison, the column LD 

presents the value of the implementation complexity 

indicator of the device designed by the duplication 

method; the last column of the table, the share δ of the 

implementation complexity indicator of the device 

with the CED circuit designed by the presented meth-

od in the corresponding indicator of the device with 

the CED circuit designed by the duplication method:  

100%.
D

L

L
    

No permutations of the outputs of the benchmarks 

were performed during the experiments. The groups of 

outputs were selected in their order in the description 

of the benchmark. For each group of outputs, the CED 

circuit was built, the blocks Gj(X), 1, ,j q  were joint-

ly implemented, and the structure redundancy indica-

tors were estimated. 

The following results were obtained for the 20 

benchmarks presented in Table 4 and Fig. 5. In 18 

cases, the structure redundancy indicator decreased in 

comparison with duplication. The value of  

δ = 8 .7 9% was calculated on the average for the 20 

benchmarks considered. Therefore, the proposed CED 
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circuit design method has high efficiency in terms of 

structure redundancy. 

For some benchmarks, arbitrary selection of 

groups of outputs without any output permutations 

within the groups gave no possibility to implement a 

self-checking CED circuit with forming all test com-

binations for the transformation elements and checker. 

However, simple permutation procedures for outputs 

within groups provide an effective solution. Here we 

describe the results for the dc1 circuit. 

Initially, the outputs of the benchmarks were not 

permuted. For the dc1 circuit, the resulting distribution 

of test combinations for the CED circuit elements is 

presented in Table 5. Obviously, the number of test 

combinations has an uneven distribution, which is cer-

tainly due to the peculiarities of the dc1 circuit. (Be-

sides the various arrangements of zero and one at the 

outputs, this circuit has zero at all outputs for the input 

combinations <1010> ... <1111>.) Also, the test com-

bination <01> is not formed for the XOR4 gate. With a 

simple permutation of the outputs f5 and f4 without 

changing the way to build the CED, the test combina-

tions were redistributed, and the combination <01> 

was formed for the element XOR4 in the CED circuit 

for the first group of outputs. The number of test com-

binations for TSC1 and TSC2 in both cases remained 

the same since only two outputs were permuted before 

the determination stage of the codewords of the 

WS(4, 2, 4)-code. 

The output permutation also affected the structure 

redundancy of the self-checking device. In the first 

(original) case, the joint implementation complexity 

indicator of the blocks Gj(X) was equal to 696 condi-

tional units of the stdcell2_2.genlib library; in the se-

cond case, this indicator became equal to 672 condi-

tional units of the stdcell2_2.genlib library. This de-

creased the value of L from 2872 to 2848 and the val-

ue of δ from 89. 03% to 88.557% for this CED circuit 

design. This decrease is not significant.  

Due to a large number of possible output permuta-

tions and ways to select controlled groups, one can 

form check tests for all elements of the CED circuit 

and regulate the structure redundancy indicators of the 

self-checking device. 
 

Table 4 

Experimental results 

No. Benchmark t n q 
LF(X),  

cond. units 

LG(X),  

cond. units 

L,  

cond. units 

LD,  

cond. units 

δ,  
% 

1 dc1 4 7 2 976 696 2872 3216 89.303 

2 dekoder 4 7 2 736 752 2688 2736 98.246 

3 wim 4 7 2 712 656 2568 2688 95.536 

4 newbyte 5 8 2 592 680 2472 2656 93.072 

5 p82 5 14 3 2368 1712 5976 7456 80.15 

6 m1 6 12 2 3064 880 5144 8432 61.006 

7 newapla2 6 7 2 600 592 2392 2464 97.078 

8 sqr6 6 12 2 2648 2184 6032 7600 79.368 

9 inc 7 9 2 2376 1792 5368 6432 83.458 

10 newcpla2 7 10 2 1896 1440 4536 5680 79.859 

11 max128 7 24 4 20 192 2520 25 304 45 184 56.002 

12 m2 8 16 3 10 096 3024 15 016 23 328 64.369 

13 m3 8 16 3 13 464 3744 19 104 30 064 63.544 

14 m4 8 16 3 18 704 7152 27 752 40 544 68.449 

15 mlp4 8 8 2 7224 9224 17648 15 920 110.854 

16 tms 8 16 3 6784 3032 11 712 16 704 70.115 

17 dk27 9 9 2 528 1168 2896 2736 105.848 

18 max512 9 6 1 9632 5624 15 760 20 320 77.559 

19 newcpla1 9 16 3 2520 2528 6944 8176 84.932 

20 newxcpla1 9 23 4 3760 2832 9184 12 112 75.826 

Average value 81.729 

 



 

 
 

 

 
 

34 CONTROL SCIENCES  No. 4 ● 2024  

INFORMATION TECHNOLOGY IN CONTROL  

Table 5 

The number of test combinations for CED circuit elements for the dc1 circuit 

Group 

number 
Gate 

Variant I Variant II 

00 01 10 11 00 01 10 11 

1 

XOR6 5 7 1 3 5 7 1 3 

XOR5 3 6 2 5 3 6 2 5 

XOR4 9 0 3 4 8 1 2 5 

XOR3 6 4 5 1 6 4 5 1 

TSC1 6 2 1 7 6 2 1 7 

2 

XOR7 4 6 2 4 4 6 2 4 

XOR6 5 7 1 3 5 7 1 3 

XOR5 6 3 3 4 7 2 4 3 

XOR4 6 3 5 2 7 2 6 1 

TSC2 6 4 2 4 6 4 2 4 

 
 

 
 

Fig. 5. The graphical representation of the experimental results. 

 

Further studies and experiments may aim to mini-

mize the value of the indicator L, to ensure the check-

ability of all CED circuit elements, and to obtain a 

uniform distribution of test combinations for encoders 

and transformation elements in CED circuit structures. 

These tasks go beyond the scope of the paper. 

CONCLUSIONS  

The CED circuit design method with BSC using 

WS(4, 2, 4)-codes and the formation of the “base” 
structure of a self-checking device, the method pro-

posed in this paper, provides the designer of such de-

vices with higher variability compared to the method 

known previously, in which correction applies in the 

CED circuit only to the functions participating in the 

formation of check code symbols. In turn, the designer 

can optimize the indicators of structure redundancy, 

controllability, energy consumption, etc. for the self-

checking devices being built. 

According to the experimental results presented 

above, in many cases it is possible to reduce the struc-

ture redundancy indicators in comparison with the 

standard duplication method; for about half of the cir-
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cuits, it is possible to achieve δ =  0–70%. Therefore, 

the method can be applied in practice to implement 

self-checking digital devices. 

The method has the following advantages: if there 

is a possibility to build a self-checking device by this 

method, it will yield results. This circumstance follows 

from the need to check, for each function implemented 

at the outputs of the device F(X), whether it takes val-

ue 0 (and 1) for at least two sets of argument values. If 

this condition fails, a self-checking device will not be 

designed even using standard methods (e.g., duplica-

tion): a check test for the comparator will not be 

formed. In addition, the method surely forms test 

combinations for the first two transformation elements 

out of four. Among the drawbacks of the method, we 

note that all combinations included in the check test 

are not necessarily formed for the remaining two 

transformation elements; see the experimental results 

for several test circuits. In this case, it is necessary to 

permute the outputs and, possibly, to regroup them. 

Also, we emphasize that the proposed “base” struc-

ture yields a large number of variants to form the val-

ues of correction functions whereas the presented al-

gorithm only one of a few. This fact makes application 

of the method promising, particularly with other algo-

rithms for designing self-checking devices.  

An interesting development of the method present-

ed above is a generalized CED circuit design method 

with BSC using weight-based Bose–Lin codes with an 

arbitrary value of m and different values of the moduli 

  2log 12 32 , 2 , ..., 2
m

M
   . There are at least two 

lines of related research. The first one is to study the 

peculiarities of applying a sequence of natural number 

series weights when constructing the code: the pres-

ence of weights representing multiples of the modulus 

value leads to the appearance and, as m grows, to an 

increase in the number of single undetectable errors 

[21]. The second line is to study the peculiarities of 

applying sequences of arbitrary natural number 

weights. 

Note finally that the use of BSC in the design of 

self-checking CED circuits is an unexplored approach 

to building devices and systems with fault detection, 

which may significantly improve their efficiency 

compared to known methods. 
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Abstract. The problem of forming a composite indicator for evaluating the effectiveness of 

recommender system algorithms is considered. A novel composite indicator is proposed by 

combining individual metrics using the entropy method. The testing base of this study consists 

of 12 algorithms (on the one hand) and 3 datasets (on the other). For each algorithm–dataset 

combination, we calculate partial criteria used in evaluating recommender systems. According 

to the results presented below, the composite indicator is an effective tool for evaluating the 

performance of recommender system algorithms. As is shown, the performance of the algo-

rithms varies depending on the size and other basic characteristics of a particular dataset. This 

indicator can be used to develop more efficient algorithms and their ensembles as well as to 

optimize hyperparameters and improve the quality of recommendations. 
 

Keywords: recommender systems, composite indicator, algorithms, metrics, datasets.  
 

 

 

INTRODUCTION 

In a hybrid world, when real social relations are 

closely intertwined with digital practices of communi-

cation and economic activities, recommender systems 

are becoming in-demand services between various 

business actors, both the suppliers and consumers of 

different types of goods and services in a market. For 

instance, under the constant growth of data volumes, 

the recipients of various benefits face the need for ef-

fective search and filtering of information [1], and 

their producers are looking for ways to improve the 

effectiveness of marketing activities to stimulate the 

consumption of goods and services. In this context, 

recommender systems provide personalized recom-

mendations in various business segments: from online 

shopping to music and movie streaming. 

In e-commerce, recommendations allow shoppers 

to find goods matching their interests and preferences. 

Recommender systems analyze data on previous pur-

chases, goods views [2], and behavioral patterns to 

suggest the most relevant options. On music and mov-

ie streaming platforms, recommendations play a key 

role when meeting users’ interests: personalized 

playlists and content recommendations are provided 

based on the analysis of preferences for genres, artists, 

and film directors and the consideration of ratings and 

reviews [3].  

The technologies underlying recommender systems 

include machine learning as well as collaborative and 

content filtering algorithms. Many of them also in-

volve the neural network approach [4] to analyze and 

predict user preferences more accurately. The demand 

for such software services and products results in the 

emergence of many algorithms with two parameters as 

their effectiveness evaluation metrics: time and 

memory, characterized by an asymptotic constraint. 

Big O is the most common method for evaluating al-

gorithms [5]. The Big O notation describes the com-

plexity of algorithms and allows comparing their ef-

fectiveness based on homogeneous data. 

At the same time, many other metrics characterize 

the performance of recommendation algorithms. The 

list of evaluation criteria is quite extensive and in-

cludes both typical parameters of machine learning 

methods and specialized metrics of recommendation 

algorithms [6]. They measure the accuracy, complete-

ness, diversity, reliability, and understandability of 

http://doi.org/10.25728/cs.2024.4.4
mailto:roman.s.kulshin@tusur.ru
mailto:anatolii.a.sidorov@tusur.ru
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recommendations, user satisfaction, catalog coverage, 

query processing speed, and other characteristics. 

Each metric has its advantages and limitations depend-

ing on the context of application and the goals of the 

recommender system.  

The use of various metrics contributes to a better 

understanding of, first, the generalized aspects of rec-

ommendation algorithms that often have no common 

meaning for the scientific and professional community 

(performance, efficiency, effectiveness, quality) and, 

second, the suitability of algorithms for particular 

tasks and audiences. 

In this situation, the following difficulties arise 

when comparing algorithms and selecting an appropri-

ate one to solve a particular task: 

• There are many metrics for evaluating the algo-

rithms underlying recommender systems, each being 

suitable for different aspects of recommendations. 

This may produce ambiguous results when different 

metrics point to different algorithms as the best ones. 

• Some metrics may be mutually related or de-

pendent. An improvement in the value of one metric 

may worsen the value of another one. This compli-

cates the choice of an appropriate algorithm. 

• The values of metrics may vary depending on the 

context. For example, accuracy may differ in different 

fields of application.  

Creating a unified evaluation metric for a recom-

mendation algorithm is a necessary step to ensure the 

objectivity and comparability of recommendations as 

well as to improve their quality. This step serves to 

standardize the evaluation of algorithms’ efficiency, 

select the most appropriate one for a particular task, 

and optimize resource utilization. 

The main hypothesis of this paper is that all rec-

ommendation algorithms behave differently depending 

on the data context, the size of datasets, and other 

characteristics of the recommendation environment. 

To avoid the time-consuming empirical selection of an 

algorithm with a comparison of many metrics for a 

particular situation, we propose to create a supercrite-

rion for evaluating recommendation algorithms. 

1. METHODOLOGY 

1.1. Composite Indicator as a Generalized Measure  

As a single criterion, we introduce a composite in-

dicator representing an aggregate combining several 

relevant metrics to measure a complex synthetic con-

struct [7–10]. Nowadays, composite indicators are ap-

plied in various fields for evaluating: 

– the productivity of companies, markets, and the 

economy as a whole [11–13], 

– the patient’s health status [14–16], 

– environmental conditions [17–19], 

– risks in various fields [20–22], 

– the quality of education and student performance 

[23–25], 

– et al. 

They have advantages and drawbacks. For in-

stance, the advantages of composite indicators include 

the following: 

 Several individual indicators or variables are 

combined into a generalized measure, which is con-

venient for analysis and comparison [7, 9, 10, 24]. 

 Analysis is conducted based on the logical mean-

ingful union of variables related to a particular field or 

topic [9, 10, 13]. 

 Composite indicators can be used in many fields 

and for different tasks, which makes them versatile 

tools for analysis and prediction [9, 13]. 

Speaking about the merits of composite indicators, 

we have to mention some of their disadvantages: 

 The bottleneck of this methodology is the as-

signment of weights to individual indicators: there 

exists the possibility of manipulation when justifying 

the decision based on the calculation results of a given 

composite indicator [7, 24]. 

 The use of composite indicators may be limited 

by the availability of data required to justify the super-

criterion structure in substantive terms [7, 13]. 

Despite these drawbacks, composite indicators can 

be effective because their applicability in many con-

texts makes them flexible tools adaptable to different 

tasks and conditions. 

Application of the methodological approach based 

on calculating a composite indicator is quite disputa-

ble, which has led to the emergence of two camps in 

the scientific community: its opponents and support-

ers. Despite the diversity of views and controversial 

points (e.g., selecting the initial list of criteria, meth-

ods for determining weights and aggregation, and 

ways of normalizing indicators measured in different 

ranges and scales), the composite indicator is a rather 

convenient and well-interpretable tool for comparing 

alternatives and making decisions under multiple crite-

ria. Due to its high degree of “customizability,” this 

method can be adapted to different situations and 

needs. 

With the diverse fields of application of this meth-

odological approach and the possibility of working 

with heterogeneous data, we can use it in a new field, 

i.e., for comprehensively evaluating the effectiveness 

of algorithms. By using the composite indicator, we 

can consider various performance aspects of algo-

rithms and summarize them into a single metric, which 

seems more convenient when analyzing performance 
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results described by a set of partial criteria. This will 

significantly improve the objectivity of the final eval-

uation. 

Composite indicators, successfully used for analy-

sis and evaluation in socio-economic fields [11–25], 

have not been previously applied to evaluate algo-

rithms. The approach proposed below is novel due to 

adapting the methodology to the field of information 

technology. This paper mainly focuses on evaluating 

the effectiveness of recommendation algorithms, 

which opens new opportunities for analyzing them and 

improving their performance. 

 

1.2. Metrics 

To form a composite indicator, we select the main 

evaluation metrics for machine learning algorithms 

and personalized recommender systems. 

 Average Popularity (AP) is the average populari-

ty of recommended elements (items, objects) [26, 27]: 

( )

( )
1

| | | ( ) |

i R u

u U

i

AP
U R u









 , 

where U denotes the set of all users with generated 

recommendations; |U| is the number of such users; u is 

a particular user whose data are employed in calcula-

tions; R(u) is the set of recommendations; |R(u)| is the 

number of elements in this set; ϕ(i) is the number of 

recommendations of element i in training data. 

High values of AP indicate that the system fre-

quently recommends popular elements, which can at-

tract users’ attention. On the other hand, excessively 

high values of this metric may deteriorate the diversity 

of recommendations.  

 Grouped Area under the Curve (GAUC) charac-

terizes the quality of ranking for all users: 

1
| ( ) | ( )

| ( ) | u U

u U

GAUC R u AUC u
R u 



 
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Here AUC(u) is a quality evaluation metric for models 

in classification and ranking problems: 

 
| ( )|

1

| ( ) | (| ( ) | 1)
( ) | ( ) | ( 1)

2

| ( ) | ( | ( ) |) ,
R u

i
i

R u R u
AUC u R u n

rank R u n R u


  



 




 

where ranki denotes the descending rank of element i 
of the set R(u); n is the total number of user interac-

tions with the element. 
AUC reflects the area under the Receiver Operat-

ing Characteristic (ROC) curve, a graph showing the 

ratio of the share of correctly classified positive cases 

to the share of incorrectly classified positive cases 

when varying the decision threshold [28]. This metric 

quantitatively estimates the model’s capability to dis-

criminate between classes (e.g., positive and negative 

cases) under different thresholds [29]. 

GAUC demonstrates how well the model ranks 

recommendations for users (in other words, how effec-

tively the model distinguishes between recommenda-

tions satisfying the user and those not). This metric is 

applied for tasks where the ranking of suggestions is 

important, such as goods or content recommendations. 

 Gini Index (GI) characterizes the diversity of the 

distribution of generated recommendations: 

| |

1

| |
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(2 | | 1) ( )

| | ( )
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i I P i
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


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


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where P(i) denotes the popularity of each element af-

ter training the algorithm; |I| is the rating of recom-

mended elements in non-decreasing order. 

GI serves to measure how uniformly the recom-

mendations are distributed for each user. A more uni-

form distribution means that the recommendations are 

more diverse and meet the different interests of the 

user. If the distribution is close to ideal, GI will take a 

value near 0. If the recommendations are centered 

around a small number of elements, GI will be closer 

to the maximum value [30]. 

 HitRate (HR) is the ratio of the number of rec-

ommendations satisfying the user to the total number 

of recommendations [31]: 

1
| ( ) ( ) |

| | u U

HR R u R u
U 

  , 

where  R u  denotes the set of recommendations satis-

fying the user. 

HR indicates what share of recommendations help-

ful to the user; the higher its value is, the more suc-

cessful the recommender system will be. 

 Precision (positive predictive value) is the share 

of relevant elements among all recommended ones 

[32]: 

1 | ( ) ( ) |

| | | ( ) |u U

R u R u
Precision

U R u


  . 

This indicator shows how accurately the system se-

lects the entities that will be preferable to the user. The 

higher value Precision takes, the more accurate the 

recommendations will be. 
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 Recall is a measure to calculate the share of rele-

vant elements from the entire set of generated recom-

mendations [33]: 

1 | ( ) ( ) |

| | | ( ) |u U

R u R u
Recall

U R u


  . 

It indicates what share of relevant elements the system 

can consider in the recommendations. 

At first glance, Recall and Precision are similar 

metrics; meanwhile, they have fundamental differ-

ences. Recall focuses on detecting as many relevant 

elements as possible and minimizing missed opportu-

nities; Precision, on the accuracy of element selection 

and minimizing irrelevant recommendations. 

A high Recall value means that the system covers 

the user’s interests well but may include more noise in 

the recommendations. A high Precision value means 

that the system provides accurate recommendations 

but may miss some interesting elements. 

 Shannon Entropy (SE) is the variety of recom-

mendations generated for a user [34]: 

| |

1

( )log ( )
I

i

SE p i p i


  , 

where p(i) denotes the probability of recommending 

element i. 
If recommendations are diverse and cover different 

user interests, entropy will be high. Entropy estimation 

in recommender systems can help optimize the bal-

ance between personalization (providing recommenda-

tions meeting user’s unique interests) and diversity 

(providing recommendations covering a wider range 

of interests). 

 Mean Average Precision (MAP) is the overall 

quality of elements ranking: 
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where K is the truncated number of generated recom-

mendations; j is the index of the recommendation sat-

isfying the user. 

The truncated number of generated recommenda-

tions is a sample of the most recommended elements, 

specified by the system developer. It can take any val-

ue not exceeding the number of recommended ele-

ments. A value of 10 is most widespread in practice. 

This indicator is a helpful metric for evaluating the 

quality of recommender system models, especially 

when it is important to consider the ranking of rec-

ommendations. Each user is treated separately to con-

sider individual preferences and interests. Since MAP 
averages the Precision value of all users, this metric 

provides a generalized evaluation of the recommender 

system ranking. 
 Mean reciprocal rank (MRR) is the ranking 

quality of the first element in the list of recommended 

ones [35]: 

*

1 1

| | u U u

MRR
U rank

  , 

where ranku
*
 is the rank position of the first relevant 

element found by the algorithm for the user. 

This indicator is widespread to evaluate the quality 

of search engines, recommender systems, and other 

tasks where it is important to consider the ranking of 

results. The higher the MRR value is, the better the 

result will be. The MRR value will equal 1 if the rele-

vant element is always at the first position in the 

ranked list. 

 Normalized discounted cumulative gain (NDCG) 

is a ranking quality indicator that considers the posi-

tion–relevance relationship of elements in a ranked list 

[36]: 
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, 

where δ denotes the indicator function (if ( )i R u , 

then δ = 1; otherwise δ = 0); i is the recommendation 

included in the truncated list. 

NDCG is widespread to evaluate the quality of 

ranking in recommender systems, especially when the 

presence of relevant recommendations and their order 

in the list are both important. 

In addition, metrics indicating memory and time 

consumption are taken for experiments. The consumed 

RAM is calculated using the memory_profiler package 

of the Python language. The training time of an algo-

rithm is that required to tune hyperparameters or train 

embedding layers based on the Recall metric. Hy-

perparameters can be tuned based on a single metric. 

The Recall metric is chosen because of its importance 

for problems where missing data may have serious 

consequences. 

The calculations presented below were performed 

on a PC with a 2.40GHz Intel(R) Xeon(R) Silver 

4214R CPU and 132 Gb RAM. When reproducing the 

results, the time measured during an experiment may 

vary depending on the computing capabilities. 
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2. THE MATERIALS AND TOOLS OF THIS STUDY 

2.1. Datasets 

The following conditions are taken into considera-

tion when forming the datasets. To make the source 

material diverse and the study adequate, we use three 

datasets representing different amounts of information 

about user preferences. The first two datasets, Mov-

ieLens 100k and MovieLens 1m, include 100 thousand 

and 1 million records, respectively. Both datasets con-

tain valuable information about the user ratings of 

movies and demographic data. MovieLens is used for 

research in recommender systems and machine learn-

ing. Amazon Gift Card, part of Amazon Review Data, 

is chosen as the third dataset. Belonging to a different 

field than MovieLens, it has high data sparsity. Ama-

zon Review Data (2018) is a set of user responses 

from the Amazon online store, including related in-

formation (product, user, ratings, and response text). 

This set contains about 35 million user responses over 

18 years and is most widespread in machine learning. 

Amazon Review Data (2018) can be applied for vari-

ous purposes, such as response tone analysis, natural 

language processing, and model training. The Amazon 

Gift Card dataset, which includes information about 

gift card responses, is taken for research. 

Table 1 summarizes the characteristics of these da-

tasets. 
 

Table 1 

The characteristics of datasets 

Parameter Datasets 

MovieLens 

100k 

MovieLens 

1m 

Amazon 

Gift Card 

Number of users 944 6041 128 878 

Average number 

of user actions 

106.04 165.59 1.1421 

Number of    

elements 

1683 3707 1549 

Average number 

of actions with 

an element 

59.45 26988 95.08 

Number of    

intersections 

100 000 1 000 209 147 194 

Data sparsity, % 93.70 95.50 99.92 

 

Thus, the selected sets satisfy the conditions de-

scribed above. At the same time, MovieLens 1m is a 

dataset with a larger number of records compared to 

MovieLens 100k, which is important to analyze the 

impact of the number of dataset records on the algo-

rithm evaluation. 

When comparing Amazon Gift Card to Mov-

ieLens, one observes a significant difference in the 

average number of user actions: a value slightly ex-

ceeding 1 in the former case and over 100 in the latter. 

This difference creates significant challenges for rec-

ommendation algorithms. When dealing with Amazon 

Gift Card and its relatively small number of user ac-

tions, recommendation algorithms face difficulties in 

predicting and generalizing user preferences. The 

truncated amount of data may lead to underrepresenta-

tive samples, making forecasts and recommendations 

less accurate. 

 

2.2. Algorithms 

The following recommendation algorithms are 

evaluated within this study: 

• Bayesian Personalized Ranking from Implicit 

Feedback (BPR) [37]; 

• Large-Scale Information Network Embedding 

(LINE) [38]; 

• Neural Collaborative Filtering (NeuCF) [39]; 

• Deep Matrix Factorization (DMF) [40]; 

• Spectral Collaborative Filtering (SpectralCF) 

[41]; 

• Simplifying and Powering Graph Convolution 

Network for Recommendation (LightGCN) [42]; 

• Variational Autoencoders for Collaborative Fil-

tering (MultiVAE) [43]; 

• Collaborative Denoising Auto-Encoders (CDAE) 

[44]; 

• Ranking-Critical Training for Collaborative Fil-

tering (RaCT) [45]; 

• Sparse Linear Method (SLIM) [46]; 

• Item-based collaborative filtering (ItemKNN) 

[47]; 

• Diffusion Recommender Model (DiffRec) [48]. 

This list covers different recommendation algo-

rithms for maximum diversity. Note that currently, 

there are many more approaches than are considered 

in this paper. The ones above are selected to adequate-

ly represent various algorithms and their features in 

the context of recommendation generation. At the 

same time, other algorithms also deserve attention and 

may be the subject of further research in this area. 

RecBole, an open-source library developed in the 

Python programming language and the PyTorch ma-

chine learning framework, is chosen to implement the 

algorithms. This platform offers a wide range of algo-

rithms and approaches to building recommendations, 

as well as tools for developing, testing, and evaluating 

recommendation algorithms [49]. 



 

 
 

 

 
 

42 CONTROL SCIENCES  No. 4 ● 2024 

INFORMATION TECHNOLOGY IN CONTROL 
 

3. THE RESULTS OF THIS STUDY 

3.1. Calculation of Algorithm Performance 

Calculations were performed for all the three da-

tasets. For clarity, we describe intermediate stages on-

ly for MovieLens 100k. When collecting metrics, the 

parameter K (the truncated number of generated rec-

ommendations) was set equal to 10. 

All collected metrics, except for memory, prepara-

tion time, prediction time, and Average Popularity, are 

coefficients taking values between 0 and 1. Memory 

consumed is represented in megabytes; time metrics, 

in seconds; Average Popularity, in the number of user 

interactions with an element. The collected data are 

shown in Tables 2–4. 

 

3.2. Model 

We form the composite indicator model as follows: 

the 13 parameters are convolved into four subindica-

tors of the second layer; Preparation time, Prediction 
time (the time to generate recommendations), and 

Memory (the memory size consumed) are aggregated 

into the Resources subindicator; Recall and Precision 
are reduced to Accuracy; the GAUC, MMR, NDCG, 

HitRate, and MAP metrics are convolved into the 

Ranking subindicator; Average Popularity, Gini Index, 

and Shannon Entropy are generalized into the Diversi-

ty subindicator. Figure 1 presents the structure of the 

composite indicator. 

This model is based on the principle of logical un-

ion of parameters. 

 

3.3. Calculations 

To create the composite indicator, three main tasks 

have to be solved: 

• normalize the partial criteria, as they have differ-

ent dimensions and units of measurement; 

• calculate the weights on the network layers; 

• determine the principle of convolving the partial 

criteria into the composite indicator and its structural 

elements. 

For the convenience of building the composite in-

dicator, the values of the partial criteria should meet 

the following requirements: 

– All partial criteria should be dimensionless.  

– To compare different elements with each other, 

the values of the partial criteria should vary within the 

same range, e.g., from 0 to 1.  

– All partial criteria should be unidirectional. 

We apply the minimax value normalization of the 

source to satisfy these requirements: 

1,

1,1,

min( )

max( ) min( )

ij kj
k n

ij

kj kj
k nk n

x x
e

x x









, 

where eij is the normalized value of the jth metric for 

the ith algorithm; xij is the factual value of the jth met-

ric for the ith algorithm; n is the number of algorithms. 

For some indicators, such as Preparation time, 

Prediction time, Memory, and Average Popularity, the 

normalization procedure is applied with value inver-

sion in the same numerical range [0, 1], since increas-

ing their values worsens the resulting evaluation: 

1,

1,1,

min( )
1

max( ) min( )

ij kj
k n

ij

kj kj
k nk n

x x
e

x x






 


. 

Table 5 presents the normalized values of the indi-

cators. 

To form the composite indicator, we involve an en-

tropy method for finding the weights of partial criteria. 

This method is based on analyzing the estimates of the 

standard deviations of partial criteria over the entire 

set of elements under consideration [50]. 

 

 

 
Fig. 1. The composite indicator. 
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Table 2 

Performance of the algorithms for the MovieLens 100k dataset 

 

 
Table 3 

Performance of the algorithms for the MovieLens 1m dataset 
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Table 4 

Performance of the algorithms for the Amazon Gift Card dataset 

 

 
Table 5 

Normalized performance of the algorithms for the MovieLens 100k dataset 
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For all evaluation criteria, the standard deviation is 

calculated on each dataset: 

2

1

( )

1

N

ij j
i

j

e e

f
N








, 

where eij denotes the normalized value; je  is the mean 

value of the metric for all algorithms; N is the number 

of algorithms. 
Table 6 presents the standard deviations of differ-

ent parameters. 

Next, we determine the weights in each layer with-

in each group of partial criteria and subindices (vj de-

note the weights in the first layer). To calculate the 

weights, the standard deviation of a particular parame-

ter is divided by the sum of the standard deviations in 

the group: 

1

p

j

j N

j
j

f
v

f





, 

where Np denotes the number of metrics in the pth 

group. 

Then, the value of each pth subindicator is found 

for all algorithms in the first layer via additive convo-

lution: 

1

pN

ip ij j
j

a e v


 . 

The next step is to calculate the standard deviations 

in the subindices: 

2
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Table 6 

Standard deviations for the MovieLens 100k dataset 

Metric Standard deviation 

Memory 0.2198 

T prep. 0.2730 

T pred. 0.2914 

Recall 0.2313 

Precision 0.2196 

GAUC 0.1718 

MMR 0.2092 

NDCG 0.2256 

HitRate 0.2365 

MAP 0.2229 

Average 
Popularity 

0.1827 

Gini Index 0.2034 

Shannon 
Entropy 

0.2412 

 

where pa  denotes the mean value of the pth subindica-

tor. 

Similar to the first layer, we calculate the weights 

in the second layer: 

1

p

p P

p
p

s
w

s





, 

where P is the number of subindices. 

Table 7 shows the distribution of the metrics across 

groups, the sum of standard deviations in the group, 

and the weights of the first and second layers.  

 
Table 7 

Weight calculation for the MovieLens 100k dataset 

Metric Group 

Sum of standard 

deviations in the 

group 

Weight of the 

first layer 

Weight of the 

second layer 

Memory 1 

0.784 

0.280 

0.274 T prep. 1 0.348 

T pred. 1 0.371 

Recall 2 
0.451 

0.512 
0.303 

Precision 2 0.487 

GAUC 3 

1.066 

0.161 

0.286 

MMR 3 0.196 

NDCG 3 0.211 

HitRate 3 0.221 

MAP 3 0.209 

Average Popularity 4 

0.627 

0.291 

0.135 Gini Index 4 0.324 

Shannon Entropy 4 0.384 
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The block diagrams in Figs. 2–4 demonstrate the 

composite indicator model with the weights of each 

parameter for the MovieLens 100k, MovieLens 1m, 

and Amazon Gift datasets, respectively. 

Passing to the subindicators implies calculating the 

normalized values. For ease of understanding, Figs. 2–
4 do not include this network layer, despite its factual 

presence, as in Fig. 1. 

Table 8 shows the values calculated in the first 

layer. They characterize the evaluation for each group 

of the criteria (Resources, Accuracy, Ranking, and 

Diversity). 

The last step is to perform the additive convolution 

of the second layer by analogy to the first layer: 

1

P

i ip p
p

b a w


 , 

where P denotes the number of values in the first lay-

er; the index i corresponds to the algorithm for which 

the calculations are carried out.  

Table 9 presents the final value of the composite 

indicator for each dataset and the arithmetic mean of 

the evaluations of different datasets. The values in the 

cells  characterize  the  integral  evaluation  of  the  algo- 

 
 

 
 

 
Fig. 2. The composite indicator weights for the MovieLens 100k dataset. 

 

 
 

 
 

 
Fig. 3. The composite indicator weights for the MovieLens 1m dataset. 

 

 
 

 
 

 
Fig. 4. The composite indicator weights for the Amazon Gift Card dataset. 
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Table 8 

Calculation of subindicator values in the first layer for the MovieLens 100k dataset 

Algorithm Group / Subindicator 

Resources Accuracy Ranking Diversity 

BPR 0.9372 0.7879 0.8354 0.3512 

LINE 0.8255 0.6691 0.7106 0.3026 

NeuCF 0.4695 0.7755 0.7920 0.3320 

DMF 0.5300 0.7677 0.7600 0.3419 

SpectralCF 0.6931 0.0149 0.1091 0.6544 

LightGCN 0.2956 0.6928 0.7524 0.4181 

MultiVAE 0.4374 0.7448 0.7873 0.3440 

CDAE 0.7814 0 0.0203 0.7361 

RaCT 0.3836 0.8936 0.8826 0.2765 

SLIM 0.8520 0.9920 0.9727 0.3831 

ItemKNN 0.7610 0.8181 0.8120 0.3715 

DiffRec 0.2950 0.9799 0.9798 0.3174 

 

Table 9 

Final evaluation 

Algorithm MovieLens 

100k 

MovieLens 1m Amazon Gift 

Card 

Arithmetic 

mean of the 

evaluations 

SLIM 0.8656 0.8390 0.4202 0.7083 

DiffRec 0.7022 0.8649 0.5328 0.7000 

MultiVAE 0.6184 0.5620 0.7356 0.6387 

RaCT 0.6670 0.5058 0.7253 0.6327 

ItemKNN 0.7402 0.4963 0.5591 0.5985 

BPR 0.7834 0.5054 0.4051 0.5646 

DMF 0.6426 0.3799 0.6043 0.5423 

NeuCF 0.6362 0.3123 0.6525 0.5337 

CDAE 0.3199 0.4090 0.6428 0.4572 

LINE 0.6743 0.2874 0.3340 0.4319 

SpectralCF 0.3145 0.2811 0.6506 0.4154 

LightGCN 0.5637 0.2664 0.3265 0.3855 

 

rithm by the set of criteria. The algorithms in this table 

are in descending order of the arithmetic mean of the 

evaluations. 

According to Table 9, the same algorithms have 

different evaluations on the MovieLens 100k and 1m 

datasets, depending on the dataset size. For example, 

LINE demonstrates a high evaluation for the first da-

taset, but it drops by more than a factor of two for the 

second dataset. For SLIM, the evaluation remains al-

most the same when increasing the dataset size. Some 

algorithms (DiffRec, CDAE) show an increase in the 

evaluation. Thus, there is no obvious dependence of 

the algorithm’s evaluation on the dataset size. This 
conclusion is also confirmed by the Pearson correla-

tion coefficient between the algorithms on the Mov-

ieLens 100k and 1m datasets: the value is only 0.56, 

corresponding to a rather weak dependence. 

The algorithms’ evaluations on the MovieLens and 

Amazon Gift Card datasets do not correlate with each 

other. For example, BPR shows a high evaluation on 

the MovieLens dataset and a low evaluation on the 

Amazon Gift Card dataset.  

A deeper analysis of the table with the algorithms’ 
evaluations confirms the initial hypothesis: the same 

algorithm behaves differently and gives different per-

formance depending on the dataset. 

There is no clearly defined reason for this phenom-

enon, as each group of algorithms involves different 

principles. For example, clustering-based algorithms 

may inaccurately predict the element class due to 
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fuzzy cluster bounds if there are insufficient data. At 

the same time, under enough data and complete cluster 

bounds, the clustering results are accurate. Similar 

problems may arise in algorithms based on other prin-

ciples.  

Also, it is necessary to tune the hyperparameters of 

algorithms according to the data context considering 

more than one characteristic metric. A single metric 

can be applied to solve this problem. 

4. DISCUSSION 

The results of this study indicate the practical ap-

plicability of the proposed approach for selecting an 

optimal recommendation algorithm, especially in the 

context of particular datasets. Note that the method 

can be further improved by introducing user ranking to 

consider individual user preferences and prioritize the 

criteria most significant for them. For example, a user 

appreciating the accuracy of recommendations higher 

than the algorithm speed can assign appropriate 

weights, making the approach more flexible and per-

sonalized. 

In addition, this approach can be applied to opti-

mize the algorithms’ hyperparameters. As a result, it 

becomes possible to systematically estimate the varia-

tions of hyperparameters and their impact on particular 

metrics and the total algorithm evaluation. The sys-

tematic estimation of the hyperparameters using this 

approach allows implementing an iterative model im-

provement process. Developers will be able to regular-

ly analyze and optimize the parameters in accordance 

with changing requirements and data.  

Hyperparameter optimization improves algorithm 

performance and accuracy. It also shows which pa-

rameters are most significant for achieving the best 

results: different tasks may require different optimal 

parameter settings. 

An important line is the possible application of this 

method to form ensembles of algorithms for recom-

mender systems. Evaluation maximization allows ef-

fectively combining different algorithms into an en-

semble considering their contribution to the recom-

mender system. Such an approach allows developing a 

more robust and effective recommender system that 

will cover the advantages and disadvantages of each 

algorithm to mitigate the shortcomings of particular 

algorithms and generate more accurate and relevant 

recommendations for users. 

The approaches presented above have considered 

only the offline evaluations of recommendation algo-

rithms, perhaps forming an incomplete picture of their 

effectiveness. In the future, a composite indicator may 

be developed to provide the online evaluation of such 

algorithms. It is also possible to combine online and 

offline metrics into a generalized measure. They can 

be based on such metrics as Gross merchandise vol-
ume (GMV), Click-through rate (CTR), and Conver-
sion rate (CVR). These metrics will integrally evaluate 

the impact of recommendation algorithms on business 

indicators considering their offline and online aspects. 

Other research areas may include analyzing the 

impact of dynamic data changes on the performance of 

recommendation algorithms. It is possible to study the 

performance of a method under changing user prefer-

ences, seasonal fluctuations, or temporal trends. Inves-

tigating the impact of changing trends in consumer 

behavior may be a key step toward developing more 

adaptive and stable recommender systems. 

CONCLUSIONS 

This paper has considered the problem of generat-

ing a composite indicator for evaluating the perfor-

mance of recommender systems. For this purpose, dif-

ferent algorithms and datasets have been selected, in-

cluding MovieLens and Amazon Gift Card. For each 

algorithm and dataset, different metrics have been cal-

culated to represent different aspects of recommenda-

tion quality and reflect their accuracy, completeness, 

diversity, and other characteristics. The composite in-

dicator has been formed by combining these metrics 

using the entropy-based weighting method. This ap-

proach considers the relative significance of each met-

ric and provides balance in the comprehensive evalua-

tion of the effectiveness of recommender systems. 

The application of such an approach appears to be 

novel in recommender system evaluation. The entro-

py-based composite indicator is a unique tool for 

comparing different algorithms and datasets in terms 

of their overall performance. This approach covers 

different aspects of recommendation quality and can 

be applied in different recommender system scenarios. 

According to the results presented, the composite 

indicator can be a useful tool for evaluating the effec-

tiveness of recommender systems by combining vari-

ous metrics into a single overall evaluation. Hence, it 

gains superiority over partial criteria in terms of in-

formativeness and usability. This indicator provides a 

deeper and more comprehensive understanding of the 

effectiveness of recommender systems, representing a 

valuable tool for making well-grounded decisions in 

this area. 

However, forming the composite indicator requires 

a large amount of calculations and data analysis. In 

addition, the choice of algorithms and datasets may 

significantly affect the evaluation results. Therefore, 

additional research and experiments with different al-
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gorithms and datasets should be carried out to obtain 

more accurate results. These studies will provide a 

better understanding of the impact of different parame-

ters on the final results and optimize the composite 

indicator formation process. With this approach, one 

will assess how well the composite indicator adapts to 

different recommender system scenarios and identify 

its limitations. 

Additional research may also optimize the weights 

of combining different metrics into the composite in-

dicator. This is crucial to consider the relative signifi-

cance of each metric and balance the different aspects 

of recommendation quality. 

Thus, further research on forming composite indi-

cators for evaluating the effectiveness of recommender 

systems is necessary to improve their accuracy, gener-

alizability, and applicability.  
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Abstract. This paper is devoted to an automatic control method for an overhead crane under the 

current parametric uncertainty of the crane, transported cargo, and exogenous disturbances. The 

control objective is to move the cargo in the horizontal plane to a point ensuring the final delivery 

of the cargo to the designated place while parrying the angular oscillations of the suspension and 

reaching given dynamic characteristics. The approach is based on a control scheme with a current 

parametric identification algorithm, an implicit reference model, and “simplified” adaptability 
conditions to track cargo movements directly. The control law generates a given trolley speed for 

the servo drive. The passport data of the crane installation are used to select the control law pa-

rameters. Unlike previous publications on the topic, the solution proposed below is simpler, more 

reliable in terms of operation, and less expensive. This is achieved by placing a combined sensor 

(an accelerometer with an angular rate sensor (ARS)) on a suspension cable near the crane trolley 

and applying, first, an algorithmic solution without the preliminary calculation of the ARS drift 

and, second, a current parametric identification procedure of higher efficiency. Computer simula-

tion results are provided to confirm these advantages of the new solution. A similar example is 

implemented on an experimental installation. 
 

Keywords: overhead crane, control automation, current parametric uncertainty, parametric identification 

algorithm, approximation. 
 

 

 

INTRODUCTION 

During the operation of different types of cranes, 

including overhead ones, the automatic transfer of 

suspended cargos is a topical problem. This is due to 

the high prevalence of such cranes and the need to 

damp pendulum oscillations, which reduce safety, 

productivity, the accuracy of work, etc. It is especially 

important to implement automation under the current 

parametric uncertainty of the crane installation, trans-

ported cargo, and exogenous disturbances, caused by a 

wide variety of crane operating modes.  

There exist many automatic control methods for 

overhead cranes, which solve this problem in different 

formulations: 

 approaches based on PID, PI, and PD controllers 

(for example, see [1–3]). These methods suffer from 

the drawback that the controllers have to be pre-tuned 

for a particular range of crane and load parameters. 

 sliding mode control methods for overhead 

cranes (for example, see [4, 5]). Their main shortcom-

ing is the appearance of high-frequency components in 

drive control, which worsens the performance charac-

teristics of the control system. 

 neural network controllers for overhead cranes 

[6, 7]. They are disadvantageous due to a considerable 

training time of the neural network. 

 an adaptive control method for an overhead crane 

trolley that involves a Lyapunov function with the tun-

ing of controller parameters based on the gradient 

identification algorithm [8, 9]. The main disadvantage 

of this method is the problem of selecting the parame-

ters of the discrete identification algorithm for a par-

ticular case to make the closed-loop control system 

stable. 

Another control approach for an overhead crane 

under current parametric uncertainty was considered 

in [10, 11]. It is based on an adaptive control scheme  

http://doi.org/10.25728/cs.2024.4.5
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with a parametric identifier, an implicit reference 

model, and “simplified” adaptability conditions. It was 

proposed to use an asynchronous servo drive, which is 

fast enough in the full range of working loads [12]. 

The control law generates a given speed for the actua-

tors to track linear cargo movements directly. This 

paper is a logical continuation of the studies men-

tioned to simplify the control system design and re-

duce the operating costs of an overhead crane by im-

proving the control approach. 

1. PROBLEM STATEMENT 

We will consider the motion of the crane and the 

cargo only along one axis (the horizontal movements 

of the cargo) corresponding to the movements of the 

crane trolley; see the diagram in Fig. 1. (The other axis 

corresponding to the movements of the crane beam 

can be treated by analogy.)  

Figure 1 has the following notations:  

T
m  and cm  

are the masses of the crane trolley and 

transported cargo, respectively, considering the inertia 

of the rotating masses (the cargo consists of the load 

transferred and the gripping device, i.e., a hook);  

cr  is the radius of the cargo inertia;  

l  is the length of the cargo suspension (the dis-

tance between the attachment point of the suspension 

on the trolley and the cargo’s center of gravity); by 

assumption, min maxl l l  , where minl  and maxl  are 

the minimum and maximum values of the suspension 

length, respectively;  

T
x  is the horizontal movement of the trolley along 

the Ox  axis;  

T
v x  is the trolley speed with the restriction 

maxv v , and givv  is a given value of this speed;  

conf  is the control force generated by the servo 

drive of the crane trolley using the signal givv ; 

frif  is the friction force counteracting trolley 

movements;  

wf  is the wind force applied to the center of the 

cargo mass (the wind load);  

  is the deviation angle of the cargo suspension 

from the vertical axis; 

sin
Tcx x l    is the horizontal movement of the 

cargo; 

S is the location point of a combined sensor (an ac-

celerometer and an angular rate sensor (ARS)) on the 

suspension cable (see below); 

 

 

 
Fig. 1. Overhead crane movements with a cargo along the horizontal 

axis corresponding to crane trolley movements. 

 

S
l  is the suspension length to the combined sensor 

(the distance between the attachment point of the sus-

pension on the trolley and point S), min0
S

l l   

sin
S T S

x x l    is the horizontal movement of the 

combined sensor; 

TP is the target point of cargo delivery with coor-

dinates  giv giv,
C

x h , where givC
x  and givh  (loading 

height) are its coordinates along the horizontal Ox  

and vertical Oh  axes, respectively; 

 st arctg ( )
Cwf m g   is the steady-state constant 

value of the angle   expected at the end of the control 

process, where g  is the free fall acceleration; 

   giv giv max giv stsinc cx l x l h l      is a given 

position of the cargo on the horizontal axis at the cur-

rent suspension length (the distance between the zero 

point and the A–TP line in the Ox  axis. 

Assume that the exogenous disturbance formed by 

the friction force and wind load is a step signal with 

limited amplitude. 

The mathematical model of the mechanical system 

(Fig. 1) was described in [13], with the cable mass and 

angular motion friction neglected due to their small-

ness. Based on this model and the initial values of the 

variables characterizing position and velocity, by ap-

plying Poinsot’s theorem (to include the wind effect), 

we obtain the following differential equations for the 

dynamics of this mechanical system: 
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   

   
2

con fri

2 2
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sin

cos

sin cos
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w c

c c c

c w

c

m m x m l

f f f m l

m l x m l r

m gl lf

x x l

    

      

    

    


  

            (1) 

Usually, the angle   has a small range (not ex-

ceeds 10 20 ), and its rate of change is also low. In 

view of the motion kinematics, we can take 

sin , cos 1,   and 2sin 0   . Then system (1) 

can be linearized to 

con

con

con

con

, , ,

T

T T T

f
x x x

f

c c c

x a f a a

a f a a

x x l x x l x x l




  

   
   


        

      (2) 

where  con 1 2 2f
x c ca m l r

   ,   21
x ca g m l
   ,  

xa   1 2 2 2
fric c wm l r f l f

       , con 1f
ca m l


   , 

 1
T c ca m m m gl

 
    ,  1

fri Tca l m f m


   

c wm f   , and 2
Tcm m l     2 .

T c cm m r    

We rewrite the third equation of the third line of 

system (2) using its first two lines and substitute the 

signal conf  expressed from the first equality of (2) into 

the resulting formula. Consequently, the cargo motion 

is described through the trolley speed as follows: 

v
c c c cx a v a a

   ,                        (3) 

where  2 2 2v
c c ca r r l  ;  con conf f

c x xa l a a a a
  

  

g   ;  2 2 2
cl l r    is the dimensionless coeffi-

cient of the impact of the cargo’s radius of inertia;

 con conf f
c x xa l a a a a    is the value equal to the 

cargo acceleration due to exogenous disturbances; by 

assumption, the values of the variables cx  and cx  at 

the initial time instant are known. 

For further considerations, we suppose that 
2 2

cl r , which holds in most practical cases. Then 

the parameter ca  depends only on the wind and 

0v
ca  . Hence, equation (3) can be written as 

;c c c cx a a g a
                       (4) 

here the parameter ca  represents the acceleration gen-

erated by the wind force alone.  

According to this equality, under the above as-

sumptions, the linear movement of the cargo is mainly 

affected only by the angular position of the suspension 

and the wind load. We will use equation (4) as a con-

trolled object. Despite its substantially simplified form 

valid only under the above assumptions, this equation 

will be employed to design a control law (an approxi-

mation of the linear movement of the cargo), similar to 

the approach described in [11], albeit with some modi-

fication. 

The natural frequency 0  of the angular oscilla-

tions of the cargo was found in [11] based on the pa-

rameters in Fig. 1 and equality (4). It satisfies the rela-

tions 

0 ca l g l g l
      ; 0 max .g l 

 
 (5) 

Given the crane passport data min max max, ,l l v , the 

coordinates of the cargo’s target point givcx , givh , and 

the initial positions of the trolley and cargo on the hor-

izontal axis (they are considered to be known), we 

pose the following problem: under the current para-

metric uncertainty of the crane, cargo, and exogenous 

disturbances (with unknown onset times and intensi-

ties), it is required to design a control law generating a 

given speed of the crane trolley to be executed by the 

servo drive so that the cargo’s horizontal movement 

will satisfy the conditions 

 giv0; c cx x l  .                   (6) 

If st 0  , the second condition in (6) requires po-

sitioning of the cargo not over the target point but so 

that, by the end of the control process, the cargo will 

be delivered to the target point by lowering without 

additional movements of the trolley (cargo movement 

along the A–TP line). In addition, conditions (6) must 

be fulfilled with motion dynamics close to the required 

one considering the speed characteristics of the servo 

drive. Modern asynchronous servo drives are fast 

enough: they have signal processing delays at a level 

of hundredths and tenths of a second. Therefore, we 

suppose that givT
x v  [12]. 

Let the main data about the suspension and cargo 

be provided by the combined sensor (an accelerometer 

and an ARS) placed on the suspension cable (similarly 

to the patent [3]) close to the crane trolley. See point S 

in Fig. 1 and a more detailed diagram in Fig. 2. 

This placement of the combined sensor on the ca-

ble is advantageous over its location on the hook with 

remote information transmission proposed in [11]: 

– It is possible to organize wired information 

transmission from the sensor and wired power supply 

for the sensor, a much more reliable and simple solu-

tion with reduced operating costs. 
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Fig. 2. The combined sensor placement on the suspension cable. 

 

– The sensor is located in a safe place without ex-

posure to external mechanical impacts. 

– It is easy to fix the sensor sensitivity axes. (The 

suspension hook often rotates around the vertical ax-

is.) 

– The data obtained from this sensor are universal 

regardless of the kinematic scheme of the lifting 

mechanism [14]. 

– The cargo’s additional secondary high-frequency 

motions (including the unmodeled ones) associated 

with the double-pendulum motions of the hook and 

cargo are transferred to the sensor to a lesser extent. 

 

2. CONTROL ALGORITHM 

To achieve conditions (6) with a given speed of the 

crane trolley, we apply the approach [11] based on the 

control scheme with a current parametric identification 

algorithm, an implicit reference model, and “simpli-

fied” adaptability conditions to track the cargo move-

ment directly. Within this approach, the implicit refer-

ence model is an oscillating link with the values of the 

variables at the initial time instant 0t  equal to those of 

the original object: 

 2
giv

0 0 0 0

2 ( ) ,

( ) ( ), ( ) ( ),

m m m m m m c

m c m c

x x x x l

x t x t x t x t

     

 
        (7) 

where mx  is the variable describing the reference dy-

namics of the cargo motion (corresponding to the vari-

able cx ); m  and m  are the reference values of the 

natural frequency and relative damping coefficient, 

respectively, representing assigned parameters of the 

reference model [15].  

First, let the values of the parameters ca
 , ca  and 

the variables  , st  be known. We equate the right-

hand sides of equation (4) and the first equality in (7), 

replacing mx  and mx  by cx  and 
T

x , respectively, to 

find the control law generating the given speed givv  of 

the crane trolley: 

   
   

1 2
giv giv

1 2
giv

( )

( ) 0.25 ,

T x c c m c c

x c c x m c c

x v T x l x a a

T x l x T a a

  

  

      

    
 

(8) 

where 2x m mТ     is the time constant of the linear 

movement of the trolley and cargo (the control time 

constant), set by the reference model. 

Indeed, based on equation (4), cx  can be substitut-

ed in formula (8) instead of the term ( )c ca a
 . Then, 

in view of the notations introduced in (7), we arrive at 

the equality describing the cargo’s behavior in the 

closed-loop control system with the control law (8): 

 2
giv2 ( ) .

Tc m m m c cx x x x l               (9) 

It matches the assigned reference (7), except that the 

variable cx  is replaced by 
T

x  to eliminate internal 

instability in the closed-loop control system. 

According to Fig. 1, the tracking error of the cargo 

position can be represented as 

giv giv( )
TTc cx l x x x   ,                 (10) 

where  giv giv  giv max giv st(0)
T c cx x x l h     . 

Therefore, we write equality (8) in the form of the 

dynamics equation of the closed-loop control system: 

 2
 givT T Tх m c cT x x x a a

     .         (11) 

In the absence of angular motion  0   and dis-

turbances  0ca  , it follows that  givT T
x x  and 

hence  giv ( )c cx x l  by the aperiodic law with the 

time constant xT  (which explains the name of this pa-

rameter). 

Due to formulas (4) and (11), if a steady state 

0, 0, 0, 0
T c cx x x     is reached in the 

closed-loop control system, it can only be the case 

when st c ca a
    and  givT T

x x . As a result, 

by the expression (10),  giv ( )c cx x l . 

For the closed-loop control system (2), (4), (8) 

with 0 ,m   we have 0, 0, 0,
T cx x    

0cx   as t  ; this fact was established in [11]. 

Hence, the control objective (6) is achieved.  
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In crane operations, the obvious desired movement 

of the cargo to a given point is the process with the 

minimum possible control time and overshoot. As is 

known, for the oscillating link, this requirement corre-

sponds to the values of the relative damping coeffi-

cient not less than 0.71 [15]. Also, the parameters m  

and  xT  in (8) should be chosen depending on the 

maximum speed of the drive and the required move-

ment of the cargo. Due to these provisions, the control 

law (8), and equality (11) without the last term (only 

the aperiodic process and its maximum speed are con-

sidered [15]), we write the requirements for these pa-

rameters in the following form: 

 

max
0

tr

0.8
0 0

tr
max 0

2
0.71 1, ;   

2
,

4

m

m
m m

c

c m m
x x c

v

k x

x T T
T T x k

v

 



      



  
     

 
 

(12) 

where trk  is the positive coefficient of change of the 

transient time, chosen considering inequalities (12);

0givc c cx x x    is the cargo transfer distance, where 

0cx  is the cargo’s initial position on the Ox  axis; 

 x cT x  is the dependence of the parameter xT  on 

cx  (further denoted by xT  under a fixed value of the 

argument); 0T  is the period of natural pendulum oscil-

lations of the cargo suspension. 

Let us explain the choice of the coefficient trk . If 

tr 1,k   we have maxv v  in the transients; the higher 

the value of this coefficient is, the greater the control 

time will be. Under tr 1k  , the transient time will de-

crease but the trolley speed can reach the value maxv ; 

at such time instants, there is no oscillation-damping 

control, which (of course) worsens the quality of con-

trol. 

In view of the relations (5), the third inequality in 

(12) will hold if  

  tr
max

0.8

max max

2
2,

m

c
x c

m

x
T x k

v

l l
g

 


 


 

            (13) 

where the units of measurement correspond to the SI 

system. 

Figure 3 shows the admissible domain of the pa-

rameter xT  (13) depending on maxl  in the case 1m   

(the upper unshaded area). The boundary in this figure 

represents the minimum value of .xT  

 

 

 
Fig. 3. The admissible domain of the parameter Tх of the control law 

(8) depending on the maximum length of the crane suspension under 

the unit relative damping coefficient of the reference model (the upper 

unshaded area). 

 

Hence, the expression (13) can be used to deter-

mine the value of the parameter xT  for the control law 

(8) from the passport data max max,l v  of the crane in-

stallation and the cargo transfer distance cx , which 

are known in advance. Also, this parameter can be 

refined based on the period of the natural oscillations 

of the suspension using inequality (12). 

The relations (12) and (13) reflect the stability 

bounds of the parameter xT  in the control law (8). 

Obviously, the further its value lies from the bounds 

(i.e., the greater the value of xT  is), the more stable 

the closed-loop control system will be. However, the 

transients become longer. 

Consider an example of choosing the value of the 

parameter xT  based on these relations. Let 

max 10 m,l   max 1 m/sv  , 8 mcx  , 0.8m  , and 

tr 1k  . Then, by formula (13), we obtain 1.6 sxT   

and 8 sxT  . Due to equation (11), this solution en-

sures the control time con 3 24 sxt T   to transfer the 

cargo to the given point [15]. (By assumption, the 

pendulum oscillations will be damped by the end of 

the transients.) When the cargo transfer distance is 

reduced, the values of these parameters decrease: 

con1.6 s, 4.8 sxT t  . These performance indicators 

agree with the time standards [16], e.g., for medium 

overhead cranes with a lifting capacity of up to 50 

tons. Such cranes will be considered in the model ex-

ample below. 

The control law (8) generating the given speed is 

based on the exact value of the expression ( c ca a
 ), 

i.e., the parameters ,c ca a
  of the controlled  object (4). 

With various types of transferred cargos, suspension 
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lengths, and exogenous disturbances, the values of 

these parameters are often unknown in practice. An-

other problem is the exact determination of the angle 

.  The variable cx  can be used in the control law (8) 

instead of  c ca a
 . However, this acceleration 

cannot be directly measured using an accelerometer 

placed in the cargo’s center of gravity: the accel-

erometer measures the sum of the apparent accelera-

tion (generated by the support reaction due to gravity) 

and the desired acceleration. Application of the de-

pendence 
Tcx x l    from system (2) requires 

knowledge of the suspension length l  and, moreover, 

results in a highly noisy signal due to the accelera-

tions.  

To simplify the crane control system, we propose 

replacing the cargo’s linear acceleration in the control 

law (8) with the linear acceleration 
S

x  of the com-

bined sensor placed at point S at the distance 
S

l  from 

the trolley  min0 sl l  ; see Figs. 1 and 2. Similar to 

[11], we will use not the signal of this acceleration but 

its approximation based on the current parametric 

identification. 

According to the above assumptions and formulas 

(2) and (4), the linear acceleration of the cargo is 

Tc c c cx x l a a g a
        . Obviously, the 

same acceleration for the combined sensor is equal to 

S T S
x x l   . By comparing these dependencies, we 

easily find 

 
  .

S T S S

S

c

c

x x l x l l

g а l l

      

     
              (14) 

In view of this equality and formula (10), we write 

the control law (8) by replacing the variable cx  with 

:
S

x  

 
  

  

1 2
giv giv

1
 giv max giv st

20.25 ,

T S SS

T

S

x m

x c

x m c

x v T x x x

T x l h x

T g а l l

 





     

    

      

       (15) 

where  giv giv giv max giv st( ) .
S SS c cx x l x l h l       

The first part of (15) directly implies the equation 

describing the horizontal movement of the combined 

sensor; it is analogous to equality (9), where the varia-

ble 
S

x  should be substituted for cx . Making the same 

substitution in the proof from [11] under the condi-

tions of achieving the control objective will give the 

same conclusions for the linear movement of the com-

bined sensor. Recall that this sensor is placed between 

the attachment point of the suspension on the trolley 

and the cargo’s center of gravity on their line. Hence, 

based on formula (10), the control law (15) is similar 

to the expression (8). 

To implement the control law (15) generating the 

given speed, in particular, it is necessary to determine 

the current values of the variable st  and the approx-

imated value of 
S

x . Consider some possible ways to 

do it. 

The value st 0   can be caused only by the wind 

effect. If an accelerometer is placed at point S to 

measure the sum of the acceleration of the support 

reaction due to gravity and 
S

x , its value will be given 

by acc
S S

x g x   due to formula (14). According to 

the stated above, we have 0
S

x   for the steady-state 

process in the closed-loop control system. Therefore, 

 acc
st

lp
S

x g  ,                        (16) 

where the upper cap “” indicates an estimate; acc
sx  

is the readings of the accelerometer placed at point S 

whose sensitivity axis is orthogonal to the suspension 

cable; the subscript “lp” denotes low-pass filtering to 

eliminate the transient components. 

To approximate 
S

x , we will use the integral of the 

signal from an ARS placed at point S. Due to the 

known drift of the sensor, this procedure will generate 

the dependence  

ARS dr 0

t

dt t     ,                (17) 

where ARS  is the data from the ARS with the sensi-

tivity axis parallel to the suspension rotation axis; 

dr const   is the drift of this sensor; 0  is the ini-

tial value of the angle  . 

We build an approximating current parametric 

identification algorithm based on equations (14) and 

(17), generating the equality  

ARS ARS

т
1 2 ,

Ts s

t t

z x g dt x l g dt

а t a

      

  

 

θ y
  

  (18) 

where z  is the response of the identification object; 

1a  and 2a  are the estimates of the parameters 

1 dra g   and 2 0 ca g a   , respectively; 

 т
1 2,a aθ  is the vector of the estimated parame-

ters;  т , 1ty  is the vector of the factor variables; 

finally, T denotes transpose. 
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For the signal sx , the approximating estimate sx  

is given by 

ARS 1 2s

t

x g dt а t a     .               (19) 

Note that the expression (18) neglects the term 

 sl l   of the original equality (14). This is dictated 

by experiments with the closed-loop control system 

with the control law (20) generating the given speed 

under different parameter values: due to the rapid con-

vergence 0  and the self-tuning properties of the 

control system, the estimate of this term has little ef-

fect on the resulting motion dynamics. Moreover, with 

this solution, the estimate sx  is ahead of sx , making 

the closed-loop control system with natural delays 

more stable. 

We apply the recurrent least-squares method with 

the forgetting factor [17] as a current identification 

algorithm: 

 

т
1 1

1т т
1 1 1 1

0 2

,

, 1,  1, 

i i i i i i i i i

i i i i i i i i i

z 


   

      

         
     

θ θ P y θ y

P P P y y P y P y

P E

 (20) 

where 1, 2, 3,...i   denotes the i th time instant with a 

step t ;   is the identification residual; iP  is the co-

variance matrix of the parameter estimation errors, of 

dimensions 2 × 2;   is the assigned forgetting factor 

of previous measurements to track the time-varying 

desired parameters; ϑ is a large positive number de-

termining the initial rate of variation of the parameter 

estimates; finally, 2E  is an identity matrix of dimen-

sions 2 × 2. 

Note that the identification algorithm (20) uses lin-

early independent factor variables on any time inter-

val. This makes the resulting estimates stable, general-

ly ensuring the stability of the identification algorithm 

as well [18]. 

Therefore, we replace the control law (15) generat-

ing the given speed with another one based on the cur-

rent estimates st 1 2, , ,a a  and sx  using the expres-

sions (16), (18)–(20):  

  1
giv  giv max giv st

2
ARS 1 20.25 .

T Tx c

x m

t

x v T x l h x

T g dt а t a





     

 
       

 


  

(21) 

Following recommendations [18], a low-pass filter 

should be applied to the law (21) to eliminate high-

frequency components in the closed-loop system while 

maintaining control accuracy. Such motions may arise 

due to the double pendulum suspension formed by the 

hook and cargo in some cases [10]. 

For the linearly independent elements of the vector 

function iy  on a sliding time interval, the identifica-

tion residual of the algorithm (20) very quickly––in a 

few iterations––converges to the neighborhood of zero 

under a sufficiently small step t  and an appropriately 

chosen value of the parameter  ; moreover, it will 

remain therein, despite that the parameter estimates 

may be far from the true values [18]. Thus, the algo-

rithm (20) ensures the condition 

s sx x ,                              (22)  

i.e., approximates the variable sx  even if the current 

parameter estimates are inaccurate. 

In other words, the estimates can be substituted in-

to the law (21) from the very beginning of the identifi-

cation algorithm. In addition, the control objective is 

achieved for the current parameter estimates and sx , 

as was proved in [11]. 

Considering this algorithmic support of the adap-

tive control system of the crane trolley, we propose the 

following information sensors and additional algo-

rithmic operations:  

– an encoder on the crane trolley or 

0givT Tt
x v dt x   due to the servo drive properties 

mentioned above, where the last term is the initial po-

sition of the trolley; 

– the combined sensor (an accelerometer and an 

ARS) placed on the suspension cable close to the 

crane trolley at point S at the distance sl  (Fig. 3), by 

analogy with the patent [3]; the accelerometer is used 

to obtain the signal st  by formula (16), whereas the 

ARS provides the signal ARS ; 

– filtering on the real differentiating link of the 

signal giv ARS( )sv l   to form the signal sx , used in 

equality (18); it gives an approximate values of the 

desired signal without the ARS drift effect [15].  

Note that these formulas correspond to the relative 

smallness of the cargo’s radius of inertia, . Computer 

simulations show that otherwise, e.g., in the case , the 

closed-loop control system also provides high-quality 

control. In particular, the reason is the good approxi-

mation properties of the identification algorithm (20), 

which ensures condition (22). 
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3. A MODEL EXAMPLE 

To compare the new approach with the previously 

known solution [11], we modeled the proposed control sys-

tem under the same conditions as in the cited paper, even 

with a somewhat expanded variation range of the crane and 

cargo parameters; for this purpose, the dependencies (1), 

(18)–(21) and the expressions (5)–(7), (12), (13), and (16) 

were used. In particular, numerical simulation was carried 

out in Matlab/Simulink/SimMechanics, and the differential 

equations were solved by the Runge–Kutta method of the 

fourth and fifth orders with a step of 0.01 s.  

Consider control of the trolley of a typical medium 

crane with the following parameters: 450 kg
T

m  , 

100 50 000 kgcm   , min 3 ml  , max 15 ml  , 1msl  , 

0.2 5 mcr   , giv 10 mcx  , and giv 0h  . The friction 

force is viscous: fri frif k v , where fri 0.3N s mk   . The 

servo drive generating the speed 
T

x  of the crane trolley  

according to a given value givv   is described by an aperiodic 

link with the unit gain and a time constant of 0.1 s. It has 

additional nonlinearities: a time delay of 0.03 s and the out-

put signal constraints max 0.67 m/sv   and 23 m/sv  . 

Many of these parameters match the standard [19] and the 

variety of typical cargo. The speed control law (21) is fil-

tered on an aperiodic link with the unit gain and a time con-

stant of 1 s. 

Assume that a step wind disturbance with an intensity of 

5% of the cargo weight affects the cargo at the time instant 

50 s, corresponding to st 2.9  . (This disturbance is 

smoothed by an aperiodic link with a time constant of 1 s.) 

The angular velocity and linear acceleration were meas-

ured using an MPU-6050 micromechanical sensor. The data 

contain the centered Gaussian noise with RMS errors of 

0.1 deg/s (angular velocity) and 
20.1 m/s  (acceleration), 

1
dr 0.03 s   [20]. The accelerometer readings had a 

constant bias (the accelerometer’s “zero”) of 
20.17 m/s , 

which corresponds to an accelerometer’s angular setup in-

accuracy of about 1 . The linear movement тx  of the trol-

ley was determined by an encoder with similar noise with 

an RMS error of 0.01 m.  

The identification algorithm (20) has the following pa-

rameter values: 0.01 st   (the same for the law (21)), 

10  , and 0.985.   In the identification algorithm, the 

variable sx  is replaced by its approximate description 

   giv ( )
0.5 1

s

s
x s v s

s
 


ARS( )sl s , where s  denotes the 

Laplace transform variable. 

In the operating modes presented, the natural frequency 

of the crane (the relations (5)) varies in the range 

1
0 0.8 1.8 s    or 0 3.49 7.85 sT   . Therefore, in view 

of the expressions (12) and (13), the parameter values of the 

law (21) are taken as 0.9m  , tr 2 3k  , 10.2 sm
  , 

and 10 sxT  . The dependence (16) has the form 

 acc
st

1
( ) ( ) .

2 1
ss x s g

s
 


 

We compared the behavior of the closed-loop control 

system on the variables 
T

x  and cx  with the variable mx , 

representing the output of the model corresponding to the 

reference motion (7) with the above parameters: 

22m m m m m mx x x      giv ( ) .cx l  

Figure 4 shows the simulation results under the average 

values of the crane operating mode parameters with the 

minimum suspension length 3 ml  : 5000 kgcm   and 

2 mcr  . For the other values of the last two parameters 

from their ranges (see above), the curves turn out to be al-

most the same, deviating merely by units of percent.  

Next, Fig. 5 presents the simulation results under the 

average values of the crane operating mode parameters with 

the maximum suspension length 15 ml  : 5000 kgcm   

and 2 mcr  . Just as in the previous case, the other values 

of the last two parameters from their ranges (see above) lead 

to almost the same curves.  The constant positioning error 

of the cargo at the target point is about 0.28 m. If the angu-

lar setup of the accelerometer in the combined sensor has no 

error, this positioning error will disappear. 

For other suspension lengths, the results are of interme-

diate character. They confirm the theoretical considerations: 

with a large variety of cargo parameters, its movement is 

close to the behavior of the assigned reference with reach-

ing the target point at the loading height with a small error 

proportional to the angular setup inaccuracy of the accel-

erometer in the combined sensor (the presence of the un-

compensated “zero” of the accelerometer). When a step 

wind disturbance occurs, it is parried. Note that these prop-

erties are obtained under the current parametric uncertainty. 

The linear movement of the cargo is close to the reference. 

The transient time for a 10 m load transfer is about 25 s. 

The angular deviation of the cargo suspension does not ex-

ceed 2°. Such properties were obtained for other values of 

the crane parameters without changing the control algo-

rithm. 

According to the simulation results, compared to the 

approach described in [11], the control system design meth-

od proposed above has similar properties in terms of the 

quality of cargo transfer control, the damping of pendulum 

oscillations, and disturbance parrying. 

Also, the crane control algorithms under consideration 

have been validated on an experimental setup to investigate 

cargo calming on overhead cranes with asynchronous servo 

drives [21], demonstrating similar properties. 
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Fig. 4. Simulation results for the adaptive control system of a medium overhead crane with the minimum suspension length (3 m): (a) trolley speed, (b) 

the deviation angle of the suspension, (c) the linear movements of the trolley, cargo, and reference output, and (d) the relative wind force. 
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Fig. 5. Simulation results for the adaptive control system of a medium overhead crane with the maximum suspension length (15 m): (a) trolley speed, (b) 

the deviation angle of the suspension, (c) the linear movements of the trolley, cargo, and reference output, and (d) the relative wind force. 
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CONCLUSIONS 

The studies have shown the effectiveness of the 

presented identification-based control solution for an 

overhead crane and its implementability using modern 

equipment. The approach proposed in this paper yields 

a control law with similar properties as in [11], but it 

provides additional advantages: 

– the safer, more reliable, and less costly (in terms 

of maintenance operations) placement of information 

sensors;  

– application of an effective current parametric 

identification procedure based on the least-squares 

method with the guaranteed stability of this algorithm;  

– possibility to select control law parameters based 

on the passport data of a crane installation;  

– no requirement to pre-tune the control system be-

fore each start (to determine the ARS drift). Therefore, 

inexpensive mid-class sensors can be used in the con-

trol system. 

If the crane control system is intended for automat-

ed crane control, it has to be tuned at the mounting 

stage as follows:  

– determining the “zero” of the accelerometer for 

further subtraction from the current readings to elimi-

nate the constant cargo positioning error; 

– selecting the value of the parameter  and deter-

mining the dependence  by the expressions (12) and 

(13) using the crane passport data for the control law 

(21) generating the given speed; 

– selecting and validating the parameter values of 

the current identification algorithm. 

– setting the parameter values of the low-pass fil-

ters. 

(Note that periodic fine-tuning during scheduled 

maintenance work is also possible.)  

If the crane control system is intended for fully au-

tomatic operation, an accelerometer with the highly 

stable “zero” should be used, or accelerometer read-

ings should be periodically corrected through special 

procedures. 
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