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NATURAL COMPUTING WITH APPLICATION TO RISK MANAGEMENT  

IN COMPLEX SYSTEMS 
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Abstract. This paper surveys natural computing models and methods with application to risk 

management in complex systems. The equivalence of risk minimization and effective control 

problems is shown. The general risk management problem is stated for complex systems under 

uncertainty. The structure of fundamental and applied risk management problems is described. 

The well-known natural computing methods are briefly considered with application to risk 

management by the criteria of formalism, universality, and learning capability. The scientific 

community’s preferences in natural computing models and methods for solving different classes 

of risk management problems are analyzed. Some promising approaches are outlined, which are 

currently underinvestigated according to the authors’ opinion. 
 

Keywords: risk management, effective control problem, natural computing.  

 

 

INTRODUCTION  

Many control problems for complex systems can 

be reduced to assessing and minimizing risks of the 

controlled system or interpreted in these terms. Risk 

management is an integral problem involving subprob-

lems, including identification, monitoring, forecasting, 

optimization, etc. Effective solutions are impossible 

under continuously circulating volumetric data flows 

without building sufficiently complex models of con-

trolled systems and applying adequate computational 

methods. The real dynamic systems for which such 

problems are considered are open. Hence, the methods 

used should adapt the models to a continuously chang-

ing (particularly unpredictable) environment. 

In this regard, an analogy with the processes in liv-

ing nature suggests itself: living organisms permanent-

ly struggle for survival in a variable environment caus-

ing both predictable and unpredictable threats. Analy-

sis of the behavioral models of living organisms, 

group control structures, and protection mechanisms 

against external threats seems to be very promising 

due to the proven operability of such models (there are 

many examples in nature) and their high effectiveness 

achieved in the course of evolutionary processes. At 

the moment, natural computing is an actively develop-

ing field of science that combines element connectivi-

ty, group behavior, and emergence. In the book [1], 

the term “natural computing” was defined as an area 

of research that studies models and computational 

methods inspired by nature and considers the phenom-

ena occurring in nature from the information pro-

cessing viewpoint. 

Many branches of natural computing (e.g., artifi-

cial neural networks) are now at their peak of popu-

larity; others (e.g., bacterial and DNA computing) are 

relatively little investigated. This paper surveys the 

main known classes of natural computing algorithms 

and their application to risk management. Note that 

describing the approaches themselves is not the goal 

of the authors. 

Further presentation is organized as follows. In 

Section 1, the general risk management problem is 

stated for complex systems under uncertainty, and its 

equivalence to the effective control problem is shown. 

Section 2 considers fundamental and applied risk 

management problems for complex systems, identify-

ing those solved by natural computing methods. In 

Section 3, we suggest possible classification bases of 

natural computing, highlighting the ones important for 

applying the described algorithms and methods to risk 

http://doi.org/10.25728/cs.2021.4.1
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management in complex systems. Section 4 overviews 

well-known natural computing methods and algo-

rithms and classifies them by the bases selected in 

Section 3. Finally, Section 5 outlines some promising 

approaches currently underinvestigated according to 

the authors’ opinion. 

1. RISK MANAGEMENT IN COMPLEX SYSTEMS      

UNDER UNCERTAINTY: GENERAL PROBLEM STATEMENT 

In this paper, complex systems are systems with an 

infinite variety of responses to external actions. In the 

most general statement, the control problem is to find 

control actions transferring a complex system to a tar-

get state. Such control actions are called effective. 

Formally, this problem can be written as follows. 

Let U be the set of control actions, and let Q and Θ 
be the sets of system states and environment’s states, 
respectively. Assume that the system state q ∈ Q is 

uniquely determined by the environment’s state and 
control actions applied: q = q(u, θ), where u ∈ U and 

θ ∈ Θ. We introduce a functional K = K(u, q, θ) = 

= K(q(u, θ)), further referred to as the optimality crite-

rion, which depends on the control action u, the sys-

tem state q, and the environment’s state θ. The prob-

lem is finding a globally optimal control action u* ∈ U 

such that 
*( , , ) max ( , , ).u UK u q K u q               (1) 

In the degenerate case, when the controller 

“knows” the actual states of the controlled system 
q0 ∈ Q and environment θ0 ∈ Θ, the optimality criteri-

on is a function of one variable, and problem (1) re-

duces to:  K(u*, q0, θ0) = max
u ∈ U

K(u, q0, θ0).             (2) 

Suppose that there exists a set of (nonunique) vari-

ables (u*, q*, θ*) for which 

( *, *, *) max max max ( , , )
u U q Q

K u q K u q
  

    

(the perfect statement). 

The function 

 φ(u, q, θ) = K(u*, q*, θ*) – K(u, q, θ),  

representing the difference between the maximum and 

current values of the optimality criterion (for some u, 

q, and θ), will be called the loss function. Clearly, 

min
u ∈ U

φ(u, q, θ)  = K(u*, q*, θ*) – max
u ∈ U

K(u, q, θ). 
In other words, maximization of the optimality criteri-

on is equivalent to minimization of the loss function. 

In the deterministic case, the equivalence holds as 

well: 

min
u ∈ U φ(u, q0, θ0)= 

= K(u*, q*, θ*) – max
u ∈ U K(u, q0, θ0).      (3) 

In real problem statements, complete awareness is 

rare, mainly occurring in technical systems control. As 

a rule, the controller has incomplete and (or) unrelia-

ble information about the states of the controlled sys-

tem and environment. Hence, to solve the problem, the 

uncertainty must be eliminated somehow. For exam-

ple, it is possible to choose the most probable or least 

favorable states, or act differently; see the paper [2]. 

Let u ∈ U be a fixed control action. We define an 

uncertainty elimination operator ℑ: the result of apply-

ing it to the optimality criterion will depend on the 

chosen control action u only: 𝔎(u) = ℑK(u, ⋅, ⋅). 
By analogy with problem (2), we find a globally 

optimal control action u* that will maximize the opti-

mality criterion under uncertainty: 

 𝔎(u*) = max
u ∈ U

𝔎(u).                   (4) 

We introduce a real-valued risk function 

ρ(u) = 𝔎(u*) – 𝔎(u). 
Generally, risk is often defined as a system param-

eter and a property of a controller (particularly, a deci-

sion-maker) to decide under uncertainty, which can 

cause both undesirable (dangerous) and significantly 

beneficial consequences. (For example, see the paper 

[3].) Within the problem statement under study, we 

introduce the absolute maximum of the optimality cri-

terion. Therefore, there can be no beneficial conse-

quences, and the values ρ(u) are interpreted as an un-

desirable risk due to using the control action u. By 

analogy with (3), we pose the risk minimization prob-

lem: 

   *

   
ρ  =minρ

u U
u u


.                     (5) 

Obviously, 

   *

       

 = Argmax = Argminρ
u U u U

u u u
 

K .             (6) 

Thus, in the case of complex systems control under 

uncertainty, maximization of the optimality criteri-

on (4) is equivalent to minimization of the risk (5): 

the identity (6) holds. 

2. THE STRUCTURE OF RISK MANAGEMENT PROBLEMS 

FOR COMPLEX SYSTEMS 

Without loss of generality, the risk management 

problem for complex systems (see the statement in 

Section 1) can be decomposed into several particular, 

sequentially arising problems. 

First, to determine the components of the system 

under study and its operating environment, it is neces-

sary to solve the identification problem. Then, for the 

identified objects, it is necessary to determine a refer-
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ence model of their behavior, i.e., solve the modeling 

problem. Next, it is necessary to compare the behavior 

of these objects with the reference model to detect 

anomalies in the latter. Finally, it is required to predict 

the situation considering the anomalies detected in the 

previous step. 

A general solution of the risk minimization prob-

lem is based on solving the four problems mentioned. 

Note that these problems do not depend on the essence 

and structure of the system under study. At the same 

time, to build a technology for their solution, it is nec-

essary to consider the subject area specifics, passing to 

applied and technological risk management problems. 

There are four classes of such problems; see Fig. 1. 

Let us correlate the fundamental and applied risk 

management problems for complex systems (Fig. 1). 

When solving the fundamental problem of objects 

identification, we determine their most essential pa-

rameters. The set (e.g., Cartesian product) of the rang-

es of all objects parameters in the model is the state 

space of the system and its environment. Such a space 

is constructed by solving the applied parameterization 

problem. 

Different objects of the system and its environment 

can exhibit different behavior. Therefore, to start solv-

ing the fundamental problem of behavior modeling, it 

is first necessary to solve the applied problem of clas-

sifying objects of the controlled system. 

 

 

 

Fig. 1. The hierarchical structure of risk management problems for complex systems. 

 

The fundamental problems of identifying behav-

ioral anomalies and predicting the situation are associ-

ated at the application level with algorithms for classi-

fication, behavior modeling, anomaly detection, and 

prediction. In risk management, they are used togeth-

er. At the same time, the development of decision-

making algorithms is a separate applied problem that 

depends on the subject area but, as a rule, not on the 

implementation of other algorithms. 

The natural computing algorithms and methods 

considered below are intended for solving the entire 

spectrum of the applied problems of classification, 

behavior modeling, anomaly detection, and prediction. 

From the authors’ viewpoint, a good method should 

suit any of these problems, including the development 

of algorithms for application software. Further consid-

erations will rest on this premise. 

3. CLASSIFICATION OF NATURAL COMPUTING MODELS 

AND METHODS 

When classifying natural computing, researchers 

often select as a basis the biological process (biologi-

cal evolution, brain activity, sensory organs activity, 

etc.) underlying the algorithm or model of computa-

tions. This basis is convenient since it separates well 

the classes of algorithms. Its disadvantage lies in not 

answering the question: which problems can be solved 

by different classes of algorithms? 

Another approach to classifying natural computing 

models and methods is selecting the principle of algo-

rithm development as a basis. In the survey [4], all 

natural computing algorithms were divided into evolu-

tionary, swarm, and ecological ones. Note that these 
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classes overlap: for example, artificial immune net-

works have characteristic features inherent in both 

swarm and evolutionary algorithms. 

When considering natural computing models and 

algorithms with application to risk management in 

complex systems, it seems reasonable to select the 

classification bases corresponding to the specifics of 

problem (6). From the authors’ viewpoint, the specif-

ics are the variety of responses of such systems to ex-

ternal actions, not described by a finite set. Under un-

certainty, the set of external actions Θ is not fully 

identified. Standard optimization techniques will only 

work in the identified part of this set. At the same 

time, a very important task is to minimize the risk in 

the event of new (previously unpredictable) external 

actions. 

Considered within a single paradigm, the techno-

logical problem of developing algorithms and software 

requires a universal approach. In other words, the cho-

sen approach should solve all applied risk manage-

ment problems for complex systems. Therefore, the 

first (and most important) classification basis for natu-

ral computing models and methods will be universali-

ty. Since the matter concerns computational models, 

universality is understood primarily as the ability to 

implement an arbitrary algorithm (universal computer) 

or, at least, to calculate an arbitrary function with a 

given accuracy (universal approximator). 

The risk management problem statement for com-

plex systems assumes that the method or algorithm 

used must have a formalism adequate to the problem. 

In addition, since the systems under study often oper-

ate in a variable environment, the form of functions 

can (and will) change over time. This fact implies an-

other requirement to the algorithm or method used, 

known as learning capability. 

Thus, to solve the problem, it is advisable to adopt 

the following classification bases: 

– universality (universal computer or universal ap-

proximator), 

– the type of calculations (formal grammar, math-

ematical model, family of algorithms, element base, 

etc.), 

– formalism (there is a formal model or not), 

– learning capability (the ability to implement ma-

chine learning algorithms, the ability to implement 

adaptive algorithms, or no learning capability), 

– technical implementation (hardware and software 

platforms). 

4. NATURAL COMPUTING: A SURVEY 

Natural computing models and methods include 

heuristic algorithms (or their families united by a 

common idea), some formal grammars, element bases 

of computers, and a series of mathematical models. 

The former include artificial immune systems, swarm 

intelligence, and amorphous and evolutionary compu-

ting. Formal grammars describe membrane computing 

[5] and Lindenmayer systems [6] (P systems and L-

systems, respectively). The natural element bases of 

computers are founded on DNA molecules [7], 

Physarum amoebas [8], and some types of bacteria [9, 

10]. Natural computing based on mathematical models 

includes cellular automata [11], artificial neural net-

works [12], and calculations with dynamic systems 

and chaos [13]. Let us briefly describe some of them. 

 

4.1. Formal grammars 

A formal P system is defined by an aggregate 

Π = (O, C, μ, w1,…, wm, R1,…, Rm, io), 
where: 

O is a non-empty finite alphabet of objects; 

C ⊂ O is the set of catalysts; 

μ is a membrane structure composed of membranes 

1,…, m that determine the regions of the P system; 

w1,… , wm are strings over the alphabet O that de-

scribe the multisets of objects contained in regions 1, 

…, m, respectively; 

R1,…, Rm is a finite set of evolution rules for re-

gions 1, …, m, respectively; 

finally, io ∈ {0, …, m} is the number of the region 

containing the result of calculations (zero result will 

be sent to the environment). 

The evolution rules have the form u → v or 

u → vδ, where u ∈ O+, v ∈ (O × Tar)*, and 

Tar ={here, in, out}. Here, O+ denotes the set of all 

possible strings over the alphabet O, except the empty 

string λ, and O* = O+ + {λ}. Rules with an arbitrary 

action u are called cooperative; rules with u ∈ (O – C), 

noncooperative. Noncooperative rules with a catalyst, 

i.e., the ones of the form cu → cv or cu → cvδ, where 

u ∈ (O – C), c ∈ C, and v ∈ ((O – C) × Tar)*, are 

called catalytic. The catalysts in such rules “help” oth-
er objects of the P system to evolve, not changing 

themselves and never moving between its regions. 

The membrane structure and multisets of objects 

located in the regions bounded by the membranes de-

fine the configuration of the P system. The initial con-

figuration is given by the membrane structure and the 

objects contained in the regions (μ, w1, …, wm). In the 

course of the system evolution, applying the rules can 

change both the multisets of objects and the membrane 

structure. An example of the initial configuration of a 

P system is shown in Fig. 2. 

Note that the rules of evolution in each step are ap-

plied   in   all  regions  of  the  system  simultaneously.  
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Fif. 2. Initial configuration of P system with three membranes, 

alphabet O = {𝒂, 𝒃, 𝒄, 𝒅, 𝒆, 𝒇, 𝛅} , and the set of catalysts C = {c}.  

 

A detailed description of membrane computers can be 

found in [5]. 

A basic L-system consists of an alphabet V, an ini-

tial string (axiom) ω ∈ V+, where V is the set of all 

nonzero-length strings over V, and the set of produc-

tion rules P of the form p: a → x, a ∈ V, x ∈ V+. For 

each symbol a ∈ V not belonging to the left-hand side 

of P, the rule a → a holds. Such symbols are called 

constants or terminal symbols. 

The rules from the set P are applied iteratively, 

starting from the axiom (initial state). At each itera-

tion, all symbols from the left-hand side of P are re-

placed by the corresponding right-hand side. For ex-

ample, the system G = (V = {a, b}, ω = a, P = {a → b, 

b → ba}) produces the strings a → b → ba → ba b → 
ba b ba → ba b ba ba b → … 

Basic L-systems (called 0L-systems) involve no 

special symbols. More complex symbolic L-systems 

(SL-systems) recognize special substrings, i.e., re-

served symbol operators. A detailed description of L-

systems and particularly these operators, including 

several practical examples, can be found in [6]. 

 

4.2. Element bases 

DNA computers encode information in nucleotide 

sequences. DNA molecules contain four nitrogenous 

bases: cytosine (C), guanine (G), adenine (A), and 

thymine (T). In the DNA computer model, nucleotide 

sequences are represented as strings over a finite al-

phabet {A, T, G, C}. The operations performed by the 

computer using various enzymes on DNA molecules 

are completely described by the rules of extended H-

systems (also called splicing systems, see Chapter 7 of 

the book [14]). 

Let 

S = (V, Σ, A, R), 

where: V is a finite alphabet; Σ ∈ V is a terminal al-

phabet; A ⊂ V* is the set of axioms; finally, 

A ⊂ V* × V* × V* × V* are splicing rules.  

Each rule r r = (u1, u2, u3, u4) ∈ R is written as  r = u1#u2$u3#u4; u1,u2,u3,u4 ∈ V*; #, $ ∉ V. 
This expression is interpreted as follows: cut the 

string between consecutive entries of the substrings 

u1 and u2, u3 and u4; then glue the resulting fragments 

on the left of the first cut and on the right of the sec-

ond one so that u1 and u4 turn out near each other. For 

example, consider some x1, x2, y1, y2 ∈ V* and strings 

x = x1u1u2x2 and y = y1u3u4y2. Applying the rule r to 

the pair (x, y) yields the string z = x1u1u4y2. 

The formal model of a DNA computer was de-

scribed in detail in [15]. Bacterial computing [9, 10] is 

an implementation of such a computer in living organ-

isms. 

 

4.3. Mathematical models 

A cellular automaton is defined by an aggregate (ℒ, 𝒮,𝒩, 𝑓), where: ℒ ⊆ ℤD is the D-dimensional cellular space, i.e., a 

(possibly infinite) set of cells in ℒ that forms a regular 

lattice; 𝒮 is the finite set of cells states; 𝒩 = (v1⃗⃗  ⃗, … , vN⃗⃗⃗⃗ ) is the neighborhood vector from 

N elements of the set ℒ that connects a cell with its 

neighbors (for a cell located in v ∈ ℒ, the neighbor 

cells are located in (v + vi⃗⃗ ) ∈ ℒ ∀i ∈ {1, …, N}); 

Finally, 𝑓: SN → S is a local transition rule deter-

mining the cell state at the next time instant, 𝑓(a1, …, 
aN), where a1, …, aN are the states of its N neighbors. 

A configuration of a cellular automaton is a global 

state C: ℒ → 𝒮. Let 𝒮ℒ be the set of all configurations. 

Then a mapping G: 𝒮ℒ → 𝒮ℒ is called a global transi-

tion function, and a cellular automaton can be defined 

by the aggregate (ℒ, 𝒮,  𝒮ℒ, G). 

Computing based on a cellular automaton is per-

formed by sequentially calculating the transition func-

tion. As a rule, a cellular automaton is assumed to be 

synchronous (all cells change their state simultaneous-

ly) and homogeneous (all cells use a single transition 

rule). In this case, if a configuration ( )v v vy y   fol-

lows a configuration ( )v v vx x   (that is, y = G(x)), y 

will be the result of calculating the following expres-

sion for each v  ∈ ℒ: 

yv  = G(x)v  = G(xv ) = f(xv +v1⃗⃗  ⃗, …, xv +vN⃗⃗⃗⃗ ). 
The model, types, and properties of cellular au-

tomata were considered in detail in the book [16]. 
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The formal model of an artificial neuron is writ-

ten as 

 s = w ⋅ x + b,  𝓏 = g(s), 

where: x ∈ ℤ{0,1}
N  denotes the vector of input data; w 

denotes the vector of weights; b is the displacement; 

g(⋅) is an activation function; finally, 𝓏 denotes the 

output. When forming an artificial neural network, 

individual neurons s are combined into a layer 

s = Wx + b,  z = g(s), 
where W denotes the matrix of weights. A neural net-

work can have several interconnected layers. 

An artificial neural network is trained by adjusting 

the weights, as a rule, via minimizing some loss func-

tional: ( ) min.L 
w

w   

The evolution of artificial neural network architec-

tures, learning modes, and applications was discussed 

in the survey [17]. 

The computing model with dynamic systems and 

chaos is based on the concept of a chaotic element: a 

chaotic chip or a chaotic processor [18]. Let the state 

of such an element be determined by the variable x. 

The logical gate implemented by this element is con-

structed in the following way. 

 The input signals are: 

x → x0 + X1 + X2 for the binary logical operations 

(NAND, NOR, XOR, AND, OR, and XNOR); 

x → x0 + X for the unary operations (NOT),  

where x0 denotes the initial system state and 

                      X = {0          for I = 0,
Vin > 0 for I = 1,  

where Vin is a positive constant. 

 Dynamic updating is used, i.e., x → f(x), where 

f(x) is a linear function. 

 A threshold mechanism is used for obtaining the 

output signal Z:  Z = {0            if f(x) ≤ E,
f(x) – E if f(x) > E, 

where E is a threshold. 

The output value is interpreted as logical zero if 

Z = 0 and as logical one if Z > 0. 

A feature of chaotic elements is the ability to 

change the type of the logical gate they implement 

using control of the values (x0, E). A classical exam-

ple is a chaotic element with f(x) = 4x(1 – x) and 

Vin=1/4. This element implements one of the logical 

operations AND, OR, XOR, NAND, or NOT, depend-

ing on the values (x0, E); see Table 1. 

The chaotic computing paradigm was considered 

in detail in the paper [18]. 

Table 1 

Values x0 and E corresponding to different logical 

operations of chaotic element with f(x) = 4x(1 – x) and 

Vin=1/4 

Logical 

operation 
AND OR XOR NAND NOT 

x0 0 1/8 ¼ 3/8 1/2 

E 3/4 11/16 ¾ 11/16 3/4 

 

The other approaches are either unique in natural 

computing or combine very heterogeneous elements 

and therefore cannot be identified with any of the 

groups mentioned. 

 

4.4. Universality of natural computing 

Consider the universality of different types of natu-

ral computing. 

Cellular automata and artificial neural networks are 

universal computers. Smith’s classical work [19] was 
devoted to the Turing-complete cellular automaton. 

The Turing completeness theorem for fully connected 

recurrent artificial neural networks with sigmoidal ac-

tivation functions was proved in the paper [20]. 

The computing paradigm with nonlinear dynamic 

systems (chaos) emerged in response to the limitations 

of transistors as a traditional element base. Logical 

elements (gates) based on transistors cannot be 

changed after the hardware implementation. Pro-

gramming involves switching between several differ-

ent single-purpose elements. A chaotic element is ca-

pable of transforming into various logical elements 

using a threshold-based morphing mechanism. The 

work [21] described the implementation of the AND, 

OR, NOT, and XOR gates, substantiating the univer-

sality of chaotic chips. 

Collision-based computing [22], also called ballis-

tic computing, free space computing, and billiard 

computing in the literature, implement logical circuits 

using a homogeneous unstructured environment with 

mobile localizations. These can be gliders in cellular 

automata, solitons in optical systems, or wave frag-

ments in excitable chemical systems. Logical truth 

corresponds to the presence of localization; logical 

false, to the absence of localization. When two or 

more moving localizations collide, they change their 

velocity and (or) state vectors. The post-collision paths 

and (or) states of localizations result from logical op-

erations implemented by a collision. The equivalence 

of the billiard computing model based on a two-

dimensional block cellular automaton to a reversible 

Turing machine was established in [23]. 
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The term “reaction-diffusion computing” can be 

interpreted as a computational model based on the cor-

responding family of differential equations and as a 

chemical computer in which data are represented by 

concentrations of different chemical elements and pro-

cessing is performed using chemical reactions (e.g., 

the Belousov–Zhabotinsky reaction); see [24, 25]. On 

the other hand, reaction-diffusion equations are often 

used to model other computational environments, par-

ticularly chaos and collision-based computing. The 

paper [26] demonstrated the fundamental possibility of 

universal calculations in chemical computers under 

limited resources. Note that a similar result was ob-

tained therein for Physarum computing, discussed be-

low. 

Now let us consider formal grammars. Membrane 

computing (also known as P systems [5]) involves the 

membrane concept based on the simplest analogy with 

biological cells. During the operation of such systems, 

the objects of calculations (the sets of symbolic multi-

sets) and, moreover, the membrane structures them-

selves evolve. This peculiarity is inherent in P sys-

tems. Each membrane structure (cell) is treated as a 

separate computational element, and the principle of 

maximum parallelism is employed. Consequently, 

such a grammar allows writing P-systems that solve 

NP-complete problems in polynomial time (due to the 

exponential growth of the number of membranes and, 

accordingly, parallelism). Computational complete-

ness was proved for some P systems. In particular, this 

was done for communicative membrane systems [27]. 

(In such systems, actions over an object are performed 

when it passes through the membrane.) In the paper 

[28], a similar assertion was derived for several classes 

of P systems with catalysts (symbols in a multiset that 

cause the application of some rule, not “consumed” by 

it). In 2009, Turing completeness was shown for an 

extension of P systems, the so-called mutual mobile 

membrane systems, in the case of three membranes 

[29].  

Lindenmayer systems (L-systems) were originally 

proposed by botanist A. Lindenmeier [30] as a formal 

language for describing algal growth. Later on, the 

approach was developed into a formal grammar. In 

1991, L-systems were first used for expanding some 

elementary functions into a Taylor series [6]. A corre-

sponding compiler and a visualization subsystem for 

the IBM PC platform were created soon [31]. Howev-

er, the generation of fractal structures remains the 

main application of Lindenmayer systems. The com-

putational completeness of such systems is not dis-

cussed in the literature. 

A separate trend in the development of natural 

computing is searching for new (alternative) computa-

tional element bases. In 1994, it was proposed to use a 

DNA molecule [7]. An advantage of the DNA ap-

proach is the simultaneous generation of all possible 

solutions of combinatorial problems (e.g., Hamiltonian 

path problems in directed graphs) using known bio-

chemical reactions. Then the molecule string encoding 

the desired response can be quickly filtered out. How-

ever, when scaling the method proposed by L. 

Adleman, the number of DNA molecules needed to 

find a solution grows exponentially with the problem 

dimensionality. This fact imposes physical restrictions 

on the computational power of such a computer. Nev-

ertheless, already in 1999, it was established that DNA 

computers can be universal computers [32]. In 2017, a 

design of a DNA computer implementing a non-

deterministic universal Turing machine was proposed 

[33]. 

In 2010, using Adleman’s ideas, a group of re-

searchers created a bacterial computer based on genet-

ically modified E. coli bacteria [10]. In contrast to the 

earlier experiments [9], the researchers placed the 

DNA sequences encoding the problem to the breaks in 

the DNA strands of genes encoding fluorescent pro-

teins. Note that the inserted fragments were framed by 

the so-called hix sites. As a result, the effect of site-

specific inversion of bacterial DNA in the presence of 

a special protein, DNA-invertase Hin, was used. Dur-

ing the inversion of the nucleotide strand, the encoding 

fluorescent proteins are restored, and the bacteria that 

“found” the correct solution glow under the micro-

scope. 

Another approach to the creation of non-traditional 

computers is to use some special properties of living 

organisms. The most famous experiment involves the 

slime mould (amoeba) Physarum polycephalum, 

which tends to take a shape minimizing the sunlight 

effect on it. The paper [34] described the application 

of such an “amoebic computer” to the approximate 

solution of the NP-complete traveling salesman prob-

lem. As demonstrated therein, the amoeba solves this 

problem in linear time. However, to calculate the 

lighting scheme of the amoeba, a recurrent neural net-

work is used, whose dynamics are determined by a 

weight matrix with n4 elements (n denotes the number 

of cities). Therefore, the gain in time is not obvious for 

large dimensions. The universality of such a computer 

has not yet been investigated. 

Finally, we consider the families of heuristic and 

metaheuristic algorithms commonly related to natural 

computing. Artificial immune systems include several 

classes of such algorithms, created by analogy with 

their natural implementation in the immune systems of 

vertebrates. Despite no generally accepted formaliza-

tion (the one proposed in [35] has not become wide-



 

 
 

 

 

 

SURVEYS 

9 CONTROL SCIENCES   No. 4 ● 2021 

spread), the results of [36, 37] suggest that a universal 

approximator can be based on an artificial immune 

system. 

Swarm intelligence algorithms usually include sys-

tem models in which many agents interact locally with 

the environment and with each other. The agents obey 

some fairly simple rules of behavior. However, the 

entire multi-agent system exhibits complex (“intelli-
gent”) behavior. In practice, such algorithms are used 

for solving various optimization problems. For exam-

ple, see the survey [38]. The universality of such algo-

rithms (e.g., as a universal approximator) has appar-

ently not been raised in the literature. 

The term “amorphous computing” was introduced 

by a group of MIT researchers in 1996. It refers to a 

class of computing devices consisting of numerous 

cheap, almost identical information processing units. 

In this case, cheapness is an essential property: among 

ther things, such devices were intended for the whole-

sale production of smart structural materials as an ad-

ditive (“improver”). The possibility of universal calcu-

lations on an amorphous computer composed of asyn-

chronously operating finite probabilistic automata was 

first shown in [39]. Several amorphous computing sys-

tems from the class of universal computers were con-

sidered in [40]. 

Along with the fuzzy logic and swarm intelligence 

models considered previously, evolutionary computing 

belongs to a large class of the so-called “soft compu-

ting” with approximate models. Technically, evolu-

tionary computing is a family of global optimization 

algorithms based on the idea of biological evolution. 

The family of candidate solutions forms a “popula-
tion” that is gradually improved by selection or ran-
dom “mutations.” The process stops when the solu-

tions reach the required level of accuracy. 

The forms of natural computing, the types of cor-

responding calculations, and their universality are de-

scribed in Table 2, including the relevant references. 

5. NATURAL COMPUTING FOR RISK MANAGEMENT       

IN COMPLEX SYSTEMS: ANALYSIS OF POSSIBLE USE 

As noted earlier, natural computing tools suitable 

for risk management in complex systems must, first of 

all, be universal, have a formal mathematical model, 

and, finally, demonstrate a high level of adaptiveness. 

In terms of applications, it is also important that the 

model or algorithm have software implementation (to 

be used when developing specialized software) or 

hardware implementation (to speed up operation). The 

latter requirement becomes crucial for risk manage-

ment in information security (e.g., when creating traf-

fic analyzers). In the previous section, we have select-

ed the types of natural computing with proven univer-

sality. Let us check whether they match the other crite-

ria. 

 
Table 2   

Well-known natural computing methods and algorithms and their universality 

Form of natural computing Type of calculations Universality 

Cellular automata Mathematical model, ele-

ment base 

Universal computer [19] 

Artificial neural networks Mathematical model, ele-

ment base 

Universal computer [20] 

Computing with dynamic systems and 

chaos 

Mathematical model, ele-

ment base 

Universal computer [21] 

Collision-based computing Computational model Universal computer [23] 

Reaction-diffusion computing Mathematical model, ele-

ment base 

Universal computer [26] 

Membrane computing (P systems) Formal grammar  Universal computer [27–29]  

Lindenmayer systems (L-systems) Formal grammar Applicable to symbolic calculations [6] 

DNA computing Element base Universal computer [32, 33] 

Bacterial computing Element base Universal computer (possibly) 

Physarum computing Element base Universal computer [26] 

Artificial immune systems Family of algorithms Universal approximator (possibly) [36, 37] 

Swarm intelligence Family of algorithms Universal approximator (possibly) 

Amorphous computing Family of algorithms Universal computer [39, 40] 

Evolutionary computing Family of metaheuristic 

algorithms 

Not applicable 
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According to the Curtis–Hedlund–Lyndon theorem 

for cellular automata, proved in 1969, transitions be-

tween any two shift spaces can be determined by a 

uniformly local rule [41]. The class of adaptive sto-

chastic cellular automata allows implementing adap-

tive algorithms [42]. Technically, the formal automa-

ton model is implemented on a conventional comput-

er: free software modules are available in Python and 

Wolfram (Mathematica). Thus, adaptive control sys-

tems can be designed based on this type of computing. 

Artificial neural networks received a formal model 

within finite automata theory back in 1956; see [43]. 

One year later, the classical work was published de-

scribing the learning algorithm for an artificial neural 

network based on a two-layer perceptron in which one 

layer is hidden and untrainable [44]. Many pro-

grammed neural network architectures are currently 

available for solving various classes of problems 

(mainly recognition and classification). Their hard-

ware implementations are constantly being improved; 

for example, see the survey [45]. 

Chaotic calculations involve models of various 

nonlinear dynamic systems [13], which give the nec-

essary formalism. The behavior of such systems can 

be numerically simulated, e.g., in MATLAB. Work is 

now underway towards the design of a chaotic proces-

sor. In particular, the paper [18] described the opera-

tion of chaotic transistors. The same research team 

patented the architecture of an arithmetic-logic device 

based on such transistors [46]. However, this class of 

systems does not exhibit learning capability. 

Collision-based computing systems are often 

called billiard computers, and their model is often 

called the formal billiard model. The paper [47] de-

scribed all currently used mobile and stationary locali-

zations (“balls” and “tables,” respectively). Such sys-

tems have no learning capability. The models of such 

computers can be constructed in MATLAB. There is 

no hardware implementation yet; the most recent 

known publication in this area [48] presented the idea 

of a chemical transistor using chemical wave frag-

ments as stationary localizations. 

The Kolmogorov – Petrovsky – Piskunov equation 

is considered the first formal reaction-diffusion system 

model in the one-dimensional case [49]. More com-

plex models are required to describe environments 

suitable for computing. One example is a chemical 

computer based on the Belousov – Zhabotinsky reac-

tion [26, 50]. Such systems are not trainable. ReaD-

Dy 2 library [51] is the contemporary software imple-

mentation of the “reaction-diffusion” computing mod-

el. Also, some experiments were carried out with the 

programming of a chemical computer [24]. 

The main component of a membrane computer 

(membrane structure) was formally described by Paun, 

the pioneer of P systems [5]. Such a grammar allows 

writing adaptive algorithms. However, the membrane 

computer has no learning capability. Its software im-

plementation is the P-Lingua programming language 

[52], a plug-in to Eclipse IDE. There are no hardware 

implementations. 

Natural computing systems with alternative bases 

(DNA, bacterial, and Physarum computers) have no 

unique computational model. They use classical ones 

instead: a Turing machine, nondeterministic finite au-

tomata, or others, depending on the researcher’s pref-

erences. Hence, such computers are without “innate” 
learning capability, although they allow implementing 

adaptive and even self-learning algorithms. All such 

computers have hardware implementation; see the ref-

erences in Table 3. 

Most researchers still consider artificial immune 

systems as a set of heuristic algorithms. In 1998, an 

attempt was undertaken to base such systems on the 

formal peptide model [35], but this formalism is not 

yet generally accepted. Perhaps this circumstance hin-

ders the development of software modules for imple-

menting artificial immune systems-based solutions: 

several software products found by the authors (see 

Table 3) are not being developed at the moment. Im-

mune networks have the “innate” learning capability 

and are comparable by the potential to artificial neural 

networks; for example, see [53]. 

Swarm intelligence algorithms do not rest on a sin-

gle formal model of a swarm’s element (particle, 

agent, etc.). They are united by the principle of local 

interaction of elements with each other and the envi-

ronment. Accordingly, such algorithms cannot be 

trained, although some prediction problems are solved 

using swarm algorithms. The most popular representa-

tive of this family – the particle swarm method – has 

several software implementations in the form of plug-

ins for MATLAB [54] and SCILAB [55]. The other 

swarm algorithms are less common and usually im-

plemented by researchers to solve particular narrow 

problems. 

Amorphous computing also does not imply an un-

derlying formal model: it denotes a class of computing 

systems with a very high degree of parallelism. Spe-

cialized programming languages were developed to 

facilitate the programming of such systems (e.g., sen-

sor networks). For details, see Table 3. 
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Table 3 

Natural computing methods and algorithms and their characteristics: the presence of formal model, its learning 

capability, and examples of technical implementation 

Form of natural computing Formalism Learning capability Technical implementation 

Cellular automata Yes [41] Adaptiveness [42] 
Software platform (Python, Wolfram 

Mathematica) 

Artificial neural networks Yes [43] Yes [44] 

Software implementations (PyTorch, 

TensorFlow, etc.) and hardware imple-

mentations (see the survey [45]) 

Computing with dynamic 

systems and chaos 
Yes [13] No 

Software implementation (MATLAB) 

and hardware implementation [18] 

Collision-based computing Yes [47] No Software implementation (MATLAB) 

Reaction-diffusion compu-

ting 
Yes [49, 50] 

No Software implementation (ReaDDy 

library for Python and Java [51]) 

Membrane computing (P 

systems) 
Yes [5] 

No Software implementation  

(P-lingua language [52]) 

DNA computing Yes [15] No DNA self-assembly [56] 

Bacterial computing No 
No Genetically modified E. Coli bacteria 

[9] 

Physarum computing No No Amoeba-based computing system [34] 

Artificial immune systems Yes [35] Yes [53] 

Software implementation (Jisys [57], 

iNet Framework [58] and libtissue [59] 

libraries) 

Swarm intelligence No No 
Software implementation  

for PSO [54, 55] 

Amorphous computing No No 
GPL (Growing Point Language) [60] 

and Proto language [61] 
 

 

 

6. RISK MANAGEMENT WITH NATURAL COMPUTING  

The formal analysis presented above identifies nat-

ural computing methods suitable for solving risk man-
agement problems in complex systems. These are cel-

lular automata, artificial neural networks, and artificial 
immune systems. 

To compare the prevalence of these approaches in 

fundamental and applied risk management problems  

for complex systems, we will consider the number of 
Google Scholar publications on the subject (search 

results for the requests containing the problem state-
ment with synonymous constructs and the method 

name; see Tables 4 and 6). Note that the effectiveness 
of the methods in particular problems will be neither 

assessed nor compared. The number of publications 
rather shows the “popularity” of the approach in the 
scientific community, indirectly characterizing the 

depth of development. 
The requests are structured as follows. The text of 

an appropriate publication should contain the problem 
statement (e.g., “identification” for the identification 
problem; “forecast OR prediction” for the prediction 
problem).  Also,   the  text  of  an  appropriate  publication 

should contain the corresponding natural computing 

method or model (e.g., “artificial immune system” for 
artificial immune systems): its full name or generally 

accepted abbreviation. Synonyms in the requests are 

separated by the OR operator. 
Note that the high results obtained for artificial 

neural networks could be even higher: Google Scholar 
limits the maximum execution time of each search 

request and stops viewing the publication index after 

it. Thus, this approach to risk management in complex 

systems is used much more often than the other artifi-
cial intelligence models. The conclusion concerns both 

fundamental and applied and technological problems 
(see Table 7). 

Cellular automata are inferior in the frequency of 
use to both neural and immune networks. Rare publi-

cations involve them in identifying anomalies or as a 
component of an information system. Nevertheless, 

anomaly detection is successfully solved by cellular 
automata. We mention the paper [67] among the mod-

ern research on this topic. 

Artificial immune networks have been developing 

since recently, showing themselves to be a rather 

promising approach. This explains their position be-

tween cellular automata and neural networks by the
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Table 4 

Google Scholar publications on fundamental risk management problems for complex systems 

Class of problems Search requests and examples of search results 

Cellular automata 

Identification 

intext: “identification” allintitle: “by cellular automata” OR “cellular automata for” – “identification 

of cellular automata” – “identification of optimal cellular automata” – “identification number”  

[62, 63] 

Behavior modeling 

allintext: “behavior” “activity” “modeling” OR “simulation” allintitle: “by cellular automata” OR 

“cellular automata for”   

[64, 65] 

Anomaly detection 
allintext: “anomaly detection” allintitle: “by cellular automata” OR “cellular automata for” 

[66, 67] 

Prediction 
allintext: “forecast” OR “prediction” allintitle: “by cellular automata” OR “cellular automata for”  

[68, 69] 

Artificial neural networks 

Identification 

identification “artificial neural network” OR “neural network” OR “deep learning” – “identification 
of ANN” – “identification of neural network” – “identification number” – “neural network identifi-
cation”   
[70, 71] 

Behavior modeling 

behavior activity (simulation OR modelling) AND (“artificial neural network” OR “neural network” 
OR “deep learning”) – “neural network dynamics” – “neural network training”   
[72, 73] 

Anomaly detection 
“anomaly detection” AND (“artificial neural network” OR “neural network” OR “deep learning”) 
[74, 75] 

Prediction 
(forecast OR prediction) AND (“artificial neural network” OR “neural network” OR “deep learning”) 

[76, 77] 

Artificial immune networks 

Identification 

allintext: “identification” “computing” “artificial immune system” allintitle: “AIS” OR “immune 

system” OR “artificial immune” – “identification of AIS” – “identification of artificial immune sys-

tem” – “identification number” – “immune system identification”   

[78, 79] 

Behavior modeling 

allintext: “behavior” “activity” “modeling” OR “simulation” “artificial immune system” allintitle: 

“AIS” OR “immune system”   

[80, 81] 

Anomaly detection 
allintext: “anomaly detection” “artificial immune system” allintitle: “AIS” OR “immune system”   

[82, 83] 

Prediction 

allintext: “forecast” OR “prediction” “artificial immune system” allintitle: “AIS” OR “immune sys-

tem”   

[84, 85] 

 
number of publications on the same classes of prob-

lems.  However,  their  use  in  information  systems is  

constrained by the absence of a generally accepted 

formalism and, accordingly, software implementation 

in the form of a software library. 

Again, the search engine results for the requests (Ta-

bles 5 and 7) do not substantiate the comparative 

“suitability” of the model for a particular class of 
problems but rather describe the distribution of the 

scientific community’s preferences. A relatively small 

number of references indicates that a particular meth-

od or model is less popular. The reasons may be insuf-

ficient studies of the model and the lack of convenient 

software tools for its use. 

 

 

Table 5 

Using artificial intelligence models and methods  

in fundamental risk management problems  

for complex systems  

(by the number of Google Scholar publications)  

Problem 
Cellular 

automata 

Artificial 

neural net-

works 

Artificial 

immune 

networks 

Identification 2 390 17 800 5 720 

Behavior mod-

eling 
1 630 20 700 2 550 

Anomaly de-

tection 
56 17 200 4 170 

Prediction 4 220 18 000 7 520 
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Table 6 

Google Scholar publications on applied and technological risk management problems for complex systems 

Class of problems Search requests 

Cellular automata 

Classification 
allintext: “classification of” allintitle: “by cellular automata” OR “cellular automata for” 

[86, 87] 

Decision  

support 

allintext: “decision support” allintitle: “by cellular automata” OR “cellular automata for” 

[88, 89] 

Development of information 

and control systems 

allintext: “information system development” OR “software development” “control” allinti-

tle:  

[96, 97] 

Artificial neural networks 

Classification 

“classification of” AND (“artificial neural network” OR “neural network” OR “deep learn-

ing”) – “ANN classification” – “neural network classification” – “classification of neural” 

[92, 93] 

Decision  

support 

“decision support” AND (“artificial neural network” OR “neural network” OR “deep learn-

ing”) 

[94, 95] 

Development of information 

and control systems 

“control” AND (“software development” OR “system development”) AND (“artificial neu-

ral network” OR “neural network” OR “deep learning”) 

[96, 97] 

Artificial immune networks 

Classification 

allintext: “classification of” “artificial immune system” allintitle: “AIS” OR “immune sys-

tem” – “AIS classification” – “classification of artificial immune” – “classification of im-

mune” – “immune system classification” 

[98, 99] 

Decision  

support 

allintext: “decision support” “artificial immune system” allintitle: “AIS” OR “immune sys-

tem” 

[100, 101] 

Development of information 

and control systems 

allintext: “information system development” OR “software development” “control” “artifi-

cial immune system” allintitle: “AIS” OR “immune system” 

[102, 103] 

 

 

 

Table 7 

Using artificial intelligence models and methods  

in applied and technological risk  

management problems for complex systems  

(by the number of Google Scholar publications) 

Problem 
Cellular 

automata 

Artificial 

neural net-

works 

Artificial 

immune 

networks 

Classification 4 330 18 200 4 780 

Decision  

support 
1 050 17 800 2 210 

Development of 

information and 

control systems 

242 17 300 628 

 

CONCLUSIONS  

The use of analytical methods for risk management 

in complex systems shows predictable results. Howev-

er, control performance directly depends on the struc-

ture of the controlled system. For multi-agent hetero-

geneous open systems, an analytical solution of risk 

management problems can take a long time. Moreo-

ver, the resulting solution is often effective only in a 

small domain of the state space. 

Natural computing solutions are interesting due to 

high adaptiveness, a consequence of the complexity of 

natural systems. Nevertheless, not all of these ap-

proaches have the required level of abstractness, adap-

tiveness, and learning capability. 

This paper has analyzed the known natural compu-

ting models and methods with application to both fun-
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damental and applied and technological risk manage-

ment problems in complex systems. Three models 

have been identified that fully meet all the criteria: 

artificial neural networks, cellular automata, and arti-

ficial immune networks. 

Artificial neural networks have been used for risk 

management in complex systems for many years and 

have proven their effectiveness. The other two ap-

proaches are less common, but their potential cannot 

be considered lower. The most probable reasons hin-

dering their development are no generally accepted 

formalism for artificial immune networks and no 

learning capability for cellular automata. 

It seems promising to develop risk management 

methods for complex systems based on cellular au-

tomata and artificial immune systems. 
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Abstract. This paper considers a linear discrete-time dynamic system subjected to arbitrary 

bounded exogenous disturbances described by a matrix from a convex affine family. A simple 

approach to designing a parametric quadratic Lyapunov function for this system is proposed. It 

involves linear matrix inequalities and a fruitful technique to separate the system matrix and the 

Lyapunov function matrix in the matrix inequality expressing a stability condition of the 

system. Being well known, this technique, however, has not been previously applied to dynamic 

systems with nonrandom bounded exogenous disturbances. According to the numerical 

simulations, the parametric quadratic Lyapunov function-based approach yields appreciably less 

conservative results for the class of systems under consideration than the common quadratic 

Lyapunov function-based one. 
 

Keywords: dynamic system, linear discrete-time system, parametric quadratic Lyapunov function, 

common quadratic Lyapunov function, bounded exogenous disturbances, robustness, linear matrix 

inequalities, analysis problem, conservatism, structured matrix uncertainty. 
 

 

 

INTRODUCTION  

The study of dynamic systems with parametric 

uncertainty and exogenous disturbances is of great 

theoretical and practical interest. A classical 

approach to solving this class of problems is based 

on designing a common quadratic Lyapunov function 

for the entire family of systems [1–4], and the 

apparatus of linear matrix inequalities [5] is a 

convenient technique. 

However, as is well known [6], using a common 

Lyapunov function often yields rather conservative 

results. In this regard, let us consider the problem of 

designing a parametric Lyapunov function for 

continuous- and discrete-time systems with 

uncertainty. In the papers [6–8], the advantages of a 

parametric quadratic Lyapunov function were 

presented; as shown therein, this approach decreases 

the solution’s degree of conservatism compared to 

the common quadratic Lyapunov function-based one. 

Among the relatively recent publications on the 

subject, we mention, e.g., [1, 9–11]. In the paper [8], 

an efficient method was proposed for designing a 

parametric quadratic Lyapunov function using linear 

matrix inequalities when analyzing the stability of an 

affine family of continuous-time systems. Later on 

[7], this approach was extended to the case of 

discrete-time systems with parametric uncertainty. In 

the paper [12], the result of [7] was generalized to the 

case of a discrete-time system with parametric and 

structured matrix uncertainty. 

In this paper, we design a parametric quadratic 

Lyapunov function for an affine family of discrete-

time systems subjected to arbitrary bounded 

exogenous disturbances. Such problems often arise in 

applications and have a transparent physical 

motivation; for example, see [9, 13]. As an important 

technique, we employ and generalize an equivalent 

representation of the system’s stability condition in 

the form of a matrix inequality, first proposed in [7] 

(also, see [14]). This representation allows separating 

the system matrix and the Lyapunov function matrix 

in the matrix inequality. The technique gave rise to 

several further generalizations, but it has not been 

previously applied to dynamic systems with 

nonrandom bounded exogenous disturbances. The 

corresponding assertion (see Theorem 1 below) is 
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novel, like Theorem 2 obtained on its basis. 

According to the numerical simulations, the 

parametric quadratic Lyapunov function-based 

approach yields appreciably less conservative results 

for the class of systems under consideration than the 

common quadratic Lyapunov function-based one. 

A rather close problem was examined in [6], 

where new sufficient conditions for robust quadratic 

stability of a discrete-time system with parametric 

uncertainty were established. The problem statement 

introduced below is more general, and the apparatus 

of linear matrix inequalities is used as a convenient 

technique. 

This paper is organized as follows. Section 1 

describes the problem statement and the approach to 

solve it. The main results are formulated in Section 2. 

The numerical simulation results are presented and 

discussed in Section 3. 

Throughout the paper,   denotes the Euclidean 

norm of vectors and the spectral norm of matrices, 

the symbol 
T
 indicates transposition, I  is an identity 

matrix of compatible dimensions, and all matrix 

inequalities are understood in the sense of positive or 

negative (semi-) definiteness of the corresponding 

matrices. 

1. PROBLEM STATEMENT AND SOLUTION 

APPROACHES 

Consider a linear discrete-time dynamic system 

described by  

 1 ,k k kx A x Dw                           (1) 

where 
n

kx   denotes the state vector, 
0x  is an 

initial condition, and 
m

kw   is an exogenous dis-

turbance satisfying the constraint  

1  ,      1,  2,kw k                       (2) 

Let n m
D

  and the matrices   n n
A

   

belong to the convex family  

   
1 1

:    ‍, 1, ‍‍ ‍0 .,
N N

i i i i

i i

A A A
 

 
     


  


  (3) 

Assume that the system (1) is stable: all matrices 

 A    are Schur (their eigenvalues lie inside the 

unit circle), and the pair  ,A D  is controllable. 

The main problem is to design a parametric 

quadratic Lyapunov function for the system (1) and 

(2). 

First of all, we discuss an approach to designing a 

parametric quadratic Lyapunov function for the 

dynamic system  

1 ,      1,    1,  2, ,k k k kx Ax Dw w k            (4) 

with matrices n n
A

  and n m
D

 , the state 

vector 
n

kx  , an initial condition 
0x , and an exog-

enous disturbance 
m

kw   (2). 

According to the paper [15] (also, see the 

monograph [16]), a matrix 0 n n
P

   satisfying 

the linear matrix inequality 

 Τ T1 1
  0

1
APA P DD  

 
               (5) 

for some 0 1  will define a quadratic Lyapunov 

function of the form  

  T 1
V x x P x

  

for the system (4) and (2). 

For further presentation, we need the following 

technical result. 

Theorem 1. The assertions below are equivalent: 

I. There exists a matrix 0P   such that  

 Τ T1 1
  0

1
APA P DD  

 
                  (6) 

for some 0 1 . 

II. There exist matrices T0 n n
P P

    and 
n n

G
  such that  

 
 

Τ Τ Τ

Τ

0   0

0 1

P AG D

G A G G P

D I

 
 

    
   

       (7) 

for some 0 1 . 

P r o o f. Applying Schur’s complement lemma to the 

matrix inequality (7) two sequential times gives the 

equivalent relations 

 

 

T

T T T

1

1   0
P DD AG

G A G G P

    
    

          (8) 

and  

 T T 1 T T1 1
( ) 0.

1
P DD AG G G P G A

    
 

 (9) 

Letting T
G G P   in (9), we arrive at inequality (6). 

Thus, Assertion I implies Assertion II. 

Now, we prove the converse. Multiplying (8) on the 

left by 
1

I A
 

  
 and on the right by T1

I

A

 
 
   

 yields 

 

T

T

T T T

1
1 1   01

IP DD AG
I A

A
G A G G P

                   
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or T T T T 11 1 1 1

1
P DD AG A AGA A G G     

   

 T 0.P A   This condition is equivalent to (6). The proof 

of Theorem 1 is complete. ♦ 

Well, Theorem 1 reduces inequality (5) to the 

equivalent form (7), linear in the matrix variables P  

and A . 

Let us return to the system (1). Due to the 

convexity of (3), a solution 0P   of the combined 

matrix inequalities  

T T1 1
0,     0 1,      1, , ,

1
i iA PA P DD i N      

 



 

or, by Theorem 1, of the equivalent ones 

 
 

T T T

T

0   0,     0 1,

0 1

i

i

P AG D

G A G G P

D I

 
 

       
    

  (10) 

will define the common quadratic Lyapunov function 

  T 1
V x x P x

  for the affine family (1)–(3). 

Note a rather high degree of conservatism for this 

result: an appropriate matrix 0P   must satisfy all 

inequalities (10) for the same value  . 

Appreciably less conservative results are obtained 

using the parametric quadratic Lyapunov function 

   T 1
V x x P x

   with the matrix  

  T

1

,     0 .
N

n n

i i i i

i

P P P P




             (11) 

Resting on Theorem 1, we will establish a 

sufficient condition for the existence of a parametric 

quadratic Lyapunov function (11) for the affine 

family (1)–(3); see the next section.  

2. MAIN RESULT 

Due to the convexity of (3) and the structure of 

the parametric quadratic Lyapunov function (11), it 

suffices to require that the component 
iP  correspond 

to the vertex 
iA  in the system (1). The following 

assertion is the main result of the paper. 

Theorem 2.  Assume that there exist matrices 
T0 n n

i iP P
    and n n

G
  such that 

 
 

T T T

T

0   0,      1, , ,

0 1

i i

i i

P AG D

G A G G P i N

D I

 
 

      
   

   (12) 

for some 0 1 . 

Then the system (1), (3), and (2) has a parametric 

quadratic Lyapunov function with the matrix  

 
1

‍.
N

i i

i

P P


                           (13) 

P r o o f. Due to (5), a matrix 0iP   satisfying the 

matrix inequality  

T T1 1
0

1
i i i i

A P A P DD 
 




              (14) 

for some 0 1    will define the quadratic Lyapunov 

function   T 1

i
V x x P x

  for the system (1) at the vertex 

iA . 

According to Theorem 2, condition (14) is equivalent 

to the matrix inequality  
 

 
 

T T T

T

0   0

0 1

i i

i i

P AG D

G A G G P

D I

 
 

    
   

           (15) 

for some 0 1   . 

Multiplying (15) by 
i  and summing over 1, ,i N  , 

we obtain  

 

 

1 1 1

T T T

1 1 1

T

1 1

‍0 ‍ 0.

0 1

N N N

i i i i i

i i i

N N N

i i i i i

i i i

N N

i i

i i

P A G D

G A G G P

D I

  

  

 

  
    

  
            
 
    
 

  

  

 
 

Since  
1

N

i i

i

A A


    and 
1

1
N

i

i

  ,  

 

 

 

 

1

T T T

1

T

‍

‍0 ‍ 0.

0 1

N

i i

i

N

i i

i

P A G D

G A G G P

D I





 
  

 
  

       
  

   
 



  

Thus, the matrix (13) defines the parametric quadratic 

Lyapunov function    T 1
V x x P x

   for the system 

(1)–(3). The proof of Theorem 2 is complete. ♦ 

Clearly, this approach is conservative primarily 

because conditions (12) must hold for the same value 

 . However, as we will see below, the proposed 

approach yields less conservative estimates than the 

common quadratic Lyapunov function-based one. 

3. AN EXAMPLE 

As an illustrative example, we consider the system 

from [4] with the vertices  

1

0.0061 0.2630 0.2748

0.1266 0.1242 0.3029 ,

0.5100 0.4678 0.9712

A

 
   
   
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2

0.1330 0.2009 0.1672

0.1224 0.5987 0.3100 ,

0.5235 0.0297 0.4784

A

 
   
   

 

 
3

0.2733 0.1868 0.0077

0.0253 0.2828 0.6112 ,

0.2412 0.0844 0.8024

A

   
    
    

 

and the bounded exogenous disturbances with  

1

1 .

0

D

 
   
 
   

Using Theorem 2, we solve the corresponding optimi-

zation problem min ‍
ii

P  and find the matrices 

 4

1

1.1381 0.8630 0.2336

0.8630 1.1608 0.2290 10 ,

0.2336 0.2290 0.

ˆ

8764

P

 
   
  

 

 4

2

1.1552 0.8149 0.2110

0.8149 1.3914 0.1546 10 ,

0.2110 0.1546 0.

ˆ

3824

P

 
   
  

 

 and 4

3

1.2724 1.1669 0.1901

1.1669 1.4113 0.2095 10

0.1901 0.2095 0 0

ˆ

.541

P

 
    
  

 

of the parametric quadratic Lyapunov function 

   3T

1
‍ ˆ .

i ii
V x x P x


   

For comparison, we calculate the matrix of the com-

mon quadratic Lyapunov function for this system by solv-

ing the optimization problem min P  subject to the con-

straint (10):  

 4

2.5519 0.3322 1.2518

0.3322 4.7636 0.5922 10 .

1.2518 0.5922 3.2 6

ˆ

17

P

  
    
  

 

As is well known, the matrix of a quadratic Lyapunov 

function is associated with the so-called invariant ellip-

soid. (For more details, see the monograph [16].) Recall 

that the system’s trajectory starting at a point inside the 

invariant ellipsoid will remain there under all admissible 

exogenous disturbances. 

Let us compare the invariant ellipsoids determined by 

the parametric and common quadratic Lyapunov func-

tions. The figure shows the projections of the correspond-

ing invariant ellipsoids onto the plane  1 3, .x x  The notice-

able differences confirm the reduced degree of conserva-

tism of the proposed approach. 

Also, this figure shows the projection of the system’s 
trajectory with an initial condition from the invariant ellip-

soid with the matrix  P̂   under the so-called worst ex-

ogenous disturbance [16] of the form 

 
    T 1sign ,      1,2,ˆ

k k
w D P A x k

    
 

 
 

Projections of invariant ellipsoids and system’s trajectories 

 
The calculations were performed in Matlab using cvx 

[17]. 

CONCLUSIONS 

This paper has proposed an approach to designing 

a parametric quadratic Lyapunov function for an 

affine family of discrete-time systems with arbitrary 

bounded exogenous disturbances. The approach is 

remarkable for simplicity and a reduced degree of 

conservatism, as the numerical simulations show. 

Further research will focus on extending these 

results to the design problem for a family of discrete-

time control systems with parametric uncertainty. 
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Abstract. A single-link manipulator with an electrical actuator is considered, and a dynamic 

feedback control is designed for tracking a given reference signal of its angular position. The 

problem statement includes the following assumptions: the output (controlled) variable is not 

measured; the sensors are located only on the electrical drive; the mechanical subsystem has 

exogenous and parametric disturbances. Under the smooth disturbances, a discontinuous control 

law is formed in terms of the canonical input–output system written in the tracking error. For 

implementing this law, a double-loop observer with piecewise linear corrections is developed. 

In the first loop, the controlled variable is restored using an observer of the electrical subsystem. 

This variable, together with the reference signal, serves to design corrections in the second loop. 

The second observer is a replica of the virtual input–output system. It restores mixed variables–
–functions of the state variables, the exogenous actions, and their derivatives––to form the 

feedback law. The order of the observers in each loop is reduced by discarding the dynamics of 

the estimated variables, treated as bounded perturbations in the observation problem. A tuning 

procedure is proposed that allows estimating the unmeasured endogenous and exogenous sig-

nals with a required accuracy in a given time under an additive parasitic signal in the correc-

tions. The simulation results are presented. 
 

Keywords: electromechanical system, tracking, invariance, sliding mode, observer of states and disturb-

ances, piecewise linear functions.   
 

 

INTRODUCTION  

Robotic manipulators with electrical actuators 
perform various tasks in mechanical engineering and 
other industries. Progress in modern robotics is pri-
marily associated with the improvement of infor-
mation and control systems and the use of advanced 
information technology and control algorithms. For 
nonlinear and multivariable mathematical models of 
mechanical systems, effective control methods have 
been recently developed within different approaches 
[1–3]. However, their implementation (with rare ex-
ceptions) requires measuring all variables of the state 
vector of the electromechanical system and acquiring 
current information about exogenous actions and their 
derivatives. 
________________________________ 
1This work was supported by the Russian Foundation for Basic 
Research, project no. 20-01-00363-A. 

 

If some parameters of the plant and its environment, 

necessary to control the motion and orientation of the 

robot in the working space, cannot be directly meas-

ured, observers of the state and disturbances are used 

in the feedback loop [4–15]. These are algorithms im-

plemented in a computing environment to restore the 

unknown signals from partial measurements of the 

state variables under the observability conditions. In 

tracking systems, it is rational to design an observer 

based not on the plant’s original model but an equiva-

lent canonical or block input–output form. Such an 

observer, whose dimension does not exceed that of the 

plant, combines several functions: observes the state 

and disturbance, identifies the parameters, and gener-

ates the given actions. By measuring tracking errors, it 

estimates mixed variables (functions of the state varia-

bles, the exogenous actions, and their derivatives) to 

form a feedback law [4, 7, 8, 14, 15]. As a result, the 

http://doi.org/10.25728/cs.2021.4.3
mailto:dim93kr@mail.ru
mailto:scholess18@mail.ru
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controller’s structure is simplified. In some cases, ob-

servers based on both the original and transformed 

models are used simultaneously for control purposes 

[13]. 

This paper considers a single-link manipulator 

elastically articulated with a DC motor in the case 

when the controlled angular position of the manipula-

tor and its velocity cannot be qualitatively measured 

(due to an aggressive environment, sudden tempera-

ture changes or vibration [16]), and the sensors are 

installed only on the drive. For obtaining the tracking 

system under parametric and exogenous disturbances, 

we design a two-loop observer of the endogenous and 

exogenous variables. The observation subsystem 

structure proposed below differs from that used in 

[13], where the controlled variables were measured, 

and both observers were tuned independently of each 

other. In this paper, the first observer is based on the 

electrical subsystem and estimates its input (the con-

trolled variable). Together with the command signal, 

this variable represents the output for the second ob-

server. It is based on the virtual canonical input–output 

system and estimates the mixed variables to form a 

dynamic feedback law. Under uncertainty about the 

corrections of the second observer, an additive parasit-

ic signal––an undamped estimation error of the first 

observer––appears. 

The scientific novelty consists in designing an 

observation subsystem in the tracking system for a 

particular electromechanical plant without measuring 

the controlled variable. Also, a procedure for design-

ing an observer with piecewise linear corrections for 

the canonical system with an uncertain input and an 

additive deterministic noise at the output is developed. 

1. PLANT DESCRIPTION. THE BASIC CONTROL LAW 

As the plant, we consider a single-link rigid ma-

nipulator with a rotating joint elastically connected to 

the shaft of a DC motor [17]: 

),()sin()(, 1221321221 tfxaxxaxxx     (1) 

3 4 4 43 3 1 44 4, ( )x x x a x x a x       

45 5 5 54 4 55 5, .a x x a x a x bu                 (2) 

Equations (1) describe the dynamics of the manip-

ulator (the mechanical subsystem); equations (2), the 

dynamics of the DC motor with permanent magnets 

[3, 18] (the electrical subsystem). In addition, ija  and 

b  are positive design coefficients:  

ll Jka /21  , 
lJhgma /22  , 

ml Jka /43  , 

mJda /44  , mm Jka /45  , 

Lсa /54  , LRa /55  , Lb /1 . 

The variables 
T

1 5( , ..., )x x x  and the parameters 

of the system (1)–(2) are described in Table 1.  

 
Table 1 

The variables and parameters of the plant  

Notation Description, measurement unit 

x1 
The angular position of plant’s link, 1x   , 

rad 

x2 The angular velocity of plant’s link, rad/s 

f (t) Uncontrolled disturbance, N/(kg·m) 

x3 
The angular position of DC motor’s shaft, 

rad 

x4 
The angular velocity of DC motor’s shaft, 

rad/s  

x5 The armature current of DC motor, A 

u The armature voltage of DC motor, V 

 g = 9.8 Acceleration of gravity, m/s
2
 

 m Manipulator’s link mass, kg 

h Manipulator’s link length, m 

kl Gear rigidity, N·m/rad 

Jl 
The moment of inertia of manipulator’s link, 

kg·m2
 

d Damping coefficient, kg·m2
/s 

Jm The moment of inertia of DC motor, kg·m2
 

km Gain, N·m/A 

L The armature inductance of DC motor, H 

с The counter emf coefficient of DC motor, 

V·s/rad 

R The armature resistance of DC motor, Ω 
 

In the system (1) and (2), the output controlled var-

iable is the angular position 1x
 
of the manipulator’s 

link; the function )(tf  
is interpreted as the uncon-

trolled exogenous disturbance; the control u is the ar-

mature voltage of the DC motor (from the class of dis-

continuous functions); ,5
RXx   where X is an 

open bounded domain of variation of the state varia-

bles due to the existing design constraints. 

For the system (1) and (2), the problem is design-

ing a discontinuous feedback control under which the 

output variable )(1 tx  will track a given admissible 

signal )(tg  under the following assumptions: 

– The sensors are located only on the actuator. The 

variables ),(),( 43 txtx , and )(5 tx  are directly meas-

ured. The measurements contain no noise. 

– The values of the parameters lk , mJ , d , and 

mk  (hence, 
4443 , aa , and 

45a ) are known. The parame-

ters m , h, Jl, c, R, and L (hence, ,,,, 55542221 aaaa  and 

b ) are uncertain but belong to given ranges. 

– The time-varying function f(t) is unknown, 

piecewise differentiable, and bounded, together with 
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its derivatives up to the third order inclusive, by given 

constants for 0t . 

– The reference signal )(tg  
comes in real time 

from an autonomous source and is unknown in ad-

vance. The time-varying function )(tg  is assumed to 

be piecewise differentiable without any analytical de-

scription. In addition, its derivatives 5,1),()( itg
i , are 

unknown but bounded by given constants for 0t . 

– The generators of exogenous actions are not in-

troduced into consideration, and the problem of esti-

mating separately the derivatives of the reference sig-

nal and disturbance is not posed. 

Under the assumptions made, the tracking error 

)()()( 11 tgtxte   can be stabilized only with some 

accuracy. Let 01   and 0
t  be the given stabiliza-

tion accuracy and time to reach it. The goal of control 

is satisfying the following condition in the closed loop 

system: 

.,)( 11
 ttte                        (3) 

The system (1) and (2) is a special case of the La-

grangian completely driven system. For 0)( tf , it is 

controllable and observable in the output variable 

),(1 tx  and its relative order coincides with the sys-

tem’s dimension. Hence, it can be represented in the 

canonical input–output form without separating the 

endogenous dynamics [11, 14, 15]. As shown in [7], 

the canonical form of this class of systems is invariant 

with respect to exogenous affine disturbances. That is, 

the presence of an exogenous disturbance with a nu-

merical factor in the second equation of the subsystem 

(1) will not change observability, controllability, and 

the relative order inherent in the undisturbed system 

when passing to the canonical basis of the mixed vari-

ables. Thus, differentiating five times the tracking er-

ror (3) and performing diffeomorphic changes of the 

state variables with an affine entry of the exogenous 

actions and their derivatives, we represent the plant’s 
mathematical model (1) and (2) in the canonical form 

1, 1,4,
i i

e e i                              (4) 

ubtee
~

),(5                             (5) 

in the mixed variables 
T

1 2 3 4 5( , , , , )e e e e e e : 

2 2

3 21 3 1 22 1

4 21 4 2 22 2 1

5 21 43 21 22 1 1 3

2

44 4 45 5 21 22 1 2 22 1

21 22 1

( ),

( ) sin( ) ( ) ( ),

( ) cos( ) ( ) ( ),

[( cos( ))( )

] ( cos( ) ) sin( )

( cos( )) ( ) ( )

e x g t

e a x x a x f t g t

e a x x a x x f t g t

e a a a a x x x

a x a x a a x x a x

a a x f t f t g

 
    

    
    

     

    (4) ( ),t

 (6) 

where ,0
~

4521  baab  and the function 

(5)( , , , ..., ,e g g g 5, , , ) d

dt
f f f f e bu  , obtained after 

the inverse change of the variables (6), is treated as a 

bounded disturbance. Using the known ranges of the 

external actions, their derivatives, and the design con-

straints on the variables and parameters of the system 

(1) and (2), we arrive at the bounds 

0(0) , 1,5;i ie E i   .
~

bbb               (7) 

We design a discontinuous control for obtaining a 

sliding mode in the closed loop system on the surface 

1 1 2 2 3 3 4 4 5 0s c e c e c e c e e       in the virtual space 

of the canonical variables 5
Re  (6), where 

0const ic  are the coefficients of the Hurwitz poly-

nomial 
4

4 3 2

4 3 2 1

1

( ) , Re 0,i i

i

c c c c


            
1, 4,i   assigned according to the existing requirements 

to the tracking error transients. For the system (4) and 

(5), the basic discontinuous control law with a con-

stant amplitude 0constM  has the form 

sign( ),u M s                         (8) 

where  

1, 0,
sign( )

1,  0.

s
s

s

 
  

 

(For s = 0, the value of this function is indefinite but 

belongs to the interval ]1,1[ .)  

The lower bound on the amplitude is found from 

the sufficient condition 0ss  (see [3]):   

1 2 2 3 3 4 4 5

4

1

1

( , ) ,

( , ) .i i

i

s c e c e c e c e е t bu

ss s c e е t bM


     

 
    

 


 

It holds under 
4

1

1

( , ) /i i

i

M c e е t b


 
   
 
                (9) 

and the desired time  ttt ss 0:  of sliding mode oc-

currence: 

 

4

1

1

(0)1
( , ) ,i i

is

s
M c e е t

b t




 
    

 
  

4

0 05 0

1

(0) .i i

i

s c E E S


                 (10) 

Under the control law (8) and (10), the function 

)(ts  will monotonically vanish in a finite time in the 

closed loop virtual system [3] if the prior assumptions 

used for deriving the initial conditions (7) hold along 

the entire closed loop system trajectory. 
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Due to 
5 1 1 2 2 3 3(e s c e c e c e      

4 4 )c e , we ob-

tain the stable reduced system  

1 4 1 1

2 2 3 3 4 4

, 1, 3; (

) ,

i ie e i e c e

c e c e c e s

    
   

              (11) 

where ( ) 0, ,ss t t t   and consequently, the asymptot-

ic stabilization of the tracking error:  

).()(lim0)(lim 11 tgtxte
tt




 

The ranges of the mixed variables necessary for 

(10) are found using (11), (7), 
0( ) , 0,s t S t   and the 

accepted values 4,1, ici :  

;0,),(;4,1,)(  ttеiEte ii
 

5 0 1 1 2 2

3 3 4 4 5

( ) (

) .

e t S c E c E

c E c E E

   

  
                   (12) 

The system (11) describes motion in an ideal slid-

ing mode: the representation point 5)( Rte   in a finite 

time st  falls on the switching surface 0s  and moves 

along it to an equilibrium for 
stt  , theoretically oscil-

lating with an infinitesimal amplitude and infinite fre-
quency [3]. 

The feedback law (8) is formed by the mixed vari-

ables 5,1),( itei
 (6). The problem is estimating them 

using a dynamic observer by the measured signals 

),(),(),( 43 txtxtg  and )(5 tx . Under parametric uncer-

tainty and no dynamic generators of the exogenous 

actions, special approaches are needed for designing 

and tuning the observation subsystem; see Section 2. 

Note that under these conditions, the observation prob-

lem can be solved only with some accuracy. Let ( )ie t  

be the mixed variables estimates yielded by the obser-

vation subsystem, and let 0i   and 0T   be the cor-

responding accuracy and time of solving the observa-

tion problem. Under the conditions 

( ) ( ) , 1, 5, , ,i i i se t e t i t T T t             (13) 

a real sliding mode will occur in the closed loop virtu-

al system (4)–(5) with the dynamic feedback law  

1 1 2 2 3 3 4 4 5sign( ), ,u M s s c e c e c e c e e         (14) 

in a finite time Tts   [3]. That is, for 
stt  , the repre-

sentation point of the system (11) will move in the 

boundary layer of the switching surface 

1 1 2 2 3 3 4 4 5( ) ( )s t c c с c           , which reduces 

the control accuracy in the steady-state mode. Given 

the gains , 1, 4,iс i   the admissible range   corre-

sponding to the desired tracking error stabilization 

accuracy 1  (3) and the constraints (13) on the esti-

mation accuracy , 1, 5
i

i  , in the observation sub-

system, are found from the condition 

.)( 544332211  cсcc        (15) 

For sufficiently small observation errors (13), the 

equality )sign()~sign( ss   holds beyond the range 

)(ts . Due to the mismatching initial conditions of 

the observer and observed system, the difference be-

tween the variables )(tei
 and their estimates )(~ tei  

(hence, between )(ts  and )(~ ts ) is significant at the 

beginning of the transients. Therefore, in the system 
with the dynamic feedback law (14), the sufficient 
conditions for sliding mode occurrence (9) may be 

violated for ],0[ Tt ; in the worst case, the mono-

tonic convergence of )(ts  to the  -neighborhood of 

zero is guaranteed only for Tt  . Due to the inequality 
4

1

1

( ) (0) ( ( , ) )
i i

i

s T s c е е t Mb T


     , we refine the 

lower bound (10):  
4

1

1

( )1
( , )

i i

is

s T
M c е е t

t Tb




  
     

 


 
4

1

1

(0) ( ( , ) )

( )

i i s

i

s

s c е е t t
M

bt b b T




   
 

 


.      (16) 

Under a fixed value  tts
, the expression (16) 

yields the following constraint on the estimation time 

(13): 

)./(0 bbtbT s                        (17) 

This constraint must be satisfied in the observation 

subsystem.  

2. DOUBLE-LOOP OBSERVER DESIGN 

2.1. Observer for controlled variable 

The first loop estimates the manipulator’s angular 

position by measuring the state variables of the elec-

trical subsystem. Together with the reference signal, 

the estimate will be used to design the observer in the 

second loop. It estimates the mixed variables, neces-

sary to form the feedback law (14), and is based on the 

virtual input–output system (4) and (5). In this system, 

all functional and exogenous actions are concentrated 

in equation (5) and do not narrow the observable space 

of the canonical variables with respect to the tracking 

error. Such a design of the observation subsystem is 

convenient for tracking systems: implementing the 

reverse changes of the variables in real time is not re-

quired; under uncertainty, there is no need to estimate 

additionally the exogenous actions and their deriva-

tives and identify the parameters. 

For 0)( tf , the system (1) and (2) is observable 

in the measurements ),(),( 43 txtx  and ).(5 tx  However, 
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the presence of parametric and exogenous disturb-
ances in the mechanical subsystem (1) is an obstacle to 
constructing a full-order state observer. To estimate 

the unmeasured controlled variable )(1 tx , we will em-

ploy the ideology of estimating exogenous signals by 
their effect on the plant using “force” corrections in 
the form of deep feedbacks, discontinuous controls, or 
their combinations. In this case, the disturbance ob-
server is based on some part of the plant’s dynamic 
model subjected to an exogenous bounded signal. (The 
other variables and parameters are known [5, 6].) 
Within this approach, it suffices to know only the 
ranges of an exogenous signal under estimation, 
whereas its dynamic model is not used for observer 
design. 

Since the values of the parameters a43, a44 and a45 
are known, we can design a reduced observer using 
the second equation of the electrical subsystem (2): its 
right-hand side is a linear combination of known sig-

nals and the variable )(1 tx  under estimation. Thus, the 

dynamic observer for estimating the manipulator’s 
angular position (differentiator) will have the first or-
der: 

,545444343 vxaxaxaz                (18) 

where z  denotes the state variable, and v  is the ob-

server’s correction. Due to the expressions (2) and 

(18), the observation error zx  4  satisfies the 

equation  

,143 vxa                             (19) 

where the unknown signal )(1 tx  is treated as an exog-

enous disturbance bounded by a given constant: 

.0,)(1  ttx  Choosing an appropriate action )(v , 

we have to stabilize in a given time with a desired ac-
curacy the observation error and its derivative: 

.,)()(,)( 1143 Tttvtxat         (20) 

Then, for sufficiently small 0  and 1Tt  , the 

correction )(tv  can be adopted to estimate the con-

trolled variable. 
We will solve the problem (20) using an observer 

with piecewise linear feedback [6, 7, 13], a hybrid of 
discontinuous and linear controls with high gains:  

sign( ), 1/ ,
sat( )

, 1/ , , const 0.

m l
v m l

ml l m l

   
   

    
   (21) 

It has two tunable parameters: the amplitude 

0const m , determining the time of convergence 

of the observation error to the neighborhood of zero, 
where the correction (21) is linear; a high gain 

0const l , determining in inverse proportion the 

radius of this neighborhood (hence, the estimation ac-
curacy). 

Beyond the linear zone, the system (19) and (21) 

has the form ).sign(143  mxa  By analogy with 

discontinuous control systems operating in a sliding 
mode (9), we find a lower bound on the amplitude. 

The sufficient condition ,0  where 

),())sign(( 43143 mamxa   holds under  

43 ,m a                               (22) 

which will ensure the inequality lt /1)(   in a finite 

time.  

Because the variable )(4 tx  is measured, we can 

guarantee zero initial conditions for the observation 

error: .0)0()0()0( 4  xz  Then the first inequali-

ty of (21) will hold for all 0t  under any amplitude 

(22) and  /1l .  

In the linear zone, the system (19) and (21) has the 

form .143  mlxa  To ensure the second inequality 

of (20), we estimate the system’s solution for 
1[0, ]:t T  

1

1

43 1 43 1

1

43 43

( ) ( )1
( )

,

mlT

mlT

a x t a x t
T e

ml l ml

a m a
e

ml ml





 
     

 
  

 

,)()( 1
43431

mlT
eamaTml
   

1

43 1 1 43( ) ( ) α, ( π) α.mlT
a x t v t t T m a e

         (23) 

From (23) it follows that for 
1Tt  , the observation 

error will converge to the neighborhood of zero:  

.)( 43

ml

a
t


  

Since 
143Xam   (22), the lower bound  /1l  can 

be improved: both inequalities of (20) will hold under 
the high gain  

.ln
1

;max
1 43

1

43
















am

T

a

m
l  

Thus, for 1Tt  , the controlled variable )(1 tx  is 

estimated by the signal 

./)()(~)(:/)()(~
143111431   attxtxatvtx  (24) 

Together with the reference signal )(tg , it comes to 

the second loop and serves to tune the observer of the 

mixed variables ( ), 1, 5,ie t i   (6) of the canonical sys-

tem (4) and (5). As a result, the accuracy and time of 
estimating the mixed variables in the second loop de-
pend on the accuracy and time of estimating the con-
trolled variable in the first loop and  

.,/ 11143 TTa                  (25) 

Recall that the upper constraints (15) and (17) have 
been imposed on inequalities (25), respectively, and a 
desired estimation accuracy can be provided in the 
first loop (18) in a given time. Considering these fea-
tures, we will specify the formal requirements to 

1 1( )   and )(1 TT  (25) when tuning the second loop. 
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2.2. Reduced-order observer for mixed variables 

It is difficult to design a full-order observer in the 

second loop since the factor baab 4521

~
  at the discon-

tinuous control is not known exactly. Due to the im-
possibility of fully compensating the control signal in 

the system with respect to observation errors, a high-
frequency parasitic signal will be added to the existing 

uncertainties ),( tе . As a result, the quality of the 

estimation may worsen. To avoid this problem, we 

will estimate the mixed variables using a reduced-
order observer based on the linear subsystem (4) in the 

form 

,;3,1, 441 vzivzz iii              (26) 

where iz  denote the observer’s state variables, and iv  

are its corrections. According to the expressions (4) 

and (26), the observation errors , 1, 4,i i ie z i     sat-

isfy 

,;3,1, 4541 veiviii           (27) 

where )(5 te  is treated as an exogenous bounded dis-

turbance such that 0,)( 55  tEte  (12). The mixed 

variables estimates ( ), 1, 4,ie t i   will be obtained using 

the observer’s variables )()(~ tzte ii  , and by analogy 

with the system (19), the exogenous disturbance will 

be estimated by the correction ).()(~
45 tvte   In terms 

of the system (27), the stabilization problem (13) with 
the constraints (15) and (17) takes the form 

( ) ( ) ( ) , 1, 4,
i i i i

t e t z t i       

5 4 5( ) ( ) , .e t v t t T                    (28) 

To solve the problem, we will also use piecewise 
linear corrections formed according to the cascade 

principle [7]:  

















,4,1,/1,

,/1),sign(
)(sat

11

11

1
ilvvlm

lvvm
vlmv

iiiii

iiii

iiii
  (29) 

where ).()()()()(~)( 11110 tttztgtxtv   The 

observer (26) and (29) differs from the one presented 

in [7]: the variable )(0 tv  used to form the feedback 

law (29) additively contains an undamped parasitic 

signal )(1 t , which cannot be compensated. However, 

for 1Tt  , it can be made arbitrarily small in absolute 

value. 

Setting zero initial conditions in the observer (26), 

 0)0(iz )0()0( ii e , 1, 4,i   we take the estimates 

(7) as the initial conditions domain for the observation 
errors:  

.4,1,)0()0( 0  iEe iii
            (30) 

The following result expresses sufficient condi-
tions for solving problem (28).  

Lemma. Let the initial conditions and the function 

)(5 te  in the system (27) and (29) be bounded by 

known constants (30) and (12), respectively. Then for 

any 0T  and 0  , there exist real numbers 

0, 
ii lm  such that inequalities (28) hold for all :, ii lm  

, , 1, 4.i i i im m l l i
     

A constructive proof of the lemma is presented in 

the Appendix. In this proof, we formalize an iterative 
procedure for tuning the parameters of the corrections 

(29) with the separation of motions in the observation 
errors space. This procedure can be easily extended to 

higher-order canonical systems and square canonical 
systems with vector variables. Also, we establish re-

quirements to the estimation time and accuracy (25) in 
the first loop of the observation subsystem in the form 

,46/0 1 TT   .2/02/ 14311  a  

Note that the tracking and observation errors are 

stabilized using sufficient stability conditions, which 
yield conservative (overestimated) lower bounds on 

the dynamic feedback parameters. They can be refined 
based on the simulation results. 

Within the developed approach, the corrections in 
the observers and the discontinuous control law are 

both bounded by absolute value. Therefore, the well-
known problem of a large overshoot at the beginning 

of the transients, arising in closed loop systems with 

linear feedback by the variables of linear observers 
with high gains, is eliminated here. The problem is 

considered in a deterministic statement. The applica-
bility of observers with piecewise linear corrections 

under an uncertain input and noisy measurements re-
quires a separate study, going beyond the scope of this 

paper. 

3. SIMULATION RESULTS 

The developed algorithms were numerically simu-
lated in MATLAB-Simulink for the system (1) and (2) 

with the initial conditions 0)0(


x . Integration was 

performed using Euler’s method with a constant step 

of 10
–5

. For ensuring the target values 05.01   rad 

and 3
t  s of the control performance indices under 

condition (3), the following values of the feedback 

parameters (14) were adopted: 

1с 625, 2с 500, 3с 150, 4с 20, M 90.  (31) 

The worst case was considered with the admissible 
values of the design coefficients and exogenous ac-
tions given by 

lk 0.2, mJ 0.01, d 0.045, mk 0.3; 
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m [0.2, 0.8], h [0.15, 1.2], lJ [0.045, 1.15], с
[0.25, 0.33], 

R [3.8, 4.2], L [0.006, 0.013]; 

5,0,)()(  itg
i , 3,0,01.0)()(  itf

i , 0t . 

The parameters of the piecewise linear corrections 
(21) and (29) of the observers (18) and (26), respec-
tively, and the initial conditions were chosen as  

m 280, l 30, )0()0( 4xz  ;             (32) 

1m 150, 2m 116, 3m 150, 4m 100, 1l 30, 

2l 30, 3l 10, 4l 2, .4,1,0)0(  izi
 

Two numerical experiments with the same feed-
back parameters (31) and (32) and different uncertain 
coefficients and exogenous actions from the indicated 
ranges were carried out. In each experiment, three set-
ups were examined: 

 the reference system (1) and (2) with the basic 
control law (8) under complete information about the 
system coefficients, endogenous and exogenous sig-
nals, and their derivatives; 

 the system (1) and (2) with the sensorless drive 
and measurements of the tracking error 

)()()( 11 tgtxte   only (the mixed variables ( )
i

e t , 

2,5i  , were estimated using the observer (26) and 

(29); the correction 
0 ( )v t  1 1 1( ) ( ) ( )е t z t t    con-

tained no parasitic signal )(1 t ; the values lk , mJ , d , 

and 
mk  were uncertain; the control law (14) was based 

on 
1 1 2 2s c e c z   3 3 4 4 4c z c z v  );  

 the system (1) and (2) with the sensorless manip-
ulator and measurements of the parameters 

3 4( ), ( ), ( ),g t x t x t  and  5 ( )x t  (the double-loop ob-

servers (18), (21) and (26), (29) were applied, and the 
control law (14) was implemented using the estimate 

(24) based on 
1 43 2 2 3 3( / )s c v a g c z c z      

4 4 4c z v  ). 

Experiment 1: m 0.5, h = 1, Jl = 0.5, c = 

=0.2865, R 4.1, L 0.0103; 

( ) 0.01sin( );f t t
/ 3, [0, 5], [10, 15], [20, 25],...;

( )
/ 3, (5, 10), (15, 20), (25, 30),...

t
g t

t

 
  

 

For the reference system, Fig. 1 shows the graphs 
of the reference signal ( )g t  and the manipulator’s an-

gular position 
1( )x t ; Fig. 2, the graph of the tracking 

error 
1ref 1( ) ( ) ( )e t x t g t   (the dashed line indicates the 

admissible error range, 
1ref 1( )e t   05.0  rad, 3 

tt  

s, in the steady-state mode). Figure 3 shows the graphs 

of 
1ref 1dr( ( ) ( ))e t e t  and 

1ref 1man( ( ) ( ))e t e t , representing 

the deviations from the tracking errors 
1dr ( )e t  (the sys-

tem with the sensorless drive) and 
1man ( )e t  (the system 

with the sensorless manipulator). The dashed line in-
dicates the admissible error range. For the system with 
the sensorless manipulator, Fig. 4 shows the graph of 

)(~)( 11 txtx  , representing the estimation error of the 

angular position 1( )x t  using the observer (18) with 

431 /)()(~ atvtx  .  

Experiment 2: m 0.45, h 1.1, lJ 0.5445, 

с 0.25, R 3.9, L 0.0103; 

( )g t  π
sin(0.5 )

3
t ;  

0.01, [0, 2], [4, 6], [8, 10],...;
( )

0.01, (2, 4), (6, 8), (10, 12),...

t
f t

t

 
  

 

Figures 5–8 show graphs similar to the ones in 
Figs. 1–4. 

For both experiments and all setups, Table 2 pre-
sents the values of the control performance indices: 

the settling time 
1: ( ) 0.05, ;t e t t t

    the overshoot 

1max 1( )e e t , and the tracking accuracy 

1 1( ) ( )x t g t    in the steady-state mode. 

 

 

 

 
 

Fig. 1. Graphs of parameters g(t) and x1(t) for reference system. 

  
Fig. 2. Graph of tracking error е1ref(t) = x1(t) – g(t) for reference system. 
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Fig. 3. Graphs of deviations from tracking errors, e1ref(t) – e1dr(t) and 

e1ref(t) – e1man(t), for reference system. 

 

 

  
 

Fig. 4. Graph of estimation error x1(t) –  x1(t). 

 

 

 

 
Fig. 5. Graphs of parameters g(t) and x1(t) for reference system. 

  
Fig. 6. Graph of tracking error е1ref(t) = x1(t) – g(t) for reference system. 

 

 

 

 

 

 
Fig. 7. Graphs of deviations from tracking errors, e1ref(t) – e1dr(t) and 

e1ref(t) – e1man(t), for reference system. 

  
 

Fig. 8. Graph of estimation error x1(t) –  x1(t). 
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Table 2  

Values of control performance indices 

Performance index, 

measurement unit 

Reference system under  

complete information 

System with sensorless drive 

 

System with sensorless  

manipulator 

Experiment 1 (for the first transient, 0 ≤ t ≤ 5) 
t*, s 1.6039 1.9968 2.1753 

e1max, rad 1.0472 1.0472 1.0472 

1 , rad 0.0013 0.0421 0.0473 

Experiment 2 

t*, s 1.1137 1.2292 1.2568 

e1max, rad 0.1448 0.1448 0.1449 

1 , rad  0.0016 0.0385 0.0430 

 

According to Table 2, the target values of the con-

trol performance indices are achieved in all cases. In 

addition, the same overshoot of the tracking error is 

provided in the reference system and the systems with 

observers. In the systems with an incomplete set of 

sensors, the settling time increases insignificantly; the 

stabilization accuracy of the tracking error in the 

steady-state mode worsens by about 30 times com-

pared to the reference system with an almost ideal 

sliding mode. (This worsening is due to the observa-

tion errors that generate a real sliding mode in the 

boundary layer of the switching surface ( )s t   .) 

However, comparison with the reference system is not 

constructive: it cannot be implemented in practice 

since the basic control law (8) requires accurate 

knowledge about the plant’s parameters and, moreo-

ver, the exogenous disturbances and their derivatives. 

It is of interest to compare the systems with incom-

plete measurements. 

In the steady-state mode, the settling time and ac-

curacy in the system with the sensorless manipulator 

are worse than, albeit commensurable with, those in 

the system with the sensorless drive. The reason is a 

fast convergence of the controlled variable observer 

(see Figs. 4 and 8) due to the zero initial observation 

error in the system (19). Thus, in the closed loop sys-

tems with an incomplete set of sensors and dynamic 

feedback laws, various admissible scenarios are ob-

served when varying the parameters of the plant and 

exogenous factors within the calculated ranges without 

controller retuning. 

 

CONCLUSIONS 

For an electromechanical system with a single-link 

manipulator, a double-loop observer and a decomposi-

tion procedure for designing linear corrections with 

saturation have been developed in the case when the 

output variable contains an uncompensated parasitic 

signal. The total dimension of the observation subsys-

tem, restoring all endogenous and exogenous signals 

necessary for feedback control design, is equal to the 

plant’s dimension. 

The results of numerical simulation have con-

firmed the efficiency of the developed dynamic feed-

back control design method. As shown, it suffices to 

know the ranges of variation for the parameters of the 

plant, exogenous disturbances, and their derivatives 

when designing feedback control based on the mixed 

variables in the observer's tracking system. Under un-

certainty (without the controlled variable sensor and 

the generator of exogenous actions), the tracking prob-

lem is solved with a desired accuracy in a given time. 

Without loss of generality, the new design method 

of double-loop observation subsystems can be extend-

ed to completely driven electromechanical tracking 

systems with multi-link sensorless manipulators, 

which are described by a system of differential equa-

tions of the same order, similar to the system (1) and 

(2), in the vector variables with matrix coefficients [8]. 

APPENDIX 

P r o o f of the lemma. Denoting 

TtttttTt  9832110 ...0 , we formalize the 

desired dynamics of the observation errors in the closed 

loop system (27) and (29) according to the target (28): 

1 2( ) 1/ ( ) 1/ , ;
i i i i i i

v t l t l t t                  (A.1) 

1 1 1 1

2 1

( ) ( ) ( ) ,

( ) , , 1, 4.

i i i i i

i i i

t v t t

t t t i

   



       

    
            (A.2) 

Inequalities (A.1) are ensured by choosing appropriate 

amplitudes ,0im  1, 4,i   and the corresponding correc-

tions; inequalities (A.2), by choosing appropriate high gains 

0,
i
l   .4,1i   

In the system (27) and (29), the sign identity 

sign( ( )) sign( ( )),i iv t t   1, 4,i   may not hold for 

120  itt , being guaranteed only for  12  itt  beyond 
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the neighborhood 
ii    (A.1).  

In the general case 
01, 1, 4,i E i    due to (A.1) 

and (A.2), the system (27) and (29) can be written as 

1 0 2 1

1 2 1 2

1 2 5 5

sign( ), [ , ),

sign( ), [ , ),

( ), ; 1, 4, : .

i i i i

i i i i i i

i i i i i i

m t t t

m t t t

m l t t i e

 

 



   


     
        

    (A.3) 

Using (A.2), we estimate the variations of the observation 

errors in the closed loop system (A.3) as follows: 

2 1 0 1 2 1

5 5

( ) ( ) ( )

, 1, 4, .

i i i i i i i

i

t t E F m t

F i F E

        

  
        (A.4) 

By analogy with the expressions (10) and (11) (from 

the sufficient conditions 0 ii
  on the indicated time in-

tervals (A.3)), we construct hierarchical inequalities for the 

amplitudes under which, successively top-to-bottom, the 

correction arguments will converge to the linear zones 

(A.1):  

2 1

1

2 2 1

( )
, 1, 4.

i i

i i

i i

t
m F i

t t







  


 

Substituting the estimates (A.4) into the resulting ine-

qualities, we obtain a sequential (bottom-to-top) hierar-

chical scheme for choosing the correction amplitudes: 

0 1 2 1

1

2 2 1

0 1 2

2 2 1

( )

, 4,1.
2

i i i i

i i

i i

i i i

i

i i

E F m t
m F

t t

E F t
m i

t t

 




 



 
  




  


                (A.5) 

The scheme (A.5) implies the time constraints 

4,1,2 122   itt ii
. For example, let Т1 be a time incre-

ment: 

.4,1,,2, 121211211   iTttTttTt iiii
   (A.6) 

Given the value Т (17), the convergence time (20) of the 

controlled variable observer (18) will satisfy the following 

upper bound: 

.46/0]1)2221(3[ 11
32

TTTT      (A.7) 

Substituting the expressions (A.6) and (A.7) into the scheme 

(A.5) yields the values 

im : , 1, 4,i im m i

    and inequal-

ities (A.1) will hold. 

To determine the lower bounds on the high gains 

0il  ensuring inequalities (A.2), similar to the expression 

(23), we consider the estimates of the ith variables described 

by the third equations of (A.3) on the time intervals 

4,1],,[ 12122   itTtt iii
:  

1

1

1

1

1

2 1

1 1

2 1 1 1

1 1 2 1

1 1

( ) ( )1
( ) ( )

,

( ( ) ) ( ) ,

( ) ( ) ,

( ) , 1, 4.

i i

i i

i i

i i

i i m l T

i i i

i i i i i

m l Ti i i

i

i i i i

m l T

i i i i i i i i

i i i i

m l T

i i i

t t
t t e

m l l m l

F m F
e

m l m l

m l t F m F e

t v t t t

m F e i

 


 


  

  


 

   
       

 


   

    

     

    

     (A.8) 

For ensuring the boundaries of the linear zones corre-

sponding to the desired estimation accuracy (15), we con-

sider (A.8) and the estimates of the observation errors 

( ), 1, 4,i t i   for 12  itt : 

.4,1,11 


  i
lm

F
ii

ii

ii
i

        (A.9) 

For example, let / 2, 1, 4,
i i

i     and 
5 5.    From the 

expressions (A.8) and (A.9) it follows that for Tt  , both 

inequalities 
ii t  )(  and 4,1,)()( 11   itvt iii

, 

will hold for any *
ii mm   (A.5) and *

ii ll  , where  

1 1 1

1 1

5 5 4 5

4

4 4 1 5

2 2( )1 1
max ; ln , 1, 3;

2( )1 1
max ; ln .

i i i i

i

i i i

F m F
l i

m T

F m F
l

m T

   





   
  

  
   

  
  

 

The proof of this lemma is complete.  
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Abstract. Under the ongoing process of economic globalization, Russian industrial enterprises 

are currently facing the need to compete in world markets characterized by an extreme degree 

of instability due to political, social, economic, and other factors. In such conditions, classical 

strategic management methods become ineffective, primarily due to no appropriate tools to con-

sider and correct several factors increasingly affecting the performance of enterprises. For ex-

ample, in view of the deteriorating environmental situation in the world (even interpreted as an 

environmental disaster), the governments of different countries and various public organizations 

are putting pressure on industrial enterprises to carry out technological re-equipment. This paper 

surveys the classical approaches to the strategic management of industrial enterprises and the 

assessment of their effectiveness using mathematical models. The disadvantages of these ap-

proaches are discussed. A strategic management model is proposed that considers a fluctuating 

demand for the products of industrial enterprises caused by periodic economic crises. In addi-

tion, a model is constructed for assessing the effectiveness of enterprises implementing techno-

logical transformations to minimize their environmental damage. The models can be used to 

improve strategic decision mechanisms for managing industrial enterprises. 

 
Keywords: strategy, strategic management, enterprise management, industrial management, global insta-

bility, decision-making model, industry, cost management, technological re-equipment. 

 

 

INTRODUCTION  

In the era of globalization and the development of 

a single world market [1], the performance of industri-

al enterprises is determined not only by their internal 

technical and economic potential but also by external 

conditions (environment) [2]. In recent years, instabil-

ity has sharply increased in the world due to political, 

social, and economic factors [3]. In 2020, the COVID-

19 pandemic had a shocking effect on the economies 

of all countries [4, 5]. 

In such conditions, the complexity of managing 

various organizational and production structures has 

grown dramatically [6, 7]. This particularly applies to 

Russian industrial enterprises: along with global prob-

lems, domestic enterprises are experiencing unprece-

dented political pressure (the sanctions policy) from 

major world powers and international organizations [8, 

9]. Sanctions aim at both Russian enterprises and their 

owners [10, 11]. 

In this regard, conducting a competitive struggle in 

international markets becomes vital for Russian manu-

facturers [12], which calls for increasing the effective-

ness of their activities [13, 14]. At the same time, 

many Russian enterprises need technological re-

equipment [15–17], which is significantly complicated 

by the current political situation around Russia [18]. 

It can be stated that under global instability, the 

quality of management will determine the viability of 

enterprises and their prospects for further development 

[19]. Note that in such conditions, the choice of ap-

proaches, models, and criteria for assessing the effec-

tiveness of strategic and operational management of 

industrial enterprises becomes one of the main tasks of 

good management. 

http://doi.org/10.25728/cs.2021.4.4
mailto:kkris221@mail.ru
mailto:alexander@hollay.ru
mailto:loginovskiiov@susu.ru


 

 
 

 

 

 

35 CONTROL SCIENCES   No. 4 ● 2021 

CONTROL IN SOCIAL AND ECONOMIC SYSTEMS 
 

1. ANALYSIS OF APPROACHES TO STRATEGIC 

MANAGEMENT OF INDUSTRIAL ENTERPRISES AND 

ASSESSING THEIR EFFECTIVENESS 

Nowadays, profit is the most common indicator for 

assessing the effectiveness of industrial enterprises. 

Profit is defined as the excess of the company’s in-

come over its expenses [20]. The disadvantages of 

using this indicator include short planning horizons 

(1–3 years), which creates significant risks for the en-

terprise. In particular, the time for re-equipping a large 

industrial enterprise can significantly exceed these 

periods. With the cyclical dynamics of the world 

economy [21, 22], this circumstance causes insolvency 

traps: an enterprise incurring losses during crisis peri-

ods cannot complete its technological re-equipment 

due to insufficient financial resources. 

This approach is developed by expanding the 

number of indicators for assessing the effectiveness of 

the enterprise and forming a set of financial results to 

make decisions by the top management [23]. Such a 

set may include indicators of financial stability, sol-

vency, profitability, resource efficiency, etc. 

Management based on a set of financial indicators 

and short planning horizons leads to the problem of 

coordinating such indicators for stating the optimal 

enterprise management problem [24, 25]. Within this 

approach, the company’s results for the current period 

are often compared with those for previous periods. 

After comparison, either a general conclusion is made 

(and a strategy for the company’s behavior in the mar-

ket is developed [26, 27]), or particular conclusions 

are drawn (and a set of measures for improving the 

company’s performance is formed [28, 29]). 

An attempt to solve the problems associated with 

using the enterprise profit as a target is an approach to 

increase the company’s value. In 1938, J. B. Williams 

[30] proposed using the “internal” value of an invest-

ment asset (an enterprise) as such a measure, calculat-

ed by discounting future dividends (the total amount 

of funds received by enterprise stockholders). Later 

on, B. Graham [31] discriminated between the internal 

(fundamental) value and the external (asset price) one, 

which should converge to each other under market 

mechanisms. Thus, the company’s management 

should strive to increase the fundamental value of the 

enterprise. As shown by W. Buffett, the internal value 

can be calculated as the discounted value of funds 

withdrawn from the business [32, 33]. 

Currently, the direction focused on the growth of 

the company’s value is called Value-Based Manage-

ment (VBM), and its main goal is to maximize the 

value of companies [34, 35]. The main disadvantage 

of this direction is no clear understanding of how to 

calculate the value of a company: different approaches 

involve particular methods and calculation formulas. 

When assessing and analyzing the effectiveness of 

investment projects, the discounted cash flow (DCF) 

method is often used. Here, the objective function 

(target indicator) is the net present value (NPV) calcu-

lated by the formula  

0

1 (1 )

n
t

t
t

CF
NPV I

r

 
 , 

where 
tCF  denotes the cash flow in period t = 1,…, n; 

0I  is the initial investment; r specifies the discount 

rate.  

If 0NPV  , then the project’s yield is higher than 

the invested capital. In other words, this project will 

increase the company’s value by NPV . If 0NPV  , the 

project will reduce the company’s value. 

According to this approach, the growth of the 

company’s value can be achieved either by increasing 

the cash flows received as a result of the project ( i
CF ), 

or by reducing the initial investment (
0I ), or by de-

creasing the discount rate (e.g., by reducing risks). 

There exist other methods for calculating the 

company’s value, particularly the total yield of stock-

holders, the cash flow yield per unit investment, etc. 

[36, 37]. 

The methods mentioned above are based on cal-

culating the company’s future discounted cash flows 

and the weighted average capital value [38, 39]. 

A significant benefit of the approach aimed at in-

creasing the company’s value is a longer-term forecast 

[40] compared to the approach based on several finan-

cial indicators of the enterprise. 

Note that despite its advantage, the former ap-

proach actually models the company’s activities and is 

intended to identify the parameters with a favorable 

effect on the target level of the company’s value. After 

forming and analyzing the company’s value model, 

top managers focus on improving some parameters of 

the organization’s performance: reducing costs, opti-

mizing inventories, reducing the time of asset turno-

ver, etc. [41]. 

Another direction of assessing the effectiveness 

of an enterprise is an approach focused on meeting the 

needs of stakeholders (Stakeholder Value, STV) [42, 

43]. This concept considers the interests of the owners 

and many other subjects engaged, in one way or an-

other, in projects implemented by the enterprise (man-

agers, creditors, employees, trade unions, etc.). The 

problems of this approach lie in the choice of an ap-

propriate criterion for assessing the degree of satisfac-

tion of particular stakeholders (see the corresponding 

indicators in the table below), and the need to coordi-
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nate (through appropriate mechanisms) the interests of 

different stakeholders for elaborating an enterprise 

management: in most cases, the interests of stakehold-

ers can be multidirectional. 

 

Parameters for assessing enterprise’s effectiveness  

by different groups of stakeholders 

 

Stakeholders 
Parameters for assessing  

enterprise’s effectiveness 

Owners 

(stockholders, inves-

tors) 

Yield per stock, stock price 

gains, total dividends 

Managers Enterprise’s financial indicators 

determining the profit of man-

agers: sales revenue, financial 

result, profitability level, asset 

turnover, market share, etc. 

Creditors Guaranteed repayment of loan 

obligations, the level of security 

of borrowed funds with assets 

Staff Remuneration, career growth 

State authorities  Taxes and fees paid to the budg-

et and extra-budgetary funds, 

employment of the population 

Public organizations 

and unions (trade 

unions, mass media, 

political parties, etc.) 

Compliance with environmental 

safety requirements, maintaining 

political stability and loyalty, 

etc. 

 

As an enterprise’s effectiveness criterion, such ap-

proaches adopt either an integral (aggregated) indica-

tor for the disparate interests of different stakeholders 

[44] or an indicator reflecting an agreed assessment of 

their interests [20]. For example, the stakeholders are 

ranked based on the importance of satisfying their in-

terests. 

In addition, there are mixed approaches to as-

sessing the effectiveness of manufacturing companies. 

For example, M. Jensen [45] suggested a hybrid model 

considering the interests of different stakeholders: the 

idea is to maximize the company’s value taking into 
account the interests of other stakeholders. 

This approach suffers from the multicriteria objec-

tive function, which is difficult or even impossible to 

quantify. In the paper [46], the interests of different 

stakeholders were considered through the iterative co-

ordination of their opinions. 

Another drawback of this concept is the need to 

consider the interests of participants not investing in 

the company’s development: the rights of investors 

and owners are discriminated against, which may re-

duce investment. 

Thus, effective management of industrial enter-

prises should be based on the models of future cash 

flows generated by the management of these enterpris-

es. Moreover, the mathematical models of industrial 

enterprise management should include various factors 

with the greatest effect on the enterprise’s activities in 
the corresponding periods. 

2. A MODEL OF MANAGING INDUSTRIAL ENTERPRISES 

IN A STABLE ENVIRONMENT 

Under small fluctuations of demand and supply in 

world markets, the objective function (
1Ф ) describing 

the efficiency of an industrial enterprise [20] can be 

the profit on sales (ΠТ
) in period T:  

1Ф П maxT  . 

The profit on sales in period T is calculated as 

П

,

T T T T ET

f f f fn

f f n

MT T OT

fnm fkn

n m k n

I C I S

S Z S

 
   




  


  

 
,             (1) 

where T

fC  denotes the unit price of product f manufac-

tured in period  T; 
T

fI  is the total output of product f in 

period T; 
ET

fnS  specifies the electrical energy costs per 

unit of product f manufactured on machine n in period 

T; MT

fnmS  indicates the costs of material m per unit of 

product f manufactured on machine n in period T; 
T

fknZ  

is the total wages of production workers in gang k per 

unit of product f manufactured on machine n in period 

T; finally, S
OT

 gives the total fixed costs of the indus-

trial enterprise in period T.  

Thus, in a stable environment, an enterprise should 

maximize profit primarily by increasing output and, in 

addition, reducing variable and fixed production costs 

(management costs, security costs, payments for envi-

ronmental damage, etc.). 

3. A MODEL OF MANAGING INDUSTRIAL ENTERPRISES 

UNDER FLUCTUATING DEMAND FOR PRODUCTS 

We emphasize that the modern capitalist system is 

characterized by a cyclical demand for industrial 

products due to various imbalances and contradictions. 

They are determined by the characteristic features of 

capitalist production [21]. 

Under an increased demand for its products, the 

company seeks to raise outputs, adapting to market 

demands. The enterprise’s management makes this 
operational decision based on the current assessment 
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of the market conditions and production capabilities. 

Hence, the expression for calculating the enterprise’s 
profit can be written as 

    cont add cont addП

,

T T T T T T

f f f f f

f f

ET MT T OT

fn fnm fkn

n n m k n

I I C I I

S S Z S

    

 
    
 

 

  
 

where 
cont

T

fI  denotes the total output of product f manu-

factured by the enterprise according to the contractual 

obligations in period T; 
add

T

fI  is the additional output of 

product f in period T. 

Since the fixed costs OT
S  remain unchanged in fa-

vorable periods, an increase in production will lead to 

profit growth if the profitability of product f is posi-

tive. 

Profit should be maximized subject to several con-

straints, in particular: the output of product f must be 

not smaller than the volumes stipulated by the con-

tracts; the outputs cannot exceed the technological 

capabilities of the enterprise. There may exist other 

constraints for a specific industrial enterprise. 

Under a dropped demand for its products due to the 

world economic crisis, the enterprise seeks to mini-

mize production costs instead of maximizing profits 

[47, 48]. In this case, the objective function can be 

written as 

 2Ф min , , ,ET MT T T

dF S S Z P , 

where ET
S  denotes the electrical energy costs in peri-

od T; MT
S  is the material costs in period T; T

Z  speci-

fies the remuneration costs in period T; T

d
P  indicates 

the unexpected losses in period T due to the economic 

crisis effect.  

In other words, the objective function 2Ф  takes the 

form 

 2Ф minT ET MT T T

f fn fnm fkn d

f n

I S S Z P
 

     
 

  . 

The enterprise’s activities in period T are assessed 

by analyzing the total costs in this period: 

 о
2Ф ET MT T T

d

T

S S Z P    . 

During this period, a possible management deci-

sion is decreasing the output to reduce the total costs. 

Note that, first of all, the outputs of products with a 

negative marginal profit should be decreased. At the 

same time, in some industries (e.g., metallurgy), it is 

impossible to lower the output below a certain thresh-

old due to technological restrictions: the production 

process cannot be resumed after stop. All these fea-

tures should be considered when constructing mathe-

matical models of particular industrial enterprises. 

Thus, under a significantly fluctuating demand for 

products during economic crises, the objective func-

tion of an industrial enterprise is to reduce the total 

production and non-production costs while fulfilling 

all contractual obligations. 

In this case, the company’s stockholders need 

timely forecasts of possible crisis phenomena to make 

economically sound managerial decisions, allowing 

the company to adapt to abrupt exogenous changes. 

4. A MODEL OF MANAGING INDUSTRIAL ENTERPRISES 

WITH TECHNOLOGICAL RE-EQUIPMENT AND 

EMISSION REDUCTION 

Note that the environmental damage caused by 

production is an important factor affecting the demand 

for industrial products. If an enterprise uses technolo-

gies with a significant impact on the environment, the 

society responds by mechanisms forming negative 

public opinion about the consumption of its products 

manufactured using “dirty” technologies. 

As an illustrative example, consider the concept of 

carbon footprint. Carbon footprint refers to the green-

house gas emissions from production associated with 

fuel combustion, separate industrial processes, agricul-

ture, etc. For example, the manufacture of stamped 

metal parts for cars emits a small volume of carbon 

dioxide, in contrast to metal production for such parts. 

Also, an industrial enterprise consumes a large amount 

of electricity, which can be generated at various types 

of power plants (CHP, NPP, HPP, etc.), leaving be-

hind a greater or lesser carbon footprint. 

The ISO 14061-14064 standard is the most com-

monly used method for determining the carbon foot-

print in the world. In Russia, separate guidelines exist 

for quantifying the volume of greenhouse gas emis-

sions; see orders no. 300 of June 30, 2015, and no. 330 

of June 29, 2017, of the Ministry of Natural Resources 

and Environment of the Russian Federation. 

As a result, the carbon footprint of products in-

cludes the total volume of emissions of the enterprise 

and its main suppliers. An enterprise consuming elec-

tricity from fuel power plants to manufacture its prod-

ucts will generate a larger carbon footprint than the 

one consuming electricity from cleaner power plants 

with comparable technologies. 

When choosing suppliers, many large enterprises 

are guided by the volume of their carbon footprint. For 

example, Volkswagen has introduced an environmen-

tal rating for suppliers; Hewlett Packard Enterprise 

sets requirements for suppliers to reduce greenhouse 

gas emissions; Walmart is decreasing the number of 

suppliers with a large carbon footprint [49]. 
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Thus, industrial enterprises will face an acute need 

to carry out technological re-equipment in the near 

future due to the transition to environmentally friendly 

technologies. (Otherwise, they will suffer from re-

duced demand for their products.) 

The models considered above, particularly formula 

(1), overestimate the forecasted profit by neglecting 

the drop in demand due to the enterprise’s technologi-

cal lagging. To compensate for this overestimation, we 

introduce a correction coefficient into formula (1): 

П

,

T T T T T T ET

g f f f f f fn

f f n

MT T OT

fnm fkn

n m k n

I C g I g S

S Z S

 
  




  


  

 
 (2) 

where ПT

g  is the enterprise’s profit on sales in period  

T considering the drop in demand due to using “dirty” 

technologies; T

fg  is a coefficient showing how many 

times the demand for product f will drop in period T 

due to using “dirty” technologies by the enterprise.  

It should be understood that П ПT T

g  . With the 

constant total costs OT
S , a decrease in demand can 

make the enterprise unprofitable in period T, whereas 

the classical model will predict profit.  

Next, we study decision-making on the enterprise’s 
technological re-equipment, transforming the expres-

sion (1) under several assumptions: 

– Re-equipment will require additional investment, 

which reduces free retained profits. 

– The demand for products will not change since 

the company eliminates environmentally “dirty” tech-

nologies ( 1T

fg  ). 

– If the adoption of new technologies changes 

power consumption, material consumption, and the 

number of required personnel, this should be consid-

ered by introducing appropriate correction coeffi-

cients. 

Then the mathematical model of the company’s 
profit with technological re-equipment can be written 

as 

П

,

T T T T ET ET

tech f f f fn n

f f n

MT MT T T OT T

fnm nm fkn kn f

n m k n f

I C I S e

S r Z p S F

 
   




   


  

  
 (3) 

where T

fF  is the re-equipment investment for product 

f in period T; 
ET

ne  denotes the coefficient of electrical 

energy consumption variation per unit of product f 

manufactured on machine n in period T; 
MT

nmr  denotes 

the coefficient of consumption variation for material m 

per unit of product f manufactured on machine n in 

period T; T

knp  denotes the coefficient of variation of 

the total wages of production workers in gang k per 

unit of product f manufactured on machine n in period 

T.  

The correction coefficients 
T

fg ,
 

ET

ne ,
 

MT

nm
r ,

 
and T

knp  

are determined using expertise depending on the mac-

roeconomic forecast.  

Recall that formulas (1)–(3) represent the profit 

evaluated for period T, often one year. However, tech-

nological re-equipment and its economic effect should 

be assessed over a longer period. Therefore, when 

making decisions, it is necessary to consider the total 

amount of profit (cash flows) for the compared period, 

i.e., 

T T T T T T

g f f f f f

T T f f

П I C g I g


  


     

,ET MT T OT

fn fnm fkn

n n m k n

S S Z S
 

     
  
    

T T T T ET ET

tech f f f fn n

T T f f n

П I C I S e
  

    


      

.MT MT T T OT T

fnm nm fkn kn f

n m k n f

S r Z p S F


    
 

  
 

Thus, we write two problem statements of the 
maximization problem: 

 without technological re-equipment (the en-
terprise’s cash flow in period T is estimated without 
technological re-equipment and under a dropped de-
mand due to using “dirty” technologies):  

3Ф П max;T

g

T

   

 with technological re-equipment (the enter-
prise’s cash flow in period T is estimated after elimi-
nation of “dirty” technologies and under the same de-

mand for products ( 1T

fg  , and the current cost coeffi-

cients ( ET

ne , MT

nmr , and T

knp ) may even decrease): 

4Ф П max.T

tech

T

   

The decision about technological re-equipment 
should be made if Ф4 > Ф5: 

 5 3 4Ф max Ф ; Ф max П ; ПT T

g tech

T T

    
 
  . 

In other words, for the period under consideration, the 
total forecasted cash flow with technological re-
equipment should exceed the one in the case of pre-
serving the existing production technologies.  
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CONCLUSIONS 

When implementing strategic management, the en-

terprise’s owners and managers must first choose an 

appropriate effectiveness criterion for assessing mana-

gerial decisions. This paper has presented ways and 

methods for constructing mathematical models of as-

sessing the effectiveness of industrial enterprises in an 

unstable environment. In particular, models of as-

sessing the effectiveness of activities with fluctuating 

demand for products and the need for technological re-

equipment have been constructed. These factors have 

the greatest effect on the performance of modern en-

terprises. The general logic of modeling proposed 

above can be used to consider other significant factors 

that may affect industrial enterprises in future.  
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Abstract. The practical validation of time characteristics of digital control systems is consid-

ered. The delay in information processing and transmission often has a probability distribution 

differing from the Gaussian one. Therefore, the confidence intervals calculated under the Gauss-

ian distribution assumption will be incorrect for such systems. The idea is to estimate the time 

characteristics of a control system using non-statistical time parameter estimation methods. As 

one of such methods, Network Calculus is considered. The practical implementation of Network 

Calculus to estimate the parameters of control systems, particularly its features, is discussed. 

One of the main features is imposing special restrictions on data flows and system performance, 

determined by flow envelopes and maximum (minimum) service curves. Generally, these char-

acteristics are unknown in advance. Mathematical methods are proposed to estimate these char-

acteristics under known input and output data flows in the system. As shown below, the calcula-

tion of characteristics is significantly simplified for systems with cyclic data processing algo-

rithms, and the data transfer rate over the network is much higher than that on the computing 

components of the system. Simulations are carried out, and the system’s time parameters esti-

mated by Network Calculus are compared with the results of classical statistical estimation 

methods. As an illustrative example, the time parameters of one component of a real nuclear 

power plant instrumentation and control system are estimated using Network Calculus. 

 
Keywords: system performance, time characteristics, digital control systems, Network Calculus, non-

statistical estimation methods. 

 

INTRODUCTION 

In most cases, modern control systems (CSs) for 

industrial plants are implemented as a computing envi-

ronment distributed by functions and means. Its com-

ponents are a set of hardware and software means for 

acquisition, accumulation, asynchronous processing, 

representation, and transmission of information. CS 

components can be distributed both spatially and func-

tionally. 

Dynamic validation methods of system parameters 

have been developed to confirm the CS operability. 

They vary depending on the industry: for example, the 

IAEA methodology is used for CSs of nuclear power 

plants  (NPPs) [1].  Network  simulators  based  on 

discrete  mathematics,  such  as  OMNeT ++ [1–3] and  
_______________________________ 
1
This work was supported in part by the Russian Foundation for 

Basic Research, project no. 19-29-06044 (Sections 2 and 3). 

OPNET [4, 5], are used to estimate the dynamic char-

acteristics of CSs. However, statistical methods are 

necessarily applied to confirm the time characteristics 

of a real system. In the latter case, the samples of 

measurements of the system’s parameters are analyzed 

under the common assumption that the distribution law 

of the measured characteristics is close to Gaussian 

[1]. In most cases, this assumption is true for physical 

signals. As shown below, it can be false for the param-

eters describing the digital CS itself, e.g., signal trans-

mission and processing times. 

Network Calculus [6], a non-statistical analysis 

method for deterministic systems, is an alternative ap-

proach to estimating the characteristics of data flows 

between the components of computer networks. This 

method is based on the min-plus algebra and is attrac-

tive: in many cases, it allows considering linear sys-

tems that are nonlinear in the conventional algebra. 

http://doi.org/10.25728/cs.2021.4.5
mailto:semenkovk@mail.ru
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The method involves no assumptions about the type of 

distribution for the measured process. 

A feature of Network Calculus is using specific 

functions – the envelopes of the input and output data 

flows and service curves – o calculate the system char-

acteristics, which primarily include the data transmis-

sion delay and buffering parameters. 

Network Calculus was developed for analyzing 

flow systems without information losses during pro-

cessing (e.g., for calculating the throughput of a net-

work segment or determining the parameters of video 

streaming over Ethernet networks). Generally speak-

ing, control systems do not belong to this class of sys-

tems due to the following characteristics: 

 parallel processing of several tasks on one com-

puting resource, 

 a significant change in the volume of infor-

mation at the component’s input and output (the output 

flow can be either greater or smaller than the input 

one, e.g., when compressing information), 

 heterogeneous information in CSs, unlike infor-

mation transmission systems (here, information heter-

ogeneity means that each element (bit) has a specific 

value and can be processed according to a particular 

algorithm). 

No doubt, these features were considered within 

Network Calculus. The authors [7] extended the meth-

od to systems with cyclic dependencies between the 

input and output flows of components. The papers [8, 

9] presented Network Calculus approaches for systems 

with a significant change in the input-output flow ratio. 

The publications [10, 11] considered various methods 

for describing joint processing disciplines of several 

tasks on one computing resource. 

The approaches mentioned above have common 

drawbacks. First of all, their application requires accu-

rate knowledge of the internal features of system oper-

ation: bound to them, the approaches become sensitive 

to any change in the operating modes of the system. In 

addition, when used for complex systems, the ap-

proaches lose the “transparency” of results and their 

simple correlation with other characteristics (the input 

data rate, data unevenness, and the computing power 

of the component). 

In view of these drawbacks, when constructing a 

system model below, we will try preserving the gener-

ality and transparency of the results (on the one hand) 

and reflecting the unevenness of input and output data 

flows and the dependence of the data processing algo-

rithm on the information contained in them (on the 

other hand). 

Also,  we  will  validate Network Calculus by com- 

paring the delays yielded by statistical estimation 

methods and the former method. This comparison is of 

particular interest for correlating the results of Net-

work Calculus with those of statistical methods, which 

is an underinvestigated problem. 

We will solve the problem on model examples of 

control systems and a real NPP instrumentation and 

control system [11]. The CS under study is of a rather 

general type, and the problems considered below are 

common for the developers of industrial CSs. There-

fore, this experience may be of interest to other re-

searchers and engineers of industrial CSs.  

1. THE STRUCTURE OF A TYPICAL PROCESS     

CONTROL SYSTEM 

1.1. Typical interaction of control system components 
 

This paper considers a typical CS for an industrial 

plant, further referred to as the CS. A similar CS struc-

ture arises in various applications for real plants; see 

[11, 13]. 

The typical structure of the CS is shown in Fig. 1. 

There are three levels: 

– programmable logic controllers (PLC) and gate-

ways (level G or level 1), 

– the servers of primary processing and data stor-

age (level S or level 2), and 

– the components providing the human-machine in-

terface (level Z or level 3). 

The CS architecture under consideration has the 

following properties: 

– One or more components of levels 1 and 3 can be 

connected to the server. 

– Each communication channel (C1–C4) between 

different-level components can be redundant (redun-

dancy is not shown in the diagram). 

– Components G, S, and Z have cyclic information 

processing algorithms. 
 

 

 

Fig. 1. The structural diagram of control system. 
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1.2. Data processing features 

According to the operating conditions of the CS 

(see Fig. 1), different-level elements of the system use 

cyclic processing algorithms for the data transmitted 

from the gateway (G) at the level of connection to the 

server (S) and from the server to the workstation (Z). 

The data are the signals representing the plant’s state 

and the control system itself. 

Definition 1. A system element implements a 

cyclic data processing algorithm if the algorithm has 

the following properties: 

– The element’s initial state is waiting for the data 

arrival. 

– The sequentially incoming data packets are 

processed in a deterministic uniform way, after which 

the system returns to the initial state. 

For a cyclic algorithm, the total processing time of 

a data packet can be written as the sum of two values: 

          C E SD T T  , 

where TE denotes the network delay, and TS is the pro-

cessing time on the CS element. 

2. NETWORK CALCULUS FOR ESTIMATING                 

TIME CHARACTERISTICS OF CONTROL SYSTEMS 

2.1. Foundations of Network Calculus 

Network Calculus [6] is based on rather new meth-

ods of applied mathematics introduced by Cruz [14, 

15]. They involve the min-plus algebra; see the mono-

graph [16]. The main application area of Network Cal-

culus is the studies of queuing systems. 

Let us briefly describe the method, following the 

book [6]. 

Definition 2. A flow (also called a cumulative 

flow) is a nondecreasing function of time such that 

   
   

, ,

,

.

A t A s t s

A t

t



   


  
 

 

A flow is said to be causal if   0,   0A t t   . The 

set of all causal functions is often denoted by F. For 

such functions, we introduce the operations of convo-

lution and deconvolution. 

Definition 1. Let A and β be causal flows. Their 

min-plus convolution, denoted by *
A A   , has the 

form 

      *

0
inf β .

s t
A t t s A s

 
                (1) 

Whenever no confusion occurs, we will omit the 

variable   in the expressions below. Obviously, 

 * 0,   0A t t   , and *
A  is nonnegative since both 

A  and β  are nonnegative causal functions. 

Definition 4. Consider functions A  and β , where 

β  is causal. Their mini-plus deconvolution, denoted by 

βH A , has the form 

    
0

sup β .
u

H A t u u


                   (2) 

Note that the deconvolution of flows A  and β , 

where β  is causal, is a flow as well. 

Definition 5. Let A and β be causal functions. 

Their max-plus convolution, denoted by * βA A  , 

has the form 

      *

0

sup β .
s t

A t t s A s
 

                (3) 

Definition 6. Let A  and β  be flows, where β  is 

causal. Their maxi-plus deconvolution, denoted by 

βH A  , has the form 

    
0

inf β .
u

H A t u u


                      (4) 

Definition 7. A function β  is the (minimum) ser-

vice curve of a network element (or a system) with an 

input flow A  if β  is a causal flow and the output flow 
*

A  of the element (system) satisfies the relation 
*   β.A A                               (5) 

Definition 8. A function γ  is the (maximum) ser-

vice curve of a network element (or a system) with an 

input flow A  if γ  is a causal flow and the output flow 
*

A  of the element (system) satisfies the relation 
*   γ.A A                                (6) 

Definition 9. A function a  is called an envelope of 

a flow A  if A A a   or, equivalently,  

.a A A                                 (7) 

Incoming and outgoing flows are determined by 

the total volume of data observed at the input and out-

put over a certain period. Therefore, the data pass 

through the system in a time defined as the horizontal 

deviation between these functions,  d t . 

Definition 10 (maximum delay in system). For 

linear systems with an input flow A , an output flow 
*

A ,    * A t A t , the maximum delay 
maxD  is the 

maximum horizontal distance between the input and 

output flows: 

       * *

max
0

, sup inf 0 : .
t

D h A A d A t A t d


      

A  fundamental  result  of  Network  Calculus is the  

possibility of determining delays using flow envelopes 

and service curves instead of cumulative flows: 

 max ,β .D h a                           (8) 

It was proved in the book [6].   
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3. APPROACHES TO ESTIMATING CHARACTERISTIC 

CURVES OF NETWORK CALCULUS 

Consider the problem of determining the flow en-

velope, the system’s maximum and minimum service 
curves, and their linear approximations based on ex-

perimentally measured flows.  
 

3.1. Calculating flow envelope                                    

based on experimental data  

Equation (7) gives a direct way to calculate the en-
velope of a cumulative flow A. For facilitating calcula-

tions, it is convenient to operate the piecewise-linear 
approximation of the envelope, reduced in some cases 

to the affine function y kx b  . The piecewise-linear 

representation allows adopting efficient computational 
algorithms for data processing. Operating the affine 

function, we can quickly (“on the fly”) analyze the 
system and assess its behavior in quantitative terms. 

Piecewise-linear approximation is traditionally 

used in the analysis of complex systems. Due to sim-
plicity, this model is indispensable for Network Calcu-

lus, where both specially developed algorithms [10] 
and mathematical methods of optimal control and sys-

tem identification are applied; for example, see [17] or 
[18]. 

The approximation of flow envelopes by the affine 
curve within Network Calculus was considered in [19]. 

The methods for calculating a one-component linear 
flow envelope suggested therein were based on support 

vector algorithms [20]. 
 

3.2. Calculating maximum and minimum service curves 

based on experimental data 

Formula (7) allows directly calculating the flow 
envelope: the problem reduces to searching for 

effective analytical and computer methods of linear 
approximation. Determining the parameters of the 

service curve is much more difficult. 
Theoretically, an exact estimate of the service 

curve can be obtained from formulas (1) and (2) using 
a specially selected test flow and the fact that the zero 

element δ0  of the convolution functions is absorbed by 

the operator ⊗; see the book [6], p. 111. However, 
such an experiment is impracticable: it requires 

generating an infinitely large flow, which exceeds the 
capabilities of any real system. 

The second approach is based on the property of 
the min-plus algebra described in [6]: 

C B A        .B A C                  (9) 

Using this relation and formula (2), we obtain a 
lower bound for the maximum service curve: 

*γ   ,A А                                  (10) 

where A  and *
A  are the input and output cumulative 

flows, respectively.  

But the maximum service curve is often not enough 
to analyze the system. For example, the minimum ser-

vice curve (5) is required to calculate the maximum 
system delay and the maximum buffer size. Algo-

rithms for calculating the minimum service curve of 
general systems are unknown to the authors. 

The approach to calculating the minimum service 
curve proposed below involves the following “weaker” 

property of the min-plus convolution and deconvolu-

tion. 

Property. If C B A , then  

.B A C                                (11) 
P r o o f. 

Let      C s B A s  for s . This means that for 

any 0v  , 

          
0

inf   ,
u

B s v A v B s u A u C s


       

i.e., 

     .B s v C s A v                           (12) 

Introducing the notation 
,t s v   

we rewrite inequality (12) as 

       .B t A t s C s                      (13) 

Inequality (13) holds for any s  such that 0t s  . 

Hence, it will be true in the limit case (for the lower bound 

of its right-hand side): 

,B A C   , 0t  . 

The proof of this property is complete. ♦ 

Now we estimate the minimum service curve. Let 

A  and *
A  be input and output cumulative flows, re-

spectively. Due to the property established above, the 
function 

*β A A                                 (14) 

satisfies the inequality * βA A   . In other words, the 

estimate β  is the minimum service curve. 

Since the property (11) is only a necessary condi-

tion, the estimate of the minimum service curve given 
by (14) can lie above or below the real minimum ser-

vice curve of the system. Comparing the expressions 

(9) and (11), we also note that β γ . In other words, 

the minimum service curve is bounded above by the 
maximum service curve.  

Consider a  special  case when  the  system  has  no  
maximum service curve: there is an “instantaneous” 

processing mode for input flows. In this case, an exact 
value of the minimum service curve can be obtained 

by replacing the input and output cumulative flows 

with their envelopes. To do this, assume that α  and 
*α  are the envelopes of the input and output flows, 

respectively. As is known, * (α   βα γ)   ; see the 

book [6], p. 34. For 
0( )t   , this equation can be 

written as 
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*α α β . 

Due to the property of the operator  (see [6], p.  

123) and the minimum service curve β , 

*α = β .α          

Using the commutativity of the operator   and the 

same property reversely, we arrive at the following 

estimate of the minimum service curve: 
*β =α α.

 
If the service curves can be described by affine 

functions, then there exist fast convolution and decon-

volution algorithms necessary for calculating the sys-

tem’s parameters [11]. As shown in [21], the service 

curves can be approximated by affine functions like 

the flow envelope using similar support vector algo-

rithms. 

4. MODELING AND ESTIMATING TIME CHARACTERISTICS 

OF CONTROL SYSTEMS 

Let us describe the typical CS (Fig. 1) using the 

Network Calculus model. In addition, assume that the 

CS has redundant computing power. Under this as-

sumption, the system can be decomposed, and each 

logical channel can be considered separately. Other-

wise, it is necessary to examine the mutual influence 

of different processing channels, e.g., using a task 

scheduler model [11]. 

In the CS shown in Fig. 1, consider a separate con-

trol channel (Fig. 2). Each CS component in the chan-

nel model is characterized by its maximum and mini-

mum service curves. According to the definitions of 

the minimum (5) and maximum (6) service curves, the 

derivation and final equations for the maximum ser-

vice curve of the CS will be similar to those for the 

minimum service one. They can be written by simply 

renaming the variables and reverting the inequality 

signs in the relations. Therefore, all the main conclu-

sions and considerations in this section will concern 

the minimum service curve β . To indicate a particular 

component, we will add an appropriate alphanumeric 

subscript to β  according to the notation in Fig. 2. Lev-

el 1 of the system receives an input flow designated by 

an uppercase letter with an index. The input and output 

flows of each component will be denoted by A and A*, 

respectively. 

Due to the definition of the minimum service curve 

(5), for each element of the linear system, we have the 

expression 
*   β.A A   

However, in practice, the characteristics of all CS 

elements (except communication channels) are nonlin-

ear: the scale of the flow between the input and output 

 
 

Fig. 2. Logical transmission channel i1 separated in CS.   

 

changes. For example, one alarm signal at the compo-

nent’s input can cause a whole avalanche of related 

signals in the algorithms of information protection and 

display in the control system. As a result, the infor-

mation at the component’s output will increase. To 

incorporate the flow scale changes into the model 

shown in Fig. 2, we introduce a scaling function  M  

and its inverse 1
M

 . They implement the transfor-

mations *:M A A  and 1 *:M A A
  , respectively, 

[8]. In this case, the service curve βSi
 of system chan-

nel i with the scaling functions takes the form 
1 1

1 1 2 2β ( ( )),Si Gk Cn Sl Cn ZmM M
          (25) 

where: , , , Ni k l m  are the numbers of serially con-

nected components in the logical data processing 

channel at each CS level; 1, 1 Nn n   are the numbers of 

the communication channels used for data transmis-

sion between the components in channel 1i ; finally, 

1M  and 
2M  are the scaling functions of the 

corresponding components. The service curves 
1βCn
 

and 
2βCn

 reflect the network data transmission delay 

ET ; the others, the data processing delay 
ST  in the 

component. 

If the service curves and scaling functions can be 

calculated for each component, equation (15) yields 

bounds on the data processing delay for the entire sys-

tem, depending on the input flow characteristics  ai t , 

i N . However, calculating the scaling functions M

of a real system is a difficult problem not necessarily 

solved in practice. 

To avoid difficulties with determining the scaling 

functions, we apply the following technique for the 

systems with a cyclic data processing algorithm: rede-

fine the input and output flows and pass from the real 

flows to the virtual ones. 

Suppose that all data received at the beginning of 

each cycle will be processed and transmitted to the 

output by the end of the cycle. Consider the function 

 
 

τ , ,

0 0,

jq j j N

q

 







 

where j  denotes the cycle number, and τ j
 is the dura-

tion of cycle j . On the interval 0,  , we introduce 

the function 
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   
0

, 1.
j

l

Q x q l j x j


     

Obviously, the step function  Q x  is a flow by 

Definition 2. 

For such a component, the output flow *
Q  can be 

obtained from the input flow by the single-cycle shift: 

 
   

 
*

1 , 1, ,

0, 0,1 .

Q x x
Q x

x

    


 

Figure 3 shows the structural diagram (Fig. 2) rede-

fined for the virtual flows in the components of types 

G, S, and Z. 

For the channel with such virtual flows for the 

components G, S, and Z, we redefine the minimum and 

maximum service curves β  and γ : 
*   β,Q Q   
*   γ.Q Q   

Also, we introduce the direct mappings 
0 1, ,M M   and 

2M   for the transformation *:M Q A   and the in-

verse mappings for the transformation 1' *: QM A
  . 

Then the service curve for the system in  

Fig. 3 takes the form 
1

1 1 1

1
2 2 2 .

Si Gk Cn

Sl Cn Zm

M M

M M









   





 

 

  
          (16) 

In turn, equation (16) can be reduced to a conven-

ient form; see subsection 5.1 of the paper [8]. For this 

purpose, the scaling functions M   are transferred from 

the component’s input to the output, and the pair          
( 1',  M M

 ) at the component’s output is canceled: 

1
1 1

1
2 2

( )

( ) .

Si Gk Cn Sl

Cn Zm

M

M



 

   

 

  
                 (17) 

The partial transition from the data flows A  to the 

cycles Q  in equations (16) and (17) does not simplify 

the operation of scaling functions. However, under the 

condition 

 , ,
,Сi G S Z i

                            (18) 

the curve Сβ  i
 can be replaced by the function 

 
0,  0,

δ
,  0.

t
t

t


  

 

It is neutral with respect to min-convolution and has 

the property δ f f  . (For example, see the book 

[6].) 

The monotonic scaling function of the network 

component satisfies the relation 

    1   ,  N.M t n n      

For such a function, we may ignore Сβ i
 in equation 

(17), thereby eliminating the scaling functions. Physi-

cally, the assumption (18) means that the processing 

cycle time in the network stack corresponding to the 

information transmission time over the system network 

is negligible compared to the information processing 

time on a computing resource. This assumption mainly 

holds for modern digital control systems, where the 

transmitted information has a relatively small volume 

compared to the throughput of communication chan-

nels. 

In this case, the general service curve for chain i of 

the secondary flow (see equation (17)) reduces to 

.Si Gk Sl Zm      

Here , , Nk l m  are the numbers of the serially con-

nected components that process data at the CS levels. 

Although Network Calculus is quite “transparent” 

in the sense of results interpretation, it involves non-

standard characteristics of the studied objects: the flow 

envelope and the service curve. These characteristics 

are not directly measured but result from calculations. 

Obviously, the methods used to calculate them will 

also affect the reliability of the final result. Therefore, 

we will focus on the practical aspects of calculating the 

flow envelope and the service curve. 

 

5. VALIDATION OF NETWORK CALCULUS                     

FOR ESTIMATING TIME CHARACTERISTICS 

5.1. Reference data and validation procedure 

Before calculating the characteristics of the typical 

CS (Fig. 1), we have to validate Network Calculus on 

data with known statistical parameters. A test program 

 

G1 S1C1 Z1C3

Level 1 Level 2 Level 3

a1(t)
M 1 M 2

a*1(t)
M 3M -1

1 M -1
2M -1

0

 
 

Fig. 3. The structural diagram of CS with cyclic virtual flows.



 
 

 

 
 

47 CONTROL SCIENCES   No. 4 ● 2021 

NFORMATION TECHNOLOGY IN CONTROL 
 

was created to simulate the CS component with a cy-

clic operation algorithm; the network delay TE and 

the cycle time TS were random variables with a given 

distribution. The obtained data were processed using 

the Network Calculus library of Matlab [10]. 

      The subject of study was the ratio of the maxi-

mum delay determined by Network Calculus and the 

maximum measured delay in the sample as well as the 

dependence of the maximum calculated delay on the 

sample size and distribution. 

      In addition, a technique was developed to carry 

out measurements and obtain samples with network 

packet sizes and cycle times on a test program simu-

lating the cyclic algorithm of a real system. Figure 4 

shows the pseudocode of this test program. The file 

containing the parameters of the delay distribution 

function is read line by line in the loop; a random de-

lay with a given distribution is inserted after each read 

operation. The duration of each cycle is recorded in 

the output file. 

 

5.2. Testing technique and results 

For each sample, three delays were calculated: 

– the maximum experimental delay Dx over the en-

tire dataset, 

– the delay determined by Network Calculus 

according to formula (8) with the minimum service 

curve β  estimated by formula (14), 

 

 
Fig. 4. Test program’s pseudocode for generating output flows with a 

given delay distribution. 

 

 

– the delay determined by Net-

work Calculus according to formula 

(8) with the lower bound (10) of the 

maximum service curve γ . 

The calculations were carried out 

for samples of different sizes L. The 

data in the samples had different 

distributions, including those close 

to Gaussian and heavy-tailed ones. 

The numerical results presented be-

low are rounded within 1%. 

The initial test data are combined 

in the table available for download 

[22]. The data obtained with the test 

program are indicated by the asterisk 

(*). 

Figure 5 shows the ratio / xD D  

depending on the sample size for 

different distributions, where D is 

the maximum delay determined by 

Network Calculus with the service 

curve (14). 

 

 

 
 

Fig. 5. Maximum delay estimate depending on sample size for β.  
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Figure 6 shows the ratio / xD D  depending on the 

sample size for different distributions, where D is the 

maximum delay determined by Network Calculus 

with the service curve (10). 

The testing results allow drawing the following 

conclusions. 

The maximum delay D estimated using the service 

curve (10) is close to the experimental maximum de-

lay
xD : as a rule, the former is somewhat smaller than 

the latter. The resulting estimate better correlates with 

the real maximum delay for large samples and distri-

butions close to Gaussian [22]. 

At the same time, the estimate of the maximum 

delay using the minimum service curve (14) is more 

accurate for small samples and heavy-tailed distribu-

tions. The ratio / xD D  grows with increasing the 

sample size, although the delay’s rate of change de-

creases with increasing the sample  size.  The  ratio  

 / xD D  can reach 10
2
 . 

Figure 7 presents the ratio / xD D  

depending on the sample size and over-

shoot amplitude in the case of the mini-

mum service curve. 

The simulation shows that the maxi-

mum delay calculated using the service 

curve (10) characterizes the delay in 

normal operating conditions; see Fig. 6. 

The estimated delay is close by absolute 

value to the maximum delay in the sam-

ple and weakly depends on the sample 

size for sufficiently large samples. 

Figure 8 shows typical curves yield-

ed by Network Calculus based on the 

experimental data. The sample data have 

the Rayleigh distribution with σ 1 ; 

however, single overshoots of 300 σ 

were added to the sample. For clarity, 

the small-sample data are given here. 

The upper horizontal line corresponds to 

the maximum delay calculated for the 

service curve (10). This delay is close to 

the maximum sample delay. The lower 

 

 
Fig. 6. Maximum delay estimate depending on sample size for γ . 

 
 

 
 

Fig. 7. The ratio of measured and calculated delays for the Rayleigh 

distribution with μ = 0 and σ = 300 bytes depending on single 

overshoot in σ and sample size L. 

 

 
Fig. 8.  Network Calculus-based experimental curves for a sample of 

size L = 10 with the Rayleigh distribution and a single overshoot of 

300 σ. 
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horizontal line corresponds to the maximum delay 

estimated for the service curve (14). Clearly, the input 

flow envelope limits all curves on the graph from 

above; the estimate of the minimum service curve 

(14), from below. 

For the samples obtained on the test example (not 

generated), the results turned out to be somewhat less 

stable. However, the differences in the order of mag-

nitude from the same distributions obtained by direct 

data generation do not exceed 20%. The data acquisi-

tion procedure described above can be recommended 

for measurements of real systems. 

 

5.3. Comparison of results: Network Calculus vs. 

classical statistical methods  

According to the simulation results, the ratio D/Dx 
and the maximum delay depend on the distribution 
function of processing times, the sample size, and the 
number and amplitude of single overshoots in the da-
ta. 

This dependence is complex due to the nonlinear 
formulas describing the basic Network Calculus oper-
ations (1)–(4) to find the maximum delay. According 
to these formulas, the flow envelope and the service 
curve include segments of close values arranged in 
descending order for the flow envelope and the max-
imum service curve and ascending order for the min-
imum service curve. (See the book [6], p. 113.) 

Thus, for larger samples, the flow will contain 
many segments with a considerable slope of the 
curve; therefore, the flow envelope (7) and the service 
curves calculated by formulas (10) and (14) will 
change. 

The maximum service curve (10) estimated on the 
sample will be similar to the flow envelope. The min-
imum service curve has the opposite trend (see Fig. 
8). Hence, the estimate (10) depends less on variations 
of the input data and sample size. 

Heavy-tailed distributions are characterized by 
some overshoots strongly differing from the rest of 
the values. For distributions close to Gaussian, the 
appearance of such overshoots in the sample is less 
probable, but they are characterized by a sufficient 
volume of data within the confidence interval. Ac-
cordingly, the general slope trend for the envelope 
and service curves will differ depending on the distri-
bution of the measured parameter. The samples with 
single large overshoots will be characterized by the 
curves with a large slope value at the beginning and 
its subsequent sharp decrease; the samples without 
large overshoots, by the curves with a smooth de-
crease in slope (Fig. 9). 

Some examples of the service curves for different 
sample sizes were given in the supplementary materi-
al; see Fig. 1 in [23]. 

 

 

 

Fig. 9. Example of two cumulative flows and envelopes  (α1, α2) for 

them. Flow 1 has overshoots in data (point 4 on axis X). Flow 2 has no 

overshoots in data.  

 

These considerations explain the relationship be-

tween the delays estimated by Network Calculus and 

classical statistical methods. (For example, see [23].) 

As is known [25], the results yielded by Network 

Calculus assume the worst combination of infor-

mation processing conditions in the system. Graph-

ically, this means that the segments with the greatest 

changes in the input flow are concentrated at the be-

ginning of the envelope curve (the worst scenario pre-

dicted based on the observed data). For the delay 

based on the minimum service curve, the worst sce-

nario is the largest data packet arriving when the serv-

er is busy and has low performance. When calculating 

the delay with the maximum service curve, the maxi-

mum data size corresponds to the maximum service 

characteristic: the maximum volume of data is ac-

companied by the maximum system performance, 

which is typical for normal operating conditions. 

In both cases, the delay estimated by Network 

Calculus corresponds to the delay calculated using 

statistical methods in the scenarios described above. 

The probability that the delay will reach this value in 

a real sample corresponds to the experimental proba-

bility of this scenario. During simulations, we calcu-

lated the probability that the real delay would be less 

than that yielded by Network Calculus. This probabil-

ity is close to 1 for the delay determined using the 

minimum service curve; see [22]. 

6. CALCULATING CONTROL SYSTEM DELAY:                

AN EXAMPLE 

We estimated the time characteristics of the real control 

system described above (Fig. 1). Note that the network data 

transmission delays between the components were also 
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measured to validate the simplified formula (23) for calcu-

lating the service curve of the entire system. 

Empirical distributions were calculated for the meas-

ured values, and spectral characteristics were additionally 

analyzed for the network delay. 

Consider the maximum data processing time in a com-

ponent with a cyclic operation algorithm estimated by Net-

work Calculus. 

The measurements were carried out for the components 

of level Z (Fig. 2). The volume of cyclic data processed is 

rather stable in normal operating conditions and has an av-

erage rate of change. However, under special conditions 

(actuation of equipment protection and lockouts or transi-

tion between modes), the volume of data and the algorithm 

(rate) of data processing can vary significantly. 

The empirical distribution of the cycle time ST  (Fig. 

10) differs from the Gaussian or Poisson and is multimode. 

In accordance with the algorithm of operation, each mode 

corresponds to a typical processing cycle for a certain class 

of data. 

For the given sample, the estimate of maximum delay 

using the service curves (10), (14) was made. The follow-

ing table presents the results obtained.  

 

Simulation results for component Z 

L ~ 10
3 

Dx p(Dx) D p(D)  D/Dx Dʹ p(Dʹ) Dʹ/Dx 

0.37 ~ 1 5.1 ~ 1 4.9 0.32 0.87 0.3 

 

Consider the parameters of the network data transmis-

sion  delay TE  between  the  system  components  shown in 

Fig. 2. As an example, the data on network packets passing 

between the components of levels S and Z are presented. 

The components in this example exchange data via the 

TCP/IP protocol. The data transmission characteristics be-

tween other components of the system are similar.  

In the experiment, the standard tcpdump utility of the 

OS was used for measuring the round-trip time (RTT) of a 

TCP packet, i.e., the period between sending the packet by 

the component S and receiving confirmation [26] from the 

component Z. The RTT measurements are shown in Fig. 

11.  

The typical round-trip time of a packet is tens of micro-

seconds. However, the RTT distribution significantly dif-

fers from the Gaussian distribution inherent in physical 

processes or the Poisson distribution widely used in queu-

ing theory (Fig. 12).  

The distribution in Fig. 12 has three distinct periods. At 

the same time, no long-term periods were revealed during 

the experiment. The RTT spectrum analysis in Fig. 13 con-

firms this fact: the spectrum is noisy.  

The maximum transit time of network packets is ap-

proximately 310  times smaller than the processing time of 

information in cycles. Hence, for this CS, the service curve 

can be calculated using the simplified formula (18).  

 
 

 

 
 

 

 

 

 

 

 

 

 

Fig. 10. The empirical probability density of cycle time for component  

Z. The firm line shows a smoothened envelope of the distribution.  

 

 
 

 

 

Fig. 11. RTT between the components S and Z of the real CS. The data 

are averaged on 10 s intervals.  

 

 
 

 

 

Fig. 12. The empirical probability density of RTT of TCP packets. 
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Fig. 13. The amplitude of RTT spectrum. The zero harmonic 

corresponding to the mean value is cut out. The data are reduced to a 

uniform scale with 2 s intervals between points.  

 
In the course of measurements on the real CS, we veri-

fied that the empirical distributions (Figs. 10 and 12) have a 

heavy tail. The algorithm for recognizing heavy-tailed dis-

tributions [27] was employed for this purpose. It demon-

strated better results than the tests based on the Kolmogo-

rov–Smirnov criterion. 

According to the real system test, the distributions of 

delays in the network components and the information pro-

cessing components belong to the class of heavy-tailed dis-

tributions. 

CONCLUSIONS. DISCUSSION OF THE RESULTS  

This paper has considered the problem of validat-

ing the time characteristics of digital control systems 

(CSs) during their testing. CS requirements often in-

clude restrictions on the processing time of individual 

CS components and the information transmission time 

between CS components. 

Constraints can be imposed on both average and 

maximum (limit) values of these characteristics. They 

are expressed either in statistical form (confidence 

intervals) or in standard form (admissible ranges of 

the absolute values) [27]. 

Estimating a random variable on a sample is a 

classical problem of mathematical statistics: it has 

long been developed and well described in the litera-

ture (for example, see [23]). However, the interpreta-

tion of the resulting estimates, which extends the ex-

perience of operating “ordinary” measurements of 

physical quantities with almost Gaussian distributions 

to estimating the time characteristics of digital control 

systems, may lead to incorrect conclusions. Let us 

formulate the main problems. 

The procedure for validating the requirements dur-

ing tests is primarily based on calculating the sample 

mean and sample variance (e.g., the IAEA methodol-

ogy [1]). If a random variable has a finite mean and 

variance, the sample mean is a consistent unbiased 

estimate of the theoretical mean and does not depend 

on the type of distribution. A known disadvantage of 

this method is low robustness under extraneous over-

shoots in the sample [29]. However, sample variance, 

both biased and unbiased, is a consistent estimate of 

the variable’s theoretical variance. 

When interpreting the resulting estimates of the 

mean and variance, engineers implicitly assume that 

the delays obey the Gaussian law and intuitively 

transfer the estimated confidence intervals for the 

Gaussian variable to control system delays. Indeed, if 

a random variable has the Gaussian distribution, the 

sample mean and variance can be used to estimate the 

confidence interval for the validated parameter. How-

ever, the distribution function of delays in CSs is gen-

erally non-Gaussian. 

The physical nature of the measured quantity 

(time) restricts the form of its distribution: at least, it 

is bounded on the left. If the technical requirements 

specify the maximum absolute value (e.g., the signal 

transit time between the CS components should not 

exceed a given threshold), this condition implies that 

the distribution of the random variable is also bound-

ed on the right. Therefore, the restrictions dictate that 

the distribution is not, in the strict sense, the distribu-

tion of a Gaussian random variable. 

According to the study of a real CS (see above), 

the distribution of delays in the network components 

and the components processing information signifi-

cantly differs from the Gaussian one: it often has a 

multimode nature and belongs to the class of heavy-

tailed distributions. 

In the general case, the Chebyshev inequality 

yields a (very rough) estimate for the probability that 

a random variable will exceed a given threshold. 

Therefore, when estimating time characteristics, it is 

necessary to obtain an appropriate distribution and 

then apply statistical estimation methods for this class 

of distributions or, as an alternative, use non-

statistical methods. 

This paper has considered a non-statistical ap-

proach to estimating the time delay in control systems 

based on Network Calculus. This method is not com-

pletely new; however, it is still underinvestigated by 

researchers. When applying it to computer systems 

analysis, we should consider some of the features of 

the method. One feature is insufficient transparency in 

correlating the results yielded by Network Calculus 

with those yielded by classical statistical methods for 

estimating time parameters of control systems. In ad-

dition, the system’s input data necessary for this 
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method are generally not specified as “passport pa-

rameters” of the system and the information processed 
by it. Such data include flow envelopes, service 

curves, scaling functions for uneven data flows, etc. 

The technical difficulties of Network Calculus are 

well known, and separate approaches have been de-

veloped to resolve them partially; for example, see [8, 

10, 11, 19, 30]. However, these solutions also require 

initial data about the system, which are unavailable 

for the user or are poorly formalized. Moreover, there 

is no general methodology for estimating the mini-

mum service curve, an important parameter of Net-

work Calculus. 

Therefore, this paper has proposed methods for es-

timating the minimum service curve using the input 

and output cumulative data flows. For a special case 

of a control system with a cyclic information pro-

cessing algorithm, a simplified formula without scal-

ing functions has been presented for calculating the 

system service curve. 

We have investigated the correlation between the 

maximum delay estimated by Network Calculus with 

the results obtained using the statistical analysis of 

time delay samples. In particular, it has been estab-

lished that the maximum delay in the data sample and 

the maximum delay estimated by Network Calculus 

are closest if the distribution of the sample data has 

single large overshoots. This property is inherent in 

heavy-tailed distributions. It has been hypothesized 

that the maximum delay relates to the probability of a 

rare event – the sequential arrival of a significant vol-

ume of data – under a low server performance for the 

minimum service curve. 

The research presented above allows developing 

non-statistical estimation methods for time character-

istics of digital control systems considering the pecu-

liarities of their operation. Also, it significantly ex-

pands the application area of Network Calculus for 

estimating the parameters of control systems. 

The problem of describing closed-loop paths, 

characteristic of control systems, goes beyond the 

scope of this paper. A corresponding mathematical 

apparatus has been developed within Network Calcu-

lus; see [6, 31]. However, it has not been properly 

validated for real systems. 
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Abstract. This paper proposes a method for normalizing the input variables of fuzzy inference 

systems (FISs), which are used in assessing integrally the state of a complex object. The method 

involves piecewise functions: the variable’s range is divided into several intervals (the length of 

each interval depends the variable’s specifics), and a particular function is assigned to each 

interval. This function shows the patterns of the variable’s variations on the normalized scale 

relative to its variations on the absolute scale. The set of these functions for the entire range of 

the variable forms the normalization operator. When implementing the normalization operator, 

the functions are selected so that after transformation, all input variables positively correlate 

with the output variable. This approach simplifies the construction of FISs: the same terms of 

the input variables have the same semantic meaning after transformation. According to the 

simulation results, FISs with the proposed normalization method are adequate to similar FISs 

without the normalization of the input variables. The proposed normalization method allows 

reducing the number of rules in the FIS knowledge base if the input variables have an optimum 

of their influence on the value of the output variable. 
 

Keywords: fuzzy inference system, normalization, input variable, knowledge base, rule, integral 

assessment, information processing. 
 

 

INTRODUCTION  

Among other tasks, decision support systems are 

developed for integral assessment to rank a definite 

group of objects. Ranking serves for various purposes, 

e.g., to assess the creditworthiness of bank clients. 

Analysis of the publications [1–6] shows that fuzzy 

inference systems (FISs) are widely used to solve such 

problems. 
According to [1–9], many FISs aggregate parame-

ters with different measurement units, different ranges 
of assessment scales, different influences on the output 
variable, and different correlations with the values of 
the output variable. Therefore, to simplify the design 
of FISs, normalization methods were adopted in [1, 2, 
7–12]: the values of input variables were reduced to a 
single scale. As demonstrated therein, such methods 
allow using identical membership functions (MFs) 
when describing the input variables and making the 
FIS invariant to changing the absolute value range of 
the input variables: if necessary, the normalization op-
erator is subject to changes. Considering the results of 

[1, 2, 7–13], we divide all normalization methods into 
two classes: 

– Class 1 contains the methods in which a mathe-
matical function is used for transformation, and the 
normalized parameter interacts with the constants 
characterizing the normalized sample of values [1, 7–
13]. 

– Class 2 contains the methods in which an interval 
of the normalized values is assigned to an interval of 
the initial parameter values [2]. 

Among the restrictions of class 1 methods, we 
mention the difficulty of reducing the absolute values 
of the input variable with a nonlinear influence on the 
output variable to the normalized values with a linear 
influence on the FIS final value. Class 2 methods have 
restrictions as well: in the publications discussed 
above, the mathematical methods for transforming the 
absolute values of variables into the normalized ones 
on a given interval were not formally implemented; the 
transformation itself preserved the correlation with the 
output variable. Such restrictions complicate the de-
sign of rules to transform the values of the input pa-
rameters into the value of the output variable in FISs. 

http://doi.org/10.25728/cs.2021.4.6
mailto:alsorokin.astu@mail.ru
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Thus, this paper aims at improving the methods for 
normalizing the values of input variables in fuzzy in-
ference systems.  

1. A SURVEY OF RELATED WORKS AND              

PROBLEM STATEMENT 

As described in [1, 2, 14], an FIS is implemented in 
the following stages: 

 forming an array of aggregated variables 

  : 1,iX x i n  , where each variable    has a scale 

;isc  

 forming an array of output variables 

 : 1,jY y j m  .  

Below, we will consider FISs with one output variable 
only. 

After the array of the input variables ix
 
is formed, 

an array of terms   : 1,ix

i kT t k r 
 

is specified for 

each variable. Each term ix

kt  
has a semantic name 

characterizing the state of the described parameter   . 
For each term ix

kt , an MF  μ ix

k ix  is formed, where μ ix

k
 

denotes an operator for transforming an input variable 

from a crisp value ix
 
to a fuzzy one ,fuzz ix . The MF 

value shows the level of confidence that a crisp value 
of a variable corresponds to a specific term. The MP 
domain is the interval [0, 1]: unity indicates that the 
value of the variable fully matches the semantic mean-
ing of the term, and zero indicates that the value of the 
variable does not match the semantic meaning of the 
term. Triangular and trapezoidal functions are often 
used to form MFs. 

The variable aggregation operator is implemented 

by forming rules. Often a rule is a logical statement 

written as (if A  B, ξ, where А denotes the set of 

initial conditions (antecedent), B  is a conclusion 

(consequent), and ξ gives the coefficient of confidence 

in the rule). (Further, let ξ = 1). When forming the set 
A, all value combinations for the terms of the input 

variables are enumerated, which form definite values 

of the terms of the output variables B. There are two 

by enumerating all term combinations for the array of 

input variables and specifying the target value of the 

output variables. It displays the pattern of the influ-

ence of the input variables values on the output varia-

bles. Generally, an FIS with MISO rules can be de-

scribed by 

 FIS 1, , iy F x x  , 

where 
FISF  denotes a fuzzy inference operator for the 

variables array  iX x . Figure 1a shows an example 

of an FIS aggregating the variables 1x  and 
2x . Ac-

cording to the monograph [1], variables can be sup-

plied to the FIS input in absolute or normalized meas-

urement units. In the latter case, the values measured 

on a single scale are supplied to the FIS input. The 

transition from absolute values хabs to the normalized 

units is performed using a normalization operator 
normf : 

 norm norm absx f x . 
Figure 1b presents the FIS aggregating the varia-

bles 
1x  and 

2x  subjected to normalization [1]. Here, the 

normalizer block implements the operator 
normf .  

Analysis of the publications [3–6, 14, 15] shows 

that the input variables often have the following influ-

ences on the integral assessment of the object’s state: 

– directly proportional (e.g., the income of a bor-

rower who wants to get a loan from a bank: the input 

variable positively correlated with the output value 

characterizing the reasonability of issuing a loan); 

– inversely proportional (e.g., the debt load of a 

bank client applying for the next loan: the input varia-

ble negatively correlates with the output value); 

– optimal: there is an interval of input parameter 

values (or even a point) beyond which, on the left or 

right, the value of the final assessment becomes worse 

(e.g., the borrower’s age). 

Additionally, the aggregated variables can have 

different measurement units, different ranges of values, 

and different levels of influence on the final result. In 

turn, their degrees of significance can depend on the 

variable value. If the rules are formed using expertise,  

structures of rules: Multiple 

Input Single Output (MISO) 

and Multiple Input Multiple 

Output (MIMO). Various logi-

cal operations “and,” “or,” and 

“not” can be used to aggregate 

input variables. This paper will 

study FISs based on MISO 

rules with the “and” operator to 

aggregate input variables. We 

form a knowledge base (KB)  

 
 

Fig. 1. The structure of models under study. 



 

 
 

 

 
 

56 CONTROL SCIENCES   No. 4 ● 2021 

INFORMATION TECHNOLOGY IN CONTROL 

such a variety of properties of variables may cause 
technical errors in logical inference. To reduce the va-
riety of properties, the authors [1, 2, 8, 9] proposed 
normalizing the variables to the interval [0, 1]. Con-
sidering the results of [1, 2, 7–13], we identify normal-
ization methods based on the construction of a general 
pattern for transforming the variables (class 1 meth-
ods) or dividing the absolute value range of the varia-
bles into intervals and then assigning intervals on a 
normalized scale to each original interval (class 2 
methods). When applying class 1 methods, the maxi-
mum and minimum values of the parameter and statis-
tical indicators of the normalized sample can be con-
sidered. The papers [7, 10] described normalization 
methods based on the relation 

abs

norm abs max/x x x ,   (1) 

where abs
maxx  is the parameter’s maximum value in abso-

lute units. The authors [1, 11] proposed to consider the 

minimum value 
abs

minx : 

   abs abs abs

norm abs min max min/x x x x x   ,          (2) 

or 

   abs abs abs

norm abs max max min/x x x x x   .           (3) 

The following modifications of the relations (2), 
(3) were presented in [12]: 

abs
abs min

norm 1 2abs abs
max min

x x
x D D

x x


 


,                 (4) 

where D1 and D2 denote some constants. The paper 
[13] introduced a method for normalizing input varia-
bles with the operator 

 norm abs / σx x x  ,                     (5) 

where x  and   are the sample mean and the standard 

deviation in the normalized sample, respectively. Note 

that with the operator (5), the range of normx  does not 

fall into [0, 1], and the variable’s range depends on its 
values in absolute measurement units. This feature 
may cause additional difficulties when implementing 
FISs. According to the authors cited, such a relation is 
appropriate for transforming the data used to train 
fuzzy neural networks. The monograph [1] proposed 
methods based on the relations 

   abs abs abs
norm abs mean max min/x x x x x   ,           (6) 

where  abs abs
mean max min0.5x x x  . 

As noted in [1], the operators (1)–(4), (6) can be 
generalized to the straight-line equation 

norm absx kx b  ,         (7) 

where k and b denote some constants.  
Note that the methods described by (1)–(7) have 

the following common feature: it is difficult to consid-
er the influence of the normalized parameter on the 

value of the output variable depending on the value of 
this parameter. Also, these methods do not yield the 
optimum of the influence of the input parameter value 
on the output variable if it lies between the maximum 
and minimum absolute values of the variable. The non-
linear influence can be taken into account using class 2 
methods. In the monograph [2], certain intervals on the 
normalized scale were assigned to intervals on the ab-
solute scale of the parameter. Often, the same number 
of intervals are used relative to the middle of the nor-
malization axis. To illustrate this method, Table 1 
shows an example where the parameter 

abs abs
abs 0 5, ][x x x  is normalized to the interval 

norm norm
0 5,x x   . 

Table 1 

Variable normalization: example 

Absolute value 

interval 

Normalized value 

interval 

Interval 

no. 

abs abs
0 1,x x 

   norm norm
0 1,x x 

   –2 

abs abs
1 2,x x 

   2
norm norm
1 ,x x 

   –1 

abs abs
2 3,x x 

   3
norm norm
2 ,x x 

   0 

abs abs
3 4,x x 

   4
norm norm
3 ,x x 

   1 

abs abs
54 ,x x 

   4 5
norm norm,x x 

   2 

 

According to the monograph [2], the normalization 

operator ensures the conditions 
abs abs

0 minx x , 

abs abs
5 maxx x , 

norm norm

0 minx x , and 
norm norm

5 maxx x : there is 

a positive correlation of the variables. Thus, the corre-
lation between the input and output variables does not 
change after the normalization described above. In ad-
dition, the monograph [2] suggested no analytical 
methods for transforming absolute values into the 
normalized ones; provided no recommendations on 
choosing the number of intervals to divide the axis of 
normalized values and the limits of these intervals; 
gave no explanations on the influence of input variable 
normalization on the accuracy of the resulting FIS 
compared to the original FIS (in which the variables 
are measured in absolute units). 

The method described in [16, 17], originally not 
designed for FISs, can be considered a development of 
the normalization procedure suggested in [2]. This 
method divides the normalized values of a variable 
into intervals with the indication of points (their limits) 
and assigns to the points (the limits of the normalized-
scale intervals) some values of the variable on the ab-
solute scale. The resulting pairs of points are used to 
construct a curve, implementing the transformation of 
a variable from one scale to another. The paper [17] 
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proposed selecting points to divide the interval of 

normalized values into parts: 0
norm0 ~ x , 0.25

norm0.25 ~ x , 

0.5
norm0.5 ~ x , 0.75

norm0.75 ~ x , and 
1
norm.1~ x  Some values of 

the variable on the absolute scale are assigned to them: 
0
absx , 0.25

absx , 0.5
absx , 0.75

absx , and 1
absx . The resulting trans-

formation operator is represented by a broken line con-

structed from the pairs of points  0 0
abs norm;x x , 

 0.25 0.25

abs norm;x x ,  0.5 0.5
abs norm;x x ,  0.75 0.75

abs norm;x x , and  1 1
abs norm;x x . 

However, the papers [16, 17] described no analytical 
methods for transforming the absolute values into the 
normalized ones. Moreover, similar to the method de-
scribed in [2], the values positively correlate before 
and after transformation: the type of correlation be-
tween the input and output variables remains the same.  

Thus, the methods for constructing FISs [1, 2, 14] 
and the ones for normalizing input variables [1, 2, 8–
13] have several restrictions. They relate to the proper-
ties of the input variables aggregated using FISs. 
Among such properties of input variables, we mention 
different measurement units, different ranges of values, 
different and (or) uneven levels of influence on the 
output variable, and different types of correlation with 
the output variable. Due to such properties of the vari-
ables, experts face difficulties when forming rules for 
the FIS knowledge base. 

Some of the restrictions are eliminated using nor-
malization methods. Such methods mainly transform 
various values of the input variables to a single scale. 
The disadvantages of the normalization methods often 
proceed from statistical indicators of the normalized 
samples of input variables values (usually, the maxi-
mum, minimum, and average values). The most uni-
versal properties of variable normalization are ob-
served for a method that assigns an interval on the 
normalized scale to intervals on the absolute values of 
the parameter. Therefore, we will improve this method 
below.  

2. IMPROVING THE NORMALIZATION METHOD            

FOR INPUT VARIABLES OF FUZZY INFERENCE SYSTEMS 

2.1 Proposed modifications 

To improve the approach described in the mono-
graph [2], we propose a normalization method based 

on an operator normf  for transforming the absolute val-

ues of an input variable into the normalized ones so 
that (1) the value of the output variable will not de-
crease with an increase in the normalized value of the 
input variable and (2) the value of the output variable 
will not increase with a decrease in the normalized 
value of the input variable. Assume that trapezoidal 

MFs are used to describe the input variables. Such an 
assumption is well-grounded: according to [1, 2, 14], 
this type of MFs is widespread in applications, and the 
corresponding MFs have crisp limits of the support 
and the core. (The crisp limits of the core and the sup-
port of MFs will be used below.) 

Within the proposed method, the normalization op-

erator normf
 
is implemented using a set of functions: a 

certain pattern norm,zf  is assigned to each zth interval of 

the absolute values absx  of an input variable. In other 

words, 

  
  

  

min 1

1 2

max max

norm,1 abs abs abs, abs.

norm,2 abs abs abs. abs.

norm

norm, abs abs abs. 1 abs.

 if  , , 

 if  , ,

...

 if  , .

i i

i i

z i i

f x x x x

f x x x x
x

f x x x x

 
   



 

(8) 

If the patterns norm,zf
 
for neighbor intervals are the 

same, the intervals are combined. The set of functions 
(8) is formed so that the minimum and maximum val-

ues of the normalized variable, 
min

normx  and 
min

normx , have 

the worst (maximum negative) and best (maximum 
positive), respectively, influences on the value of the 
output variable of the FIS. We propose implementing 

the operators norm,zf  as follows: 

1. Define the maximum and minimum absolute 

value of the variable abs.ix . 

2. Define the maximum 
max

normx  and minimum 
min

normx  values of this variable in relative units (in this 

paper, 
min

norm 0x   and max
norm 100x  ). 

3. On the absolute scale, define the interval limits 

z (for the set of functions (8), the points 
1abs.ix , 

2abs.ix

,…, 
maxabs. 1ix  ); on the relative scale, define their coun-

terparts (the point 
1norm,ix  corresponds to the point 

1abs.ix , etc.) in the following way:  

3.1. Considering the recommendations of [1], ex-
perts give the primary representation of a fuzzy input 
variable in the traditional form using trapezoidal MFs 
(in this paper, triangular MFs are studied as a special 
case of trapezoidal MFs: the core degenerates into a 
point). 

3.2. The interval limits are the limits of the MF 
cores of the variable’s primary fuzzy representation. 

3.3. Similar types of MFs are used to describe the 
variables after normalization. The interval limits are 
the points corresponding to the limits of the MF cores 
of the variable’s primary fuzzy representation. 

3.4. If the core of the term’s MF belongs to an in-
terval with the optimality domain, it is divided into 
two equal intervals. 
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4. For each interval of  , define the function 

 norm, abs. norm.z i if x x . 

5. Based on the set of functions norm,zf , construct 

the normalization operator (8). 
Following the monograph [1], we propose imple-

menting the functions norm,zf  as straight lines passing 

through two points: the limits of the intervals on the 
normalized and absolute scales. For example, let points 

1 and 2 for constructing the operator norm,1f  have the 

coordinates  
min

min

abs, norm,ix x  and  
1 1abs, norm,,i ix x , re-

spectively. Then the operator is given by 

   
   

ab

1 min

min 1 m mins in

norm norm
norm,1 abs

norm/

i i

i i i i i

f x x x

x x x x x

  
  

.             (9) 

Figure 2a shows the normalization operator (8) im-
plemented for the input variables positively correlating 
with the values of the output variable. The case of their 
negative correlation is illustrated in Fig. 2b. Finally, 
Fig. 2c corresponds to the situation in which the input 
variables have an optimum of their influence on the 
value of the output variable. 

The proposed modifications allow: 
– determining the number of intervals for dividing 

the normalized value axis based on the methods used 
to construct the MF of the FIS (it equals the number of 
pairs of the MF core limits if normalization applies to 
the variables positively or negatively correlating with 
the output variable, or plus 1 if one optimum affects 
the value of the output variable); 

– ensuring that after normalization, the input varia-
bles have the same correlation with the output varia-
ble; 

– considering changes in the degree of significance 
of the input variable’s influence on the output value of 
the FIS, depending on the variable’s value.  

 

2.2. Verification of the proposed modifications 

The proposed modifications of the normalization 
method were verified by mathematical modeling. Sev-
eral FISs based on the zero-order Takagi–Sugeno 
model were constructed. According to [18], a feature 
of such models is using constants to describe the MF 
of the output variable. The FISs under study had two 
input variables, х1 and х2, and one output variable у. 
Six experiments were carried out:  

– The variables х1 and х2 positively correlate with 
the variable у. 

– The variables х1 and х2 negatively correlate with 
the variable у. 

– The variables х1 and х2 have an optimum with re-
spect to the variable у. 

– The variable х1 has a positive correlation with the 
variable у; the variable х2, a negative correlation with 
the variable у.  

 

 
Fig. 2. Normalization operators for input variables of FISs: some 

examples. 

(a) 

(b) 

(c) 
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– The variable х1 has a positive correlation with the 

variable у; the variable х2, an optimum with respect to 

the variable у. 
– The variable х1 has a negative correlation with 

the variable у; the variable х2, an optimum with respect 

to the variable у. 
Within each experiment, two FISs were investigat-

ed: the FIS of type 1 (the variables х1 and х2 normal-

ized by the proposed method) and the FIS of type 2 

(the variables х1 and х2 processed without normaliza-

tion). The absolute values of the variables х1 and х2 

were measured in the range from 0 to 10 points; the 

values of the variables х1 and х2 after normalization, in 

the range from 0 to 100 points; the value of the varia-

ble y, in the range from 0 to 100 points. 

If a variable passed normalization, its MFs are 

shown in Fig. 3a. If a variable positively correlated 

with the variable y, its MFs are shown in Fig. 3b. If a 

variable negatively correlated with the variable y, its 

MFs are shown in Fig. 3c. If a variable had an opti-

mum with respect to the variable y, its MFs are shown 

in Fig. 3d (variant 1) and Fig. 3e (variant 2).  

The terms in Fig. 3 are described as follows. In Fig. 

3a: NB indicates a worst influence on the output varia-

ble; Z, a medium influence on the output variable; PB, 

a best influence on the output variable. In Fig. 3b–3e: 

NB indicates a low value; NM, a value closer to the 

average; Z, the average; PM, a value closer to a high 

value; PB, a high value. The output variable y is de-

scribed by three terms in the form of the constants 

0y
NBt  , 50y

Zt  , and 100y
PBt   points (low, average, 

and high values, respectively). In view of the mono-

graph [1], we assume that the partition-of-unity condi-

tion holds when constructing the MFs: for any crisp 

value of the variable ix , the terms covering the corre-

sponding segment of the crisp value axis have the 

grades of membership to the MFs adding up to 1. This 

condition can be written as  μ 1 ix

k i i

k

x x X   . 

Due to the expressions (8) and (9), the normaliza-

tion operators of the input variables are the following: 

 under a positive correlation with the variable 

y , 

 
 
 
 
 

norm,1 abs abs abs

norm,2 abs abs abs

direct
norm norm,3 abs abs abs

norm,4 abs abs abs

norm,5 abs abs abs

5 | 0 2,

7.5 5 | 2 6,

10 20 | 6 8,

30 180 | 8 9,

10 | 9 10;

f x x x

f x x x

x f x x x

f x x x

f x x x

   


   


    
    
   

     (10) 

 

 

 

 
 

Fig. 3. Membership functions of input variables. 

(a) 

(b) 

(d) 

(c) 

(e) 
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 under a negative correlation with the variable у, 
 
 
 
 
 

norm,1 abs abs abs

norm,2 abs abs abs

invers
norm norm,3 abs abs abs

norm,4 abs abs abs

norm,5 abs abs abs

10 100 | 0 1,

15 105 |1 3,

10 90 | 3 5,

7.5 77.5 | 5 9,

10 100 | 9 10;

f x x x

f x x x

x f x x x

f x x x

f x x x

     


    


     
     
     

   (11) 

 under an optimum with respect to the variable у 
(variant 1), 

 
 
 
 
 

norm,1 2 abs abs abs

norm,3 abs abs abs

norm,4 abs abs abs

norm,5 abs abs abs

opt.var1
norm norm,6 abs abs abs

norm,7 a

20 | 0 2,

40 40 | 2 2.5,

15 22.5 | 2.5 4.5,

40 90 | 4.5 4.75,

40 290 | 4.75 5,

f x x x

f x x x

f x x x

f x x x

x f x x x

f x

   

   

   

   

     

 
 
 
 

bs abs abs

norm,8 abs abs abs

norm,9 abs abs abs

norm,10 abs abs abs

30 240 | 5 6,

20 180 | 6 7,

12 124 | 7 9.5,

20 200 | 9.5 10;

x x

f x x x

f x x x

f x x x










     
     
     

     

  

 (12) 

 under an optimum with respect to the variable 

у (variant 2): 

 

 
 
 
 
 

norm,1 abs abs abs

norm,2 abs abs abs

norm,3 abs abs abs

norm,4 abs abs abs

opt.var2
norm,5 abs abs abs

norm

norm,6 abs

20
| 0 1.5,

3

20 20 |1.5 3,

40 80 | 3 3.5,

15 7.5 | 3.5 5.5,

20 20 | 5.5 6,

20 

f x x x

f x x x

f x x x

f x x x

f x x xx

f x

  

   

   

   

   
 

 
 
 
 

abs abs

norm,7 abs abs abs

norm,8 abs abs abs

norm,9 abs abs abs

norm,10 abs abs abs

220 | 6 6.5,

30 285 | 6.5 7.5,

40 360 | 7.5 8,

30 280 | 8 9,

10 100 | 9 10.

x x

f x x x

f x x x

f x x x

f x x x











   

     


    


    
     

 (13) 

In all experiments, the FISs of type 1 had the same 

surface (Fig. 4a). The other FIS parameters were as 

follows: 

– In experiment 1, the variables х1 and х2 in the FIS 

of type 1 were normalized using the operator (10). The 

variables х1 and х2 in the FIS of type 2 positively corre-

lated with the variable y (Fig. 4b). 

– In experiment 2, the variables х1 and х2 in the FIS 

of type 1 were normalized using the operator (11). The 

variables х1 and х2 in the FIS of type 2 negatively cor-

related with the variable y (Fig. 4c). 

– In experiment 3, the variables х1 and х2 in the FIS 

of type 1 were normalized using the operators (12) and 

(13). The variables х1 and х2 in the FIS of type 2 had 

an optimum with respect to the variable y (Fig. 4d). 

 

 

 
Fig. 4. Surfaces of FISs under comparison.  

 

– In experiment 4, the variables х1 and х2 in the FIS 

of type 1 were normalized using the operators (10) and 

(13), respectively. The variable х1 in the FIS of type 2 

positively correlated with the variable y, whereas the 

variable х2 in the FIS of type 2 had an optimum with 

respect to the variable y (Fig. 4e). 

– In experiment 5, the variables х1 and х2 in the FIS 

of type 1 were normalized using the operators (10) and 

(11), respectively. The variables х1 and х2 in the FIS of 

type 2 positively and negatively correlated, respective-

ly, with the variable y (Fig. 4f). 

– In experiment 6, the variables х1 and х2 in the FIS 

of type 1 were normalized using the operators (11) and 

(13), respectively. The variable х1 in the FIS of type 2 

negatively correlated with the variable y, whereas the 

variable х2 in the FIS of type 2 had an optimum with 

respect to the variable y (Fig. 4g). 

(c) 

(a) 

(b) 

(d) 
(e) 

(f) (g) 
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During the experiments, the variables were sup-

plied to the FIS input in the following values combina-

tions in the range from 0 to 10 points: 

– equal values of the variables with a step of 0.5 

points (22 values of each variable in total), 

– the values of the variable х1 with a step of 0.5 

points, and the fixed values of the variable х2 starting 

from 0, increased by 0.5 points for each subsequent 

series of the experiment (462 values of each variable in 

total). 

The error of the results was determined as the dif-

ference between the FISs of types 1 and 2: 

FIS 1 FIS 2
exp , out,exp , out,exp ,Δ  т т

N w N w N wy y  ,         (14) 

where N denotes the experiment number; w is the 

number of the vector of values supplied to the FIS in-

put during the experiment; FIS 1
out,exp ,
т

N wy
 
and FIS 2

out,exp ,
т

N wy  

indicate the outputs of the FISs of types 1 and 2, re-

spectively. In experiments 1–6, it was established that 

there are no errors between the output values of the 

FIS of type 1 with the proposed normalization method 

and the FIS of type 2 without normalization. For ex-

plaining the reasons, the features of the FIS operation 

were analyzed.  

The FIS output is the accumulated result of activat-

ing the rules to construct the knowledge base. The re-

sult of each rule is determined by the grades of mem-

bership of the crisp values of the input variables to 

each term and the aggregation operators of their fuzzi-

fied values. In the case under consideration, the results 

of rule execution were processed without any changes, 

and the final FIS value was formed without any chang-

es as well. The changes were introduced when prepar-

ing the variables (before supplying them to the FIS 

input). 

Therefore, the FISs will operate without errors if 

the variables have the same values after the fuzzifica-

tion procedure, regardless of using the proposed nor-

malization method. This assertion was verified in a 

separate series of experiments. Below, we compare the 

values of the input variables after fuzzification for the 

MFs shown in Fig. 3a (the FISs with variables normal-

ization) and MFs shown in Fig. 3d (the FISs with a 

variable having an optimum of its influence on the fi-

nal result). 

In Fig. 3a, the MFs are given by:  

 

 

 

 

3а

3а 3а

3а

μ 1 | 0 10,
1 4μ μ  |10 40, 
30 3

 μ 0 | 40,

NB

NB NB

NB

x x

x x x x

x x

   

     

  

   (15)

 

 

 

 

 

 

 

3а

3а

3а 3а

3

3

μ 0 | 0 10,
1 1μ  |10 40,
30 3

μ μ 1 | 40 60, 
1μ 3 | 60 90,
30

μ 0 | 90,

Z

Z

Z Z

а
Z

а
Z

x x

x x x

x x x

x x x

x x

   

    
   

    

  

      (16)

 

 

 

 

 

3а

3а 3а

3а

μ 0 | 60, 
1μ μ 2 | 60 90,
30

μ 0 | 90.

PB

Z PB

PB

x x

x x x x

x x

  

    

  

   (17)

 
In Fig. 3d, the MFs are given by: 

 

 

 

 

3г

3г 3г

3г

μ 1 | 0 0,5, 
2 4μ μ  | 0,5 2,
3 3

μ 0 | 2, 

NB

NB NB

NB

x x

x x x x

x x

   

     

    

 (18)

 

 

 

 

 

 

 

3г

3г

3г 3г

3г

3г

μ 0 | 0 2, 
2 1μ  | 2 6,
3 3

μ μ 1 | 2 2,5,
1 1μ 2  | 2,5 4,5, 
2 4

μ 0 | 4,5, 

NM

NM

NM NM

NM

NM

x x

x x x

x x x

x x x

x x

   

    
   

     

  

 (19)

 

 

 

 

 
 
 

3г

3г

3г 3г

3г

3г

μ 0 | 2,5,
1 1μ 1 | 2,5 4,5, 
2 4

μ μ 1 | 4,5 5, 

μ 6 | 5 6, 

μ 0 | 6,

Z

Z

Z Z

Z

Z

x x

x x x

x x x

x x x

x x

  

    


   


    
  


    (20)

 

 

 
 
 

 

 

3г

3г

3г 3г

3г

3г

μ 0 | 5, 

μ 5 | 5 6,

μ μ 1 | 6 7,
2 4μ 3  | 7 9,5,
5 5

μ 0 | 9,5,

PM

PM

PM

PM

PM

PM

x x

x x x

x x x

x x x

x x


 


   


   

     

  

   (21) 

 

 

 

 

3

3 3

3

μ 0 | 7,
2 4μ μ 2  | 7 9.5,
5 5

μ 1 | 9.5.

d
PB

d d
PB PB

d
PB

x x

x x x x

x x

  

    

  

   (22) 
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Also, note the semantic equivalence of the following 

terms in Figs. 3a and 3d: 
3 3a dNB NB , 

3 3a dNB PB ,
 

3 3a dZ NM , 3 3a dZ PM , and 
3 3a dPB Z . The val-

ues of the input variables are given in Table 2.  

For clarity, the fuzzified values of the input varia-

bles normalized by the proposed method are highlight-

ed in gray. 

With the semantic equivalence of the terms, the er-

rors using a formula similar to (14) were determined as 

follows. First, columns 3 and 7, as well as 4 and 6, 

were summed elementwise. Then: 

– From the elementwise sum of columns 3 and 7, 

the corresponding elements of column 8 were subtract-

ed. 

– From the elementwise sum of columns 4 and 6, 

the corresponding elements of column 9 were subtract-

ed. 

– From the elements of column 5, the correspond-

ing elements of column 10 were subtracted. 

These operations yielded arrays with zero ele-

ments. The results  of  such experiments with  the MFs  

shown in Figs. 3b, 3c, and 3e were similar. Under the 

experiment restrictions, such an accuracy was achieved 

because the interval limits on the normalization opera-

tor graph coincided with the points of the MF cores for 

the terms of the normalized input variables. 

Due to the proposed modifications, six types of dif-

ferent FISs (Figs. 4b–4g) were replaced by one type of 

FIS (Fig. 4a). Experiment 3 showed a 64% reduction 

in the number of rules (9 rules in the FIS of type 1 vs. 

25 rules in the FIS of type 2). Experiments 5 and 6 

showed a 40% reduction in the number of rules (9 

rules in the FIS of type 1 vs. 15 rules in the FIS of type 

2). In experiment 3, both variables aggregated had one 

optimum of the influence on the value of the output 

variable; in experiments 5 and 6, only one variable had 

an optimum of the influence on the value of the output 

variable. 

In addition, the time to form the rule bases was 

compared for the FISs of types 1 and 2 in experiments 

2–6. Such a comparison was not carried out in experi-

ment 1: the knowledge bases of the FISs of types 1 and  

 

Table 2  

Values for the terms of MFs in Figs. 3a and 3d 
 

 

Input values Fuzzified values of input variables: 

1 2 3 4 5 6 7 8 9 10 

Without nor-

malization 

Normalized 

using operator 

(12) 

(18) – 

 3μ d
NB x  

(19) – 

 3μ d
NM x

 

(20) – 

 3μ d
Z x  

(21) – 

 3μ d
PM x

 

(22) – 

 3μ d
PB x  

(15) – 

 3μ a
NB x  

(16) – 

 3μ a
Z x  

(17) –
 3μ a

PB x  

0.5 10 1 0 0 0 0 1 0 0 

1 20 0.667 0.333 0 0 0 0.667 0.333 0 

1.5 30 0.333 0.667 0 0 0 0.333 0.667 0 

2 40 0 1 0 0 0 0 1 0 

2.5 60 0 1 0 0 0 0 1 0 

3 67.5 0 0.75 0.25 0 0 0 0.75 0.25 

3.5 75 0 0.5 0.5 0 0 0 0.5 0.5 

4 82.5 0 0.25 0.75 0 0 0 0.25 0.75 

4.5 90 0 0 1 0 0 0 0 1 

5 90 0 0 1 0 0 0 0 1 

5.5 75 0 0 0.5 0.5 0 0 0.5 0.5 

6 60 0 0 0 1 0 0 1 0 

6.5 50 0 0 0 1 0 0 1 0 

7 40 0 0 0 1 0 0 1 0 

7.5 34 0 0 0 0.8 0.2 0.2 0.8 0 

8 28 0 0 0 0.6 0.4 0.4 0.6 0 

8.5 22 0 0 0 0.4 0.6 0.6 0.4 0 

9 16 0 0 0 0.2 0.8 0.8 0.2 0 

9.5 10 0 0 0 0 1 1 0 0 

10 0 0 0 0 0 1 1 0 0 
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2 contain the same rules. For each group of the FISs 

of types 1 and 2, five rule bases were formed. As a 

result, the rule base formation time when using the 

FIS of type 1 instead of the FIS of type 2 was:  

 in experiments 2 and 5, by approximately 

17% smaller, due to various types of correlations be-

tween the input variables and the output variable (no 

need for the expert to compare the semantic value of 

the term describing the input variable range and its 

influence on the final result); 

 in experiments 4 and 6, by approximately 

37% smaller, due to the number of rules in the 

knowledge base of the FIS of type 1 (9 rules) and the 

FIS of type 2 (15 rules); 

 in experiment 3, by approximately 58% 

smaller, due to the number of rules in the knowledge 

base of the FIS of type 1 (9 rules) and the FIS of type 

2 (25 rules). 

Thus, the average reduction in the knowledge base 

formation time over the entire series of experiments 

3–6 was about 35%.  

3. AN EXAMPLE OF IMPLEMENTING THE PROPOSED 

MODIFICATIONS  

As an example, consider a simplified FIS for ranking 

bank clients by creditworthiness. The decision on issuing a 

loan is based on three parameters: 

 х1, the borrower’s monthly income, ranging from 
15 to 100 thousand RUB. This variable positively corre-

lates with the output variable: the higher the person’s in-

come is, the more likely he/she will get a loan; 

 х2, the borrower’s share of monthly payments for 

serving the current loans. It is measured as a percentage of 

his/her earnings, ranging from 0 to 60%. The greater the 

person’s share of current payments is, the less likely he/she 

will get a new loan; 

 х3, the borrower’s age, ranging from 14 to 85 

years. The best interval of this variable is between 35 to 45 

years: at this age, a person has the highest “life” stability in 

terms of income and health. 

The purpose of the experiment was to compare the re-

sults yielded by model 1 (with the proposed normalization 

method), model 2 (without normalization of the input vari-

ables), and model 3 (with the normalization method de-

scribed in [2]: the values of the input variables were divid-

ed into intervals, and an interval on the normalized scale 

was assigned to each interval on the absolute axis). The 

models were FISs with three inputs (the variables х1, х2, 

and х3) and one output (the variable y). The structure of 

models 1 and 3 is shown in Fig. 5a; the structure of model 

2, in Fig. 5b. 
In model 1, the variables х1, х2, and х3 were described 

by the MFs shown in Fig. 3a. In model 2, the variables х1, 

х2, and х3 were described by the MFs shown in Figs. 6a–6c. 

 

 
Fig. 5. The structure of studied models. 

 

 
 

   

 
Fig. 6. Membership functions of input variables for studied models. 

 
In model 3, the variables х1 and х2 were described by the 

MFs shown in Fig. 3a; the variable х3, by the MFs shown in 

Fig. 6d. The semantic meanings of the terms in model 1 

corresponded to those in Fig. 3a. The semantic meanings of 

the terms in models 2 and 3 corresponded to those in Fig. 

3b–3d. The term set {NB, NM, Z, PM, PB}, where 

~ 0,NB  ~ 25NM , ~ 50Z , ~ 75PM , and ~ 100PB  

points, was used to describe the output variable y. The term 

values of the output variable in all models were similar to 

those of the models of Section 2. The meaning of the term 

NM was “closer to the average”; PM, “closer to a high val-

ue.”  
The normalization operators for the input variables of 

model 1 were described by the following relations: 

– for the variable х1, 

   
 
   
     
 

norm,1 1 1 1

norm,2 1 1 1

1,norm norm,3 1 1 1

norm,4 1 1 1

norm,5 1 1 1

10 / 3 50 |15 18,   

2.5 35 |18 30,

4 / 3  | 30 45,

6 / 7  150 / 7 | 45 80,

0.5 50 | 80 100; 

f x x x

f x x x

x f x x x

f x x x

f x x x

    


   


   


   
    

  

– for the variable x2, 

 
 
 

norm,1 2 2 2

2,norm norm,2 2 2 2

norm,3,4,5 2 2 2

2 100 | 0 5,          

1.2 96 | 5 30,      

2 120 | 30 60;

f x x x

x f x x x

f x x x

     
     
     

 

(a) (b) 

(a) (b) 

(c) (d) 
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– for the variable х3, 

 
 

 

 
 

 
 

norm,1 3 3 3

norm, 2,3 3 3 3

norm,4 3 3 3

norm,5 3 3 3
3,norm

norm,6,7 3 3 3

norm,8 3 3 3

norm,9 3 3

2.5 35 |14 18,

5 80 |18 28,

30
60 | 28 35,

7

2 20 | 35 40,

2 180 | 40 60,

4 300 | 60 65,

3 23

f x x x

f x x x

f x x x

f x x xx

f x x x

f x x x

f x x

   

   

   

   
    

    

  

 
3

norm,10 3 3 3

5 | 65 75,

1 85 | 75 85. 

x

f x x x














 


    

 

The normalization operators for the input variables of 

model 3 were implemented considering the method de-

scribed in [2]. Table 3 compares the intervals of the param-

eter values in absolute and normalized units. 
 

Table 3 

Variable normalization for model 3 

Variable and 

its measure-

ment unit 

Absolute-value 

 intervals 

Normalized-value 

intervals 

х1 (income, 

thousand 

RUB) 

115 18x   [0, 10]
 

118 30x   [10, 40]
 

130 45x   [40, 60]
 

145 80x   [40, 90]
 

180 100x   [90, 100]
 

х2 (the share 

of monthly 

payments on 

current loans, 

% of income) 

20 5x   [0, 10]
 

25 30x   [10, 40]
 

230 40x   [40, 60]
 

240 55x   [40, 90]
 

255 60x   [90, 100]
 

х3 (age, 

years) 

314 18x   [0, 2.5]
 

318 24x   [2.5, 20]
 

324 28x   [20, 27]
 

328 35x   [27, 46]
 

335 45x   [46, 54]
 

345 60x   [54, 73]
 

360 65x   [73, 80]
 

365 75x   [80, 97.5]
 

375 85x   [97.5, 100]
 

 

Various value combinations of the variables х1, х2, and 

х3 were supplied to the input of the studied models: 100 

different combinations of the absolute values in total. The 

values were random numbers between the maximum and 

minimum values of the corresponding parameter. The re-

sults yielded by models 1, 2, and 3 are shown in Figs. 7a, 

7b, and 7c, respectively.  

According to the experiment results, the total absolute 

error between models 1 and 2 is approximately 0 points; 

 

 

 
Fig. 7. Client’s creditworthiness: experiment results. 

 

(a) 

(b) 

(c) 
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between models 2 and 3, approximately 0 points. “Approx-

imately” means that the maximum error value in the exper-

iments did not exceed 10
-13

. Thus, the models yield almost 

the same output values. Such an accuracy was achieved due 

to normalizing the variables of models 1 and 2 similar to 

the experiment of subsection 2.2. (The results of this exper-

iment are shown in Figs. 4a–4g.) The experiment carried 

out confirms the reliability of the proposed normalization 

method in the formation of model 1. The knowledge bases 

of models 2 and 3 contain 45 rules each; the knowledge 

base of model 1, 27 rules. Consequently, with the proposed 

modifications, model 1 has the same accuracy of calcula-

tions under a smaller (by 40%) number of rules in the 

knowledge base.  

Similar to the previous experiment (see Section 2), the 

knowledge base formation time was compared for the FISs 

in models 1 and 2. (Model 3 was not considered due to the 

same rules as in model 2.) By analogy, five knowledge ba-

ses were formed for the FISs of models 1 and 2. As a result 

of the comparison, it was found that the knowledge base 

formation time of model 1 is by approximately 47% small-

er than that of model 2. This difference can be explained as 

follows. The knowledge base of model 2 contains more 

rules compared to model 1 (45 vs. 27). Also, all input vari-

ables in model 2 have different types of correlation with the 

output variable. 

4. DISCUSSION OF THE RESULTS 

The proposed approach for transforming the val-

ues of input variables can be implemented using soft-

ware methods: it reduces to constructing an array of 

straight-line equations with two given points. Accord-

ing to the experimental evidence of this paper, if the 

variable under normalization has an optimum of the 

influence on the final result, the number of production 

rules in the FIS knowledge base will be reduced. As is 

known, the formation of production rules consumes 

much effort, often manually performed by an expert. 

Thus, the proposed modifications allow decreasing 

the labor costs of expert groups when forming 

knowledge bases. Here, an additional difficulty for 

experts is caused by different properties of the input 

variables due to the variety of ranges, measurement 

units, and influences on the value of the output varia-

ble. Under such a variety, an expert has to remember 

the specifics of each variable, analyzing the input var-

iables more carefully during rules formation. Accord-

ing to the paper [19], the increased concentration of 

person’s attention leads to rapid fatiguability, nega-

tively affecting the number of mistakes allowed. 

Eliminating mistakes is time-consuming. With the 

proposed modifications, the normalized variables 

have a single range and the same correlation with the 

output variable. Such homogeneous properties of the 

input variables simplify the process of forming pro-

duction rules. 

Despite the introduction of additional mathemati-

cal operations, the experiments have not revealed a 

significant decrease in the computing performance of 

the hardware means of the FISs under consideration. 

This is due to the large computing power reserve of 

modern computers. The proposed modifications have 

a wide application area and are intended to implement 

expert systems for the integral assessment of a com-

plex object. Therefore, the increasing computational 

cost can be considered insignificant compared to the 

resulting simplification of the knowledge base for-

mation process. As is known, this process is mainly 

performed directly by experts. In the experiments of 

Sections 2 and 3, less time was spent on FIS 

knowledge base formation using the proposed modifi-

cations (on average, by approximately 37% and 47%, 

respectively) than on FIS knowledge base formation 

without normalization. 

As follows from the monograph [1], the curse of 

dimensionality is a problem of FIS construction. More 

specifically, the number of rules in the knowledge 

base strongly depends on the number of variables      and the number of terms       describing each 

variable. For example, if the same number of terms is 

used to describe all input variables, then the number 

of MISO rules is given by                . The 

negative influence of the curse of dimensionality can 

be decreased by developing modifications that will 

reduce the number of rules in the knowledge base 

while maintaining the accuracy of FISs. According to 

the experimental evidence of this paper, the proposed 

modifications allow reducing the number of rules in 

the knowledge base depending on the experiment 

conditions: by 40% in the experiment on the borrow-

er’s creditworthiness (Section 3) and in experiments 5 

and 6 (Section 2); by 64% in experiment 3 (Section 

2). 

CONCLUSIONS 

This paper has proposed a method for normalizing 

the input variables of fuzzy inference systems. The 

method transforms the absolute values of input varia-

bles to a single range of values in normalized units.  

Note that the minimum value of the normalized 

variable has the worst influence on the output parame-

ter, whereas the maximum value of the normalized 

variable has the best influence on it. The method di-

vides the variable’s range into a sequence of intervals. 

Then a pattern is formed for each interval to transform 

the absolute values of the parameter to the normalized 

ones. The normalization operator on a given interval 
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is implemented by constructing a straight line with 

two given points. According to the modeling results, 

under the specified restrictions, the FIS models with 

the proposed normalization method are adequate to 

the FIS models without normalization of the input 

variables. The proposed normalization method allows 

reducing the number of rules in the knowledge base 

depending on the experiment conditions: by 40% in 

the experiment on the borrower’s creditworthiness 

(Section 3) and in experiments 5 and 6 (Section 2); by 

64% in experiment 3 (Section 2). A common property 

of fuzzy inference systems in these experiments has 

been the presence of input variables with an optimum 

of the influence on the value of the output variable. In 

the experiments presented above, less time has been 

spent on FIS knowledge base formation using the 

proposed modifications (on average, by approximate-

ly 37% and 47%, respectively) than on FIS 

knowledge base formation without normalization. 

The proposed modifications open up opportunities 

for developing information processing methods for 

decision support systems of various purposes. 
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Abstract. This paper further develops the theory of constructing a fundamentally new class of 

system area networks – non-blocking dual photon networks with static self-routing. These net-

works have scalability, high speed inherent in photon systems, and complexity comparable to a 

full switch. The use of an extended scheme basis (dual photon switches and separate photon 

multiplexers and demultiplexers) allows balancing the scalability-speed and complexity-speed 

ratios. This paper proposes a method for constructing a two-stage fault-tolerant dual network 

with the indicated properties based on networks with the quasi-complete graph and quasi-

complete digraph topologies and the invariant extension method with internal parallelization. 
 

Keywords: photon switch, dual switch, photon multiplexers and demultiplexers, multi-stage switch, con-

flict-free self-routing, non-blocking switch, static self-routing, quasi-complete digraph, quasi-complete 

graph, switching properties, direct channels, scalability, speed and fault tolerance.  
 

 
 

INTRODUCTION  

The papers [1–4] proposed a technique for con-

structing non-blocking photon switches with static 

self-routing for optical supercomputer systems and 

communication systems. 

Below, we formulate and solve the problem of 

constructing non-blocking self-routing photon switch-

es with ( – 1)-channel fault tolerance. It is provided 

by replacing the dual quasi-complete digraph topology 

[1–3] with the dual quasi-complete graph one, in 

which the total number of channels can be exchanged 

for the number of different channels between users. 

This problem is solved in the same way: using the 

method of internal parallelization developed earlier in 

[4]. 

Non-blocking networks with static self-routing are 

a fundamentally new class of system area networks 

that achieve these properties by using a new type of 

non-blocking dual switches and the invariant exten-

sion method based on networks with the quasi-

complete digraph and graph topologies [4, 5]. 

This assertion rests on the fact that no such net-

works with high scalability and acceptable complexity 

have been constructed so far. Modern literature [6–13] 

widely describes system area networks with the fat 

tree structure (particularly reconfigurable Clos net-

works), the generalized hypercube structure, the mul-

tidimensional torus structure, and system area net-

works with a hierarchy of complete graphs or di-

graphs. 

Fat-tree networks are reconfigurable networks [6, 

7] with conflict-free transmission only according to 

predetermined schedules for specific packet permuta-

tions. In the case of arbitrary permutations, these net-

works turn out to be blocking; permutations in them 

are implemented in several jumps between network 

nodes. Networks with the generalized hypercube struc-

ture are not even reconfigurable [8, 9]. They can be 

made such by increasing the number of channels in 

some dimensions. For arbitrary permutations, net-

works with the multidimensional torus structure can-

not transmit packets over direct channels [10, 11]. 

They implement permutations in several jumps be-

tween network nodes. Networks with a hierarchy of 

complete graphs or digraphs have similar properties 

[12, 13]. 

In the papers [1–4], the method of constructing 

non-blocking photon switches with static self-routing 

was based on four fundamental principles: 

http://doi.org/10.25728/cs.2021.4.7
mailto:elizavetaalexb@yandex.ru
https://e.mail.ru/compose/?mailto=mailto%3avytovtov_konstan@mail.ru
mailto:podlazov@ipu.ru
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1. Applying a four-channel switch of a new struc-

ture, which is dual by the conflict resolution 

approach. It combines the bus method (separa-

tion of conflicting signals to different cycles in 

one channel) and the switch method (separa-

tion of conflicting signals to different chan-

nels). 

2. Assuming the parallel transmission of signal-

ing and control information for switches at dif-

ferent frequencies for each data bit. This as-

sumption eliminates the problem of synchro-

nizing signals from different channels. 

3. Cascading switches so that the Ith channel of 

the Jth switch on one stage is connected to the 

Jth channel of the Ith switch on the next stage. 

With such exchange links, the previous and 

next stages must include the same number of 

switches, each having the same number of 

channels. This method allows constructing 

multichannel switches with a small number of 

stages. 

4. Balancing the speed and complexity of a mul-

tistage switch using the invariant extension 

method of system area networks [5], which 

preserves the non-blocking property and speed 

of the switch with an increase in the number of 

its channels. This method involves an extended 

scheme (circuit) basis consisting of both pp 

switches for p channels and pairs of 1p mul-

tiplexers Mp and p1 demultiplexers Dp, 

where p  2. 

In Section 1, the works on photonics close to the 

problem under study are considered; see [14–23]. Sec-

tion 2 describes a technique for constructing non-

blocking photon switches, used by the authors in the 

previous works [1–4]. Section 3 presents a switch with 

the dual quasi-complete graph topology as the basis 

for constructing non-blocking self-routing switches 

with channel fault tolerance. In Section 4, two-stage 

non-blocking self-routing switches with one-channel 

and two-channel fault tolerance are constructed; in 

addition, their characteristics – speed and complexity–
–are estimated. In the Conclusions, the results are 

summarized, and their possible development and gen-

eralization for constructing four-stage and eight-stage 

non-blocking fault-tolerant switches of high scalability 

are discussed. 

1. RELEVANT RESEARCH INTO PHOTONICS: A SURVEY 

Currently, a promising direction in the develop-

ment of high-performance supercomputers is using 

photonic technologies [14, 15]. Much attention is paid 

to the design of photon switches that can significantly 

accelerate information transmission and processing 

[16–23]. In the paper [16], photon switches were con-

structed using such well-known topologies as Clos, 

Benes, the matrix switch, Dragonfly, etc. A disad-

vantage of these circuits is external electronic control: 

on the one hand, it allows for non-blocking switching; 

on the other hand, it restricts the speed of optical cir-

cuits on average to several tens of nanoseconds [17, 

18]. For example, an externally controlled matrix 

switch with dimensions 240 × 240 was presented in 

[23] based on the MEMS technology. Its speed is 400 

ns. Another problem in implementing optical switches 

is the need to use optical buffer devices [18]. In [22], a 

method was proposed for transmitting and processing 

information, which reduces the size of the optical 

buffer by 4.2 times and increases the speed by 2.6 

times. In [18], a new principle of optical switching––
segment switching – was proposed. It differs from 

channel switching: when establishing a connection, 

not the entire route from the source to the sink is re-

served in advance, but its smaller segments. This ap-

proach improves network performance and reduces the 

number of conflicts. 

In [14–23], individual components of photon net-

works were presented, but without any method for 

combining them into networks with specified proper-

ties. On the contrary, in [1–4], a technique for con-

structing non-blocking photon switches with static 

self-routing was described.  

2. A METHOD FOR CONSTRUCTING NON-BLOCKING 

PHOTON SWITCHES 

In the papers [1–4], one of the circuits of a one-

chip dual 44 switch is a two-stage circuit of four de-

multiplexers and four multiplexers with feedback links 

through the delay lines. The switch stages are inter-

connected by exchange links. If the complexity of 

multiplexers M4 and demultiplexers D4 is measured 

by the number of switching points (equal to 4), then 

the switching complexity of the switch is S1 = 32. The 

combination of two control frequencies uniquely de-

termines the demultiplexer’s mode in which the in-

formation signal can be directed to one of the four 

outputs. 

The signals from the demultiplexer’s outputs are 

supplied to the multiplexer’s inputs. One of them is 

passed to the output, and the rest return to their delay 

lines DL with a duration of  cycles (signals). The 

switch implements dynamic signal delay using the 

feedback links through DL, which requires a higher 

period to transmit the signals.  
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The dual switch SS4 provides non-blocking with 

static self-routing under an appropriate length  of the 

delay line. The value  depends on the number of the 

stage in which the switch SS4 is used. 

For the first stage,  = 1. Let four signals of dura-

tion T0 be simultaneously supplied to the inputs of the 

switch SS4, all received in one cycle. With dynamic 

signal delay at the switch outputs, there are four possi-

ble options of signal placement: one at each output, 

two signals in a row at two outputs, one and three sig-

nals in a row at two outputs, and four signals in a row 

at one output. As a result, the switch SS4 will be non-

blocking for any input traffic when the period T1 of 

information signals is four cycles. Here, the underline 

denotes the values obtained in [1–3]. 

Therefore, the non-blocking self-routing switch 

SS4 has the following performance characteristics: the 

signal period T1 = 4 = N1 cycles, the number of chan-

nels N1 = 4, and the switching complexity 

S1 = 32 = N1
5/2

. 

The papers [1–3] considered the two-stage 1616 

switch S216 with exchange links, consisting of four 

switches SS4 on each stage. The first stage includes 

DL1, and the second stage includes DL0 (no delay 

lines). For an arbitrary permutation of packets, S216 

turned out to be a non-blocking self-routing switch 

with the following performance characteristics: the 

number of channels N2 = 16, the signal period 

T2 = 4 = N2
1/2

 cycles, and the switching complexity 

S2 = 2432 = 256 = N2
2
.  

The papers [1–3] considered the four-stage 

256256 switch S4256 with exchange links, consisting 

of 16 switches S216 on each stage. It consists of four 

stages of switches SS4. The first stage includes DL1, 

the second stage includes DL4, the third stage includes 

DL15, and the fourth stage includes DL0 (no delay 

lines). For an arbitrary permutation of packets, S4256 

turned out to be a non-blocking self-routing switch 

with the following performance characteristics: the 

signal period T4 = 49  3N4
1/2

 cycles, the number of 

channels N4 = 256, and the switching complexity 

S4 = 216256 = 8192 = N4
1.625

. Note the large digit 

period (low speed) and small complexity of this 

switch. 

In the papers [1–3], the “speed–complexity” ratio 

was balanced using the invariant extension of small-

period switches. In particular, the switch S216 was 

extended through external multiplexers M4 and de-

multiplexers D4. This method of increasing the num-

ber of channels can be called the external paralleliza-

tion of a non-blocking network. As a result, the non-

blocking self-routing switch S364 was constructed, 

consisting of 16 switches S216 and 64 demultiplexers 

D4 and multiplexers M4. This switch has the follow-

ing performance characteristics: the number of chan-

nels N3 = 64, the signal period T3 = 4 = N3
1/3

 cycles, 

and the switching complexity S3 = 16256+4128 = 

=4 608 = N3
2.028

.   

In the paper [4], a non-blocking switch with the 

quasi-complete digraph topology was used not only to 

extend two-stage switches but immediately to con-

struct them. The resulting switches have a higher 

speed (a smaller signal period) and more channels than 

those proposed in [1–3]. 

A switch with the quasi-complete digraph topology 

is constructed from dual p  p switches (DSp) together 

with 1  p demultiplexers (Dp) and p  1 multiplexers 

(Mp). The non-blocking switch SFN1 with N1 = p2
 

channels consists of N1 switches DSp, demultiplexers 

Dp, and multiplexers Mp. Its circuits for p = 2 and p = 

4 are shown in Fig. 1 and 2, respectively. The values 

obtained below will be given without the underline. 

The switch SFN1 has the switching complexity 

S1 = 2pN1 + 2p2N1 = 2p3
(p+1) and the channel com-

plexity L1 = 2pN1 = 2p3
 (the number of channels with-

out internal channels DSp). In Table 1, their values are 

expressed by an exponential relationship through the 

number of channels. In what follows, the complexity 

specified in this way will be called the exponential 

complexity.  

 

 
 

Fig. 1. Dual switch SF4 with quasi-complete graph topology.  

Boxes correspond to switches DS2, and triangles to demultiplexers D2 

and multiplexers M2. 

 

 
Table 1 

Performance characteristics of switch SFN1 

p 2 4 6 8 

N1 4 16 36 64 

S1 N1
2.79

 N1
2.33

 N1
2.24

 N1
2.19

 

L1 N1
2
 N1

1.75
 N1

1.69
 N1

1.67
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Fig. 2. Dual switch SF16 with quasi-complete digraph topology. 

Boxes correspond to switches DS4, and triangles to multiplexers M4 

and demultiplexers D4.   

 

From non-blocking dual switches SF4, it is possi-

ble to construct a two-stage network N216 with ex-

change links [5]. It consists of two stages with four 

SF4 on each stage. Unfortunately, the network N216 is 

a blocking network: implementing an arbitrary permu-

tation in N216 is not reduced to implementing permu-

tations on switches SF4 of the first and second stages. 

Signal conflicts can occur on a stage of multiplexers 

M2; see the gray segment in Fig. 5 of [5]. Signals with 

the same cycles can conflict at different multiplexer 

inputs. 

The invariant internal parallelization method [4] 

transforms the network N216 into the non-blocking 

self-routing switch S216 with the signal period T2 = 2 

cycles.

ly less than that of the switch SFN1 (see Table 1). In 

other words, internal parallelization opens up the pos-

sibility of reducing the exponential complexity of a 

two-stage switch compared to the original switch 

SFN1.  

In the paper [4], the invariant extension method 

with external parallelization of non-blocking switches 

was also used through additional compound multi-

plexers Md and demultiplexers Dd with d = p 
(1 ≤  ≤ 4). It yielded a set of non-blocking self-

routing switches with the highest scalability. 

Well, the papers [1–4] considered various ap-

proaches to constructing non-blocking photon switch-

es of high scalability. However, the fault tolerance of 

such networks was not touched upon. The photon 

switches [1–4] have only one physical path of infor-

mation transmission between any “input – output” 
pair. In view of this feature, the development of new 

switching circuits with many such channels will in-

crease their fault tolerance and is a topical problem.   

In this paper, we construct non-blocking self-

routing photon switches with ( – 1)-channel fault 

tolerance. It is provided by replacing the dual quasi-

complete digraph topology with the dual quasi-

complete graph one, in which the total number of 

channels can be exchanged for the number of different 

channels between users. This problem is solved using 

the method of internal parallelization.  

3. A NON-BLOCKING SELF-ROUTING SWITCH  

WITH THE QUASI-COMPLETE GRAPH TOPOLOGY 

Dual switches DSp, together with demultiplexers 

Dp and multiplexers Mp, can be used to construct a 

non-blocking self-routing switch with the quasi-

complete graph topology for N1 channels – the dual 

switch SQG(N1, p, ) – in which N1 = p(p – 1)/ + 1 

and  specifies the number of duplex channels be-

tween any two users through different switches DSp. 
The switch SQG(N, p, ) is isomorphic to such a 

mathematical object as an incomplete balanced sym-

For any p > 2, the same approach yields 

the non-blocking self-routing switch S2N2 

with N2 = p4
 channels and the digit period 

T2 = p. The switching complexity of the 

switch S2N2 is given by the recursive formu-

la S2 = N1S1 + pN1S1; the channel complexi-

ty, by the recursive formula 

L2 = N1L1 + pN1L1. The performance char-

acteristics of the switch S2N2 are presented 

in Table 2. 

Note that the switching and channel 

complexity of the switch S2N2 is significant- 

Table 2 

Performance characteristics of switches S2N2 

p N2 = p4 T2 = p S2 L2 

2 16 2 576 = N2
2.29

 224 = N2
1.95

 

3 81 3 7776 = N2
2.04

 2187 = N2
1.75

 

4 256 4 51 200 = N2
1.96

 11 264 = N2
1.68

 

5 625 5 225 000 = N2
1.91

 40 625 = N2
1.65

 

6 1296 6 762 048 = N2
1.89

 116 640 = N2
1.63

 

7 2401 7 2 151 296 = N2
1.87

 285 719 = N2
1.61

 

8 4096 8 5 308 416 = N2
1.86

 622 592 = N2
1.60

 
 

 

1 1 1 

2 2 2 

3 3 3 

4 4 4 

5 5 5 

6 6 6 

7 7 7 

8 8 8 

9 9 9 

10 10 10 

11 11 11 

12 12 12 

13 13 13 

14 14 14 

15 15 15 

16 16 16 
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metric block design B(N, p, ) [24]. It contains N 

blocks and N elements arranged so that each block 

contains exactly p different elements, each element 

appears in exactly p different blocks, and each pair of 

elements appears in exactly σ blocks. The block de-

sign B(N, p, ) sets the maximum value of N for given 

values of p and .  
In the switch representation, blocks are interpreted 

as switches DSp; elements, as users of degree p (with 

p duplex ports); the entry of an element into a block, 

as a connection of each switch DSp to each user 

through a duplex channel. In this case, a single-port 

user is connected to different switches DSp through a 

pair of demultiplexers Dp and multiplexers Mp. Figure 

3 shows the circuit of the switch SQG(7, 4, 2) with 

duplex channels and a combined pair of demultiplex-

ers Dp and multiplexers Mp in one duplex channel 

splitter (hub).  
 

 
 

Fig. 3. Non-blocking network based on switch SQG(7, 4, 2) with two 

different channels between any users.  

 

To construct a multichannel non-blocking network, 

we use the switch SQG(N, p, ) with dividing each 

duplex channel into two simplex ones: the input chan-

nel from the demultiplexers Dp and the output channel 

from the multiplexers Mp. Figure 4 shows the circuit 

of the switch SQG(7, 4, 2) in this format. The ( – 1)-

channel fault tolerance is understood as the presence 

of  different paths through different switches DSp 

between the input demultiplexers Dp and the output 

multiplexers Mp. 

In the general case of a more complex network 

based on the switch SQG(N, p, ), its ( – 1)-channel 

fault tolerance is interpreted as the presence of  dif-

ferent paths through different segments of the network 

between the input demultiplexers Dp and the output 

multiplexers Мp. 

Unfortunately, quasi-complete graphs do not exist 

for all values of the parameters p and ; for each pair 

    

 
 

Fig. 4. Non-blocking self-routing switch SQG(7, 4, 2) with two different 

paths between any input demultiplexers D4 and output multiplexers 

M4.  

 

of p and , they have to be constructed by enumera-

tion. Table 3 presents the values of N quasi-complete 

graphs for small values of these parameters. Empty 

cells indicate graphs not existing by definition. The 

dashes in the cells correspond to the graphs that cannot 

exist according to the theory. Finally, the crossed-out 

values denote the graphs that have not yet been con-

structed. 
Table 3  

Parameters of switch SQG(N, p, )  

 р 

 3 4 5 6 7 8 9 10 11 12 

1 7 11 21 31 – 57 73 91 111 133 

2 4 7 11 16 – – 37 – 56 – 

3 3 5  11 15  25 31 45  

 

The need to construct fault-tolerant networks re-

quires some effective filling of empty cells in Table 3. 

For this purpose, one-extended switches SQG(N*
, p, 

| + 1) were constructed in [25], in which a small 

part of the users are connected through ( + 1) differ-

D4 

 

D4 

 

D4 

 

D4 

 

D4 

 

D4 

 

D4 

DS4 

 

DS4 

 

DS4 

 

DS4 
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M4 

 

M4 

 

M4 

 

M4 

 

M4 

 

M4 

 

M4 



 

 
 

 

 
 

INFORMATION TECHNOLOGY IN CONTROL 
 

72 CONTROL SCIENCES   No. 4 ● 2021 

ent paths, and the rest through exactly  different 

paths. The numbers N and N*
 of nodes in the above-

mentioned block designs are given in Table 4. (The 

latter numbers are underlined.) 

The switches SQG(N1, p, ) have one layer of out-

put multiplexers Mp, V1 = (p + 1)N1 in total. 

 
Table 4 

Switch SQG(N, p, ) and one-extended block designs  

of switches SQG (N*, p, | + 1)   

 р 

 3 4 5 6 7 8 9 10 11 12 

1 7 11 21 31 39 57 73 91 95 133 

2 4 7 11 15 21 27 37 42 51 63 

3 3 5 7 11 15 19 23 29 36 43 

 

 
 

4. A NON-BLOCKING SELF-ROUTING TWO-STAGE  

FAULT-TOLERANT SWITCH 

We introduce the notion of p-partitions of packets 

transmitted through some cross-section of a network 

under a permutation. All packages are divided into 

groups of variable composition, each containing at 

most p packages. For a common permutation of pack-

ets, a 1-partition occurs at the input and output of the 

network. A transmission in which a 1-partition occurs 

at the network input and a p-partition on some cross-

section will be called a direct p-permutation. A trans-

mission in which a p-partition occurs at the network 

input and a 1-partition on a given cross-section will be 

called an inverse p-permutation. 

For the dual switch SQG(N1, p, ), this cross-

section is through the inputs of the output multiplexers 

and called the output cross-section. According to the 

property of the dual switch DSp, a p-partition occurs 

on the output cross-section of the dual switch 

SQG(N1, p, ) for any traffic. In particular, a direct p-

permutation occurs under any permutation in the dual 

switch SQG(N1, p, ). 

Lemma 1.  The dual switch SQG(N1, p, ) is 

non-blocking under any inverse p-permutation and 

preserves ( – 1)-channel fault-tolerance.  
P r o o f. The second assertion is based on the non-

blocking property of the switch SQG(N1, p, ) on an arbi-

trary 1-permutation and the fact that an inverse p-

permutation consists of sparse 1-permutations separated by 

different cycles. The number of different paths between any 

source and sink is preserved in each such permutation. ♦  

Multichannel fault-tolerant networks will be fur-

ther constructed on an example of the switches DS2 

and SQG(2, 2, 2) (the minimal switch with single-

channel fault-tolerance, see Fig. 5). First, a blocking 

two-stage four-channel N24 network with exchange 

links is constructed, as shown in Fig. 6. It turns out to 

be blocking due to possible conflicts in the multiplex-

ers M2 of the first stage, shaded in the figure. One-

channel fault tolerance is also violated on them. With 

two copies of the second stage and internal paralleliza-

tion, the network N24 is transformed into a non-

blocking self-routing switch S24 (Fig. 7).  

 

 

 
Fig. 5. Two-channel non-blocking switch SQG(2, 2, 2) with T2 = 2 and 

one-channel fault tolerance.  

 

 

 

 
Fig. 6. Two-stage network N24 with exchange links.  

 

 

 

 
Fig. 7. Four-channel non-blocking self-routing switch S24 with one-

channel fault tolerance.  
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This transformation is carried out by removing all 

multiplexers M2 from the first stage and dividing their 

input channels between two copies of the second 

stage. The cut multiplexers M2 combine the same-

named output channels of the copies of the second 

stage, forming the first dimension circuit. Sparse direct 

p-permutations with disjoint inputs-outputs occur at 

the inputs of its switches SQG(2, 2, 2). By Lemma 1, 

they are implemented without conflict. In addition, 

any two paths on the first stage are divided between 

the two copies of the second stage, which preserves 

one-channel fault tolerance. 

As a result, the switch S24 is non-blocking with 

static self-routing. It has one-channel fault tolerance: 

all paths between the input demultiplexers D2 and the 

output multiplexers M2 pass through different copies 

of the second stage of the network N24 in the first di-

mension circuit since p =  = 2.  

In the general case (p > 2 and  = 2), the switches 

DSp and SQG(N1, p, 2) are used. The minimal non-

trivial dual graph of the switch SQG(N1, p, 2) is the 

dual switch SQG(4, 3, 2); see Fig. 8.  

 

 

 
Fig. 8. Non-blocking self-routing dual switch SQG(4, 3, 2) with one-

channel fault tolerance. 

 

The two-stage network N2N2 with exchange links 

and N2 = N1
2
 is constructed by analogy. Then it is 

transformed into a non-blocking self-routing switch 

S2N2 using internal parallelization over p copies of the 

second stage, which form the first dimension circuit. 

The switch S2N2 is one-channel fault-tolerant: it has p 

paths in the first dimension circuit, and p  2. For p = 

3, the switch S216 is shown in Fig. 9. 

 The switching complexity of a dual p  p switch 

has the formula S0 = 2p2
. Then the switching complex-

ity of the switch SQG(N1, p, ) is given by 

S1 = N1S0 + 2pN1; its channel complexity, by 

L1 = 2pN1. 

The switch S2N2 uses all the multiplexers of the 

switches SQG(N1, p, ) without adding new ones, and 

their  input  and  output  channels are redirected only. 

 

 

Fig. 9. Non-blocking self-routing switch S216 with one-channel fault 

tolerance. 

 

Hence, we conclude that by construction, the switch 

S2N2 has the switching complexity S2 = N1S1 + pN1S1 

and the channel complexity L2 = N1L1 + pN1L1. The 

performance characteristics of the switch S2N2 for dif-

ferent  are presented in Tables 5 and 6. 

We compare the complexities of the switch S2N2 

with one-channel fault tolerance and a switch with the 

complete graph topology and duplicated channels, 

e.g., for p = 4 (N2 = 49). The latter switch has the 

switching complexity S2 = N2
2.35

 and the channel com-

plexity L2 = N2
2.17

. Obviously, their switching com-

plexities are commensurable, but the channel com-

plexity of the switch S2N2 is significantly smaller. In 

addition, the digit period of the switch with the com-

plete graph topology is four times smaller. However, it 

seems too early to finalize the conclusions.  

Generally, the first dimension circuit is defined as 

follows: p copies of the second stage of the network 

N2N2, with the inputs of the cut multiplexers Mp con-

nected to them and the outputs combined by these 

multiplexers Mp, form the first dimension circuit. 
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Table 5 
 

Performance characteristics of switches S2N2  

with one-channel fault tolerance  

 

p N1 N2 = N1
2 T2 = p S2 L2 

2 2 4 2 144 = N2
3.58 

56= N2
2.9

 

3 4 16 3 1536 = N2
2.65 

432 = N2
2.19

 

4 7 49 4 9800 = N2
2.37

 2156 = N2
1.97

 

5 11 121 5 43 560 = N2
2.23

 7865 = N2
1.87

 

6 15 225 6 132 300 = N2
2.18

 20 250 = N2
1.84

 

7 21 441 7 395 136 = N2
2.12

 52 479 = N2
1.79

 

8 27 729 8 944 784 = N2
2.09

 110 808 = N2
1.77

 
 

The switch S2N2 contains only 

one circuit of the first dimension, 

whose outputs are the outputs of the 

switch itself. 

To provide two-channel fault 

tolerance, we use graphs of 

SQG(N1, p, 3). The minimal graph of 

SQG(N1, p, 3) is SQG(3, 3, 3), and 

the minimal nontrivial graph is 

SQG(5, 4, 3); see Fig. 10.  

In the general case (p  3 and 

 = 3, see Table 4), the network N2N2 

with N2 = N1
2
 is constructed by anal-

ogy. Then, as described above, it is 

transformed into a non-blocking self-

routing switch S2N2 using internal 

parallelization with p copies of the 

second stage. The switch S2N2 has 

two-channel fault tolerance.  

 
Table 6 

 

Performance characteristics of switches S2N2  

with two-channel fault tolerance  

 

p N1 N2 = N1
2 T2 = p

 S2 L2 

3 3 9 3 864 = N2
3.08

 243 = N2
2.50

 

4 5 25 4 5000 = N2
2.65

 1100 = N2
2.18

 

5 7 49 5 17 640 = N2
2.52

 3185 = N2
2.07

 

6 11 121 6 71 148 = N2
2.31

 10 890 = N2
1.94

 

7 15 225 7 201 600 = N2
2.26

 26 775 = N2
1.88

 

8 19 361 8 467 856 = N2
2.22

 54 872 = N2
1.85

 
 

We compare the complexities of 

the switch S2N2 with two-channel 

fault tolerance and a switch with the 

complete graph topology and tripled 

channels, e.g., for p = 4 (N2 = 25). 

The latter switch has the switching 

complexity S2 = N2
2.55

 and the channel 

complexity L2 = N2
2.34

. Obviously, 

their switching complexities are 

commensurable, but the channel 

complexity of the switch S2N2 is sig-

nificantly smaller. In addition, the 

digit period of the switch with the 

complete graph topology is four times 

smaller. 

We draw a given cross-section in 

the switch S2N2 after the dual switch-

es SQG(N1, p, ), i.e., at the input of  
 

 

 
Fig. 10. Non-blocking self-routing dual switch SQG(5, 4, 3) with two-

channel fault tolerance. 

 

the output multiplexers layers. Then the following 

lemma holds for any values p and .  

Lemma 2. The dual switch S2N2 has a direct p-

permutation on the indicated cross-section. It is a non-

blocking switch with static routing on any reverse p-

permutation for any p and has ( – 1)-channel fault 

tolerance. 
P r o o f. The first assertion is based on using the dual 

switch SQG(N1, p, ) and Lemma 1 for it. The second as-

sertion is based on the non-blocking property of the switch 

SQG(N1, p, ) and the fact that an inverse p-permutation 

consists of sparse 1-permutations separated by different 

cycles. The union of the sparse alternative permutations 

through the cut multiplexers Mp generates no conflicts. 

The property of ( – 1)-channel fault tolerance follows 

from the fact that all paths between the input demultiplexers 
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Dp and the output multiplexers Mp pass through p copies of 

the second stage of the network N2N2 in the first dimension 

and p  . On the other hand, only  different paths come 

from any source in the original dual switch SQG(N1, p, ), 

and their failure will break the network connectivity. ♦ 

CONCLUSIONS 

This paper has proposed a method for constructing 

a new type of non-blocking self-routing photon net-

works in the form of a two-stage switch with ( – 1)-

channel fault tolerance. The new switch differs from 

those proposed in the authors’ previous works by a 

new property called channel fault tolerance. This 

property has been achieved by replacing the basic dual 

switch with the quasi-complete digraph topology from 

[5] with a dual switch with the quasi-complete graph 

topology. Due to such a replacement, two or three 

communication channels are physically implemented 

between each “input–output” pair, in contrast to one 

channel in the original photon switches [1–4]. Each 

additional channel can be used in the event of a failure 

of the main channel. With the increase in the fault tol-

erance of photon switches, their channel and switching 

complexities have grown expectedly. This paper has 

presented expressions for calculating both perfor-

mance characteristics depending on the number of 

channels.  

In addition, the proposed designs of fault-tolerant 

two-stage switches are poorly scaled by external invar-

iant parallelization with additional multiplexers and 

demultiplexers [5], which was used in [4] to scale a 

two-stage switch without channel fault tolerance based 

on the quasi-complete digraph topology. For example, 

the switch S216 with one-channel fault tolerance (Fig. 

12) can be extended using multiplexers M3 and de-

multiplexers D3 only up to the switch S220 and, using 

the repeated extension, to the switch S225. 

Therefore, the following problem arises to improve 

photon networks of large dimensions: construct a non-

blocking self-routing fault-tolerant multistage switch 

of high scalability. This problem can be solved by ex-

tending such a switch into four-stage and eight-stage 

non-blocking switches based on the development and 

application of a generalized internal parallelization 

method. 

Note that the exponential switching complexity can 

be significantly reduced by increasing the number of 

network stages and using a generalized internal paral-

lelization method for each stage. This approach to 

scaling fault-tolerant photon switches is a continuation 

of this study and will be considered separately.  
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