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Abstract. Redundancy management of a technical system involves a monitoring procedure (con-

trol of the current state of its components) to reconfigure the system and improve the performance 

and autonomy of its application. This paper initiates a four-part survey of the state-of-the-art 

monitoring methods for redundancy management. Part I is mainly devoted to the analysis of vot-

ing schemes, fidelity rules, control codes, and program control, representing the most widespread 

monitoring methods in modern technical systems and built-in control. In addition, we examine 

long-known, albeit less common, monitoring methods: diagnosis with partition into classes and 

diagnosis based on algebraic invariants. 
 

Keywords: technical condition monitoring, redundancy management, diagnosis, built-in control, control 

codes, partition into classes, algebraic invariants. 
 

 

 

INTRODUCTION 

The increased capabilities of information and 

mathematical support of control processes in complex 

dynamic systems and equipment complexes enable a 

fundamentally new approach to meeting the ever-

tightening requirements for their fault tolerance, par-

ticularly based on manageable redundancy [1, 2]. One 

task of redundancy management in advanced systems 

is to perform a monitoring procedure, i.e., track cur-

rent changes [3] in the operational readiness of the 

components of such systems [4, 5] in order to recon-

figure them whenever necessary. 

Technical condition monitoring consists in observ-

ing the state of a given object during an interval of its 

life cycle (e.g., an aircraft flight). This process is based 

on a certain hierarchy of methods for determining the 

technical condition of an object, i.e., technical diagno-

sis [6]. According to [7], monitoring is an integral part 

of maintenance. 

Technical diagnosis is usually a discrete sequence 

of technical diagnoses (diagnostic results bound to 

certain time instants) [6]. 

Diagnosing the technical condition of technical 

systems is a very complex problem requiring a wide 

range of algorithmic solutions. From an engineering 

point of view, the content of control (diagnosis) of 

systems is to detect (find) faults by available features.  

Concerning the prospects of this R&D direction, 

the strongest results in the field of monitoring should 

be expected from a system approach
1
, primarily based 

on the triunity of the following key directions: 1) reli-

ability and operability, 2) rationality (limitation of re-

sources used, essential, e.g., for self-checking circuits 

[8]), and 3) the reasonable depth (“granularity”) of the 

                                                           
1 This idea was suggested by one of the paper’s reviewers, and we 

express sincere gratitude for it. However, the scientific substantia-

tion and revelation of the corresponding considerations is the sub-

ject of a separate publication. 

mailto:v_bukov@mail.ru
mailto:bronnikov_a_m@mail.ru
mailto:saga30@yandex.ru
mailto:shurman@niiao.ru
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system design, optimizing the balance of large- and 

small-fragment partitions into system components.  

The figure shows the classification of currently 

used and being developed diagnosis methods for dy-

namic systems, with keywords characterizing them 

rather than their conventional names. On the one hand, 

test and functional control have much in common in 

the methods and procedures used and, on the other, 

they possess some peculiarities not discussed in the 

survey. 

Below we summarize the main approaches to di-

agnosing the faults of components of aircraft on-board 

equipment complexes (OECs). This survey does not 

claim to be exhaustive. We endeavor to treat the sub-

ject systematically and illustrate the capabilities and 

typical limitations of common approaches as well as 

their development trends. The presentation evolves 

from the simplest (obvious) methods to more and 

more complex ones, requiring the developer’s 
knowledge of special mathematical apparatus.  

1. MONITORING BASED ON BUILT-IN CONTROL 

Built-in control (BiC) [9, 10] is among the most 

widespread modern solutions for ensuring the required 

fault tolerance of various technical systems. In sys-

tems of increased danger (particularly aircraft OECs), 

built-in control is implemented for all components 

(systems, subsystems, assemblies, modules, and even 

microcircuits). 

BiC is a set of hardware or software components, 

introduced into systems, their parts, or functional as-

semblies (FAs). As a rule, they do not participate in 

the work of functional modules (FMs) of the system or 

its FAs on purpose but collect and summarize various 

data that objectively reflect the operability of these 

modules in the developer’s opinion. Looking forward, 

BiC can be based on various monitoring methods and 

their combinations, covered in all four parts of the 

survey. Here we consider only the most widespread 

approaches, which are widely implemented in modern 

BiC. 

There are two different organizational approaches 

to the operation of BiC: test control and functional 

control. 

 

1.1. Test Control 

In test control [11, 12], assemblies, devices, and 

the entire system are checked using special equipment, 

namely, generators of test (input) impacts and analyz-

ers of output responses. Due to the need for additional  

 

 

 
Fig. Diagnosis methods for dynamic systems: a classification.  
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equipment and the complexity of combining with 

normal operation, test methods are applied only when 

the controlled object is not used for its intended pur-

pose. 

In onboard conditions, testing is performed using 

specialized BiC tests in a background mode during 

special intervals (slots) allocated by the real-time op-

erating system. The content of BiC tests is the compar-

ison of the results of addressing (writing and reading) 

software-accessible resources of the computing unit, 

including specially organized control channels. 

Testing with simulation of standard impacts is per-

formed by a special generator of tests, and the output 

responses are compared with the reference ones using 

an analyzer. 

Probabilistic testing involves a test generator of 

pseudorandom impacts and statistical processing of 

the output data; the results are compared with the ref-

erence ones obtained beforehand.  

Testing with switch counting includes generating a 

sequence of test sets of signals at the circuit’s input 

and calculating the number of switches at its output; 

the result is compared with the reference.  

In signature testing, the controlled object is stimu-

lated using a generator of pseudorandom impacts, and 

the output responses are compressed through a signa-

ture analyzer; the resulting signatures are compared 

with the reference signatures. 

 

1.2. Functional Control 

Functional control is performed during the intend-

ed-purpose operation of the controlled object and is 

generally implemented based on two main principles: 

voting schemes and fidelity rules. 

The principal peculiarity of comparison (voting) 

schemes is the simultaneous use of several technical 

devices (subsystems, assemblies, or modules) identical 

in purpose and implementation. The diagnosis system 

is reduced to the means of comparing the data of these 

systems and selecting a preference by a given rule of 

comparing their outputs. Here, a common solution is 

the so-called quorum elements (QEs), which identify 

faulty modules by processing the voting results of sev-

eral connected FMs. The operability of an FM is 

judged by a significant deviation of its output from 

those of same-type modules (the largest deviation or 

that exceeding a given threshold) [13–15]. 

The main peculiarities of the quorum-based meth-

od include: 

– the assumption that the technical state of an FM 

remains unchanged within a cycle; 

– the assumption that a QE is operable (never 

fails)
2
; 

– applicability to three or more FMs (in the case of 

two FMs, a pair of FMs becomes the controlled object, 

not each FM separately); 

– the assumption that within the voting rules 

(equal, weighted, with discriminations, etc.), the oper-

able FMs within each cycle dominate the faulty ones 

and the latter can be disconnected; 

– a common data flow for all FMs. 

A peculiar form of comparison is widely imple-

mented in the so-called self-checking systems [8]: a 

set of same-type modules subjected to identical input 

actions is divided into pairs, and the outputs within 

each pair are compared with each other. A pair with 

matching outputs is considered to be operable; other-

wise, both modules of the pair are considered to be 

inoperable. 

The principal peculiarity of systems using fidelity 

rules (FRs) is the presence of a single diagnosed de-

vice. Depending on particular conditions and solu-

tions, such rules can be as follows: comparing with 

reference (electronic) models, detecting violations of 

given time and (or) parametric intervals (control by 

parameter tolerance [13]), checking logical and other 

relations, calculating different-order invariants, etc. 

The main peculiarities of the method of FRs in-

clude the following: 

– Within each cycle, the operability of an FM does 

not change. 

– By assumption, an element implementing FRs is 

operable. (If there is a reference model, it is operable.) 

– This method is applicable to any number of 

FMs. 

– By assumption, the input and output data contain 

sufficient information. 

– Each FM has a separate data flow. 

The recent direction [16] stands somewhat apart. It 

can be called FM monitoring based on operational da-

ta with recording of application conditions. By as-

sumption, a special element (chip) is structurally and 

functionally connected directly to an FM to gather and 

accumulate data on the conditions of its use and stor-

age. Such a chip stores different parameters (FM data) 

and sends them to the monitoring module, in particu-

lar: 

– passport information, 

– test results at different stages of the life cycle, 

                                                           
2 The matter concerns a conceptual solution; however, multilevel 

majorization schemes are known that shift this constraint to higher 

levels of comparison of the results. 
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– statistics of operation indicators and characteris-

tics (estimates of the achieved accuracy, remaining 

life, energy indicators, etc.), 

– statistics of external impacts during intended use, 

storage, and routine maintenance. 

The monitoring module is responsible for analyz-

ing the incoming data and judging FM operability 

based on the analysis results. 
 

1.3. Advantages and Conditions of Using Built-in Control 

Thus, we summarize the common peculiarities 

(limitations) of BiC with different degrees of occur-

rence: 

– weak
3
 assumptions about the unchanged opera-

bility of the controlled devices within the monitoring 

cycle; 

– strong
4
 assumptions about the operability of con-

trol systems or their major devices; 

– the requirement for a minimum admissible or 

large number of FMs (in the case of quorum or majori-

ty control); 

– the requirement that operable FMs dominate in-

operable FMs; 

– the fast disconnection of faulty FMs; 

– the sufficient informativeness requirement for all 

processes in FMs.
5
 

The main advantage of using BiC (in the current 

form) to monitor the components of a redundant OEC 

is the well-established technologies of their creation 

and application in practice. 

2. USE OF CONTROL CODES 

A specific direction of built-in control of digital 

devices is the use of control codes to detect and cor-

rect errors in digital data [11, 17–23]. 

Block codes are most widespread: a symbolic se-

quence at the source output is divided into blocks 

(codewords, or code combinations) containing the 

same number of symbols. Any code can detect and 

correct errors (is noise-resistant) if some of its code-

words are not used for information transmission [24]. 

In other words, a noise-resistant code must be redun-

dant. Nevertheless, two types of noise-resistant codes 

are distinguished: codes with error detection and codes 

with error correction (correcting codes).  

Error detection consists in identifying the trans-

formation of the received or read (allowed) codeword 

                                                           
3
 This assumption is not crucial in practice. 

4
 This assumption significantly narrows the applicability of the 

approach. 
5 The need for this requirement will be illustrated in part III of the 
survey. 

into the so-called forbidden one. Note that the errors 

related to its transformation into another authorized 

codeword are not detected. 

Error correction is a more complex operation: all 

forbidden codewords are divided into disjoint subsets, 

and each subset is assigned to one of the allowed 

codewords. Thus, the belonging of the resulting for-

bidden codeword to a subset is interpreted as the cor-

responding allowed codeword. If the resulting forbid-

den codeword belongs to neither of the subsets, the 

error will be detected but not corrected. 

The error detection and correction properties of 

codes are characterized by the detection ( detK ) and 

correction ( corK ) coefficients, det corK K , which 

have a probabilistic nature.  

Detecting codes include, e.g., the following com-

mon codes. 

A forbidden combination check code detects com-

binations of bit values in a codeword that are declared 

invalid (e.g., accessing a non-existent address). 

A parity check code can be treated as a special case 

of a forbidden combination check code. It is formed 

by adding one non-informative bit to the information 

bits storing a codeword (mod2 convolution, supple-

menting the number of units in a code to oddness, 

checked at each exchange between registers). A parity 

check code is simple in technical realization and de-

tects errors of odd multiplicity. 

Iterative codes belong to the class of product codes 

and can be written as rectangular matrices or tables 

(can be built from matrices of higher dimensions). The 

information symbols recorded by rows and columns 

can be encoded by a noise-resistant code of the same 

or different types.  

In a particular case, iterative codes are an evolution 

of parity check codes: they are used for the separate 

parity checking of rows, columns, and other structures 

of stored and transmitted data arrays. Such codes are 

characterized by simplicity and efficiency in detecting 

multiple errors. As an illustration, we present the con-

trol principle of a two-dimensional matrix array with 

parity checking by rows, columns, and the principal 

diagonal [22]: 

1
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Correlational codes involve an additional control 

bit introduced for each information bit of a word so 

that the entry “01” corresponds to the initial infor-

mation value “0” and the entry “10” to the value “1.” 

In this case, the codes “00” and “11” are signs of data 

distortion. 

DS-coding [23] is a kind of using correlation 

codes. It is implemented via two parallel channels of 

sequential code transmission. If there is a bit value 

change from 0 to 1 or from 1 to 0 in the main channel 

D, no bit value change will occur in the control chan-

nel S. And vice versa, if there is no bit value change in 

the channel D, the bit value will change from 0 to 1 or 

from 1 to 0 in the channel S. The receiver controls the 

absence of either a simultaneous change or constancy 

of bit values in both channels. If this condition is vio-

lated, a data transmission error will be detected. This 

type of coding is characterized by a minimum error 

detection delay (one stroke). 

A simple repetition code involves the repeated 

transmission of codewords. If they coincide, then the 

absence of an error is confirmed; otherwise, errors are 

detected. 

An inverse code is a modification of a simple repe-

tition code: in the case of an odd number of units in a 

source word, its inversion is added to it. The inverse 

code is received in two stages. In the first stage, the 

units in the base word are summed. If the number of 

units is even, the control bits will be received without 

change; if odd, the control bits will be inverted. In the 

second stage, the control and information bits are 

summed modulo 2. The zero sum indicates the ab-

sence of errors. If the sum is non-zero, the received 

word will be rejected. 

Balanced codes are the simplest block codes in 

which allowed words contain a fixed number of units. 

They are used mainly for data transmission via com-

munication channels.  

Cascade coding. The advantages of different cod-

ing methods can be combined by applying cascade 

coding. In this case, information is first encoded with 

one code and then with another, resulting in a product 

code. 

Correcting codes include, but are not limited to, the 

following. 

A Hamming code is one of the most widely known 

classes of linear codes [17, 20, 24, 25]. In this code, 

the bits with numbers representing the degree of two 

are control bits, and the rest are information bits. As a 

rule, the maximum possible number of information 

bits is determined based on the number of control bits. 

There are no Hamming codes with one control bit; a 

Hamming code with two control bits contains one in-

formation bit, etc. The result is achieved by repeatedly 

checking the received combination for parity. Each 

check must cover part of the information bits and one 

of the redundant bits. When transmitting data (writing 

data to memory), the values of the control bits are 

formed and written; when receiving (reading) these 

data, the control bits are again formed and compared 

with the original ones. If all the newly calculated con-

trol bits coincide with the received ones, then the mes-

sage contains no errors; otherwise, an error is detected 

and, if possible, this error is corrected. 

In convolutional codes [26], control bits are 

formed based on several information words and de-

coding is performed based on several codewords. The 

principle of convolutional codes can be compared with 

error correction by sense. Convolutional codes are also 

called lattice or trefoil codes. 

In cyclic codes [17–19], a cyclic permutation of 

any codeword containing both information and control 

bits results in a word belonging to the same cyclic 

code. The formalism of operations over polynomials is 

used to construct cyclic codes: polynomials corre-

sponding to the received codewords must divide by 

their generator without a remainder. The presence of a 

remainder indicates an error. If the number of errors 

does not exceed the calculated value, then the remain-

der depends on the configuration of errors and can be 

used for their correction. Cyclic codes allow simplify-

ing the circuit implementation of encoding and decod-

ing devices by using shift registers. 

3. PROGRAM METHODS TO CONTROL ALGORITHM 

EXECUTION 

The advantages of software tools include versatili-

ty, flexibility, and relatively low cost. At the same 

time, they require specific software packages for im-

plementation. 

The multiple counting method assumes that the 

control task is solved two or more times. In the sim-

plest case, the coinciding results are a sign of the cor-

rect solution. A deeper approach may involve various 

algorithms to process the results, including voting 

schemes (majorized estimates). Additional memory 

and counting time are required. 

Control by the truncated algorithm is intended to 

reduce the cost of multiple counting. It applies to the 

cases when the task has a simplified (reduced) algo-

rithmic variant, and therefore a less accurate but sub-

stantially similar result can be formed. Such a variant 

may not satisfy the customer as the solution of the 

original task, but it is acceptable for assessing the cor-

rectness of the full algorithm. 
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The limit value check method.
6
 It can be used in 

problems with a priori estimation of admissible ranges 

of the solution. Often such ranges are determined for 

separate checkpoints (places in the action sequence of 

an algorithm). This method can be treated as a variant 

of the truncated algorithm when it is applied to calcu-

late the bounds of possible solutions.  

The substitution method. If the algorithm to be 

checked solves mathematical equations, then tradi-

tionally an effective check is to substitute the resulting 

solution into the original equations. An admissibly 

small residual (the difference between the left- and 

right-hand sides) of the equations allows judging the 

correct solution. Unlike multiple counting, substitution 

reveals systematic (programming) errors. In addition, 

substitution is usually less labor-intensive than multi-

ple counting. 

The back-counting method. In some tasks, it is pos-

sible to determine the initial data by the result ob-

tained, and the correctness of counting can be checked 

accordingly. The corresponding costs can sometimes 

be smaller than those of direct counting.  

Checking by additional relations. In this method, it 

is possible to introduce relations between various pa-

rameters of the main problem, described by exact or 

statistical formulas. Generally speaking, it is a simpli-

fied version of the analytical methods: the method of 

invariants and the method of redundant variables (see 

part II of the survey). 

The checksum method consists in summing up all 

words of an array (commands, data) and then saving 

the sum in a definite part of the array. In the interest of 

control, repeated summation and comparison with the 

checksum saved are performed. It is applied mainly 

when transferring data and uploading/downloading 

programs. 

The record counting method is to calculate and 

memorize the records being executed, i.e., the datasets 

precisely defined. Later, when handling the data, the 

counting is repeated and the result is compared with 

the original one. This method detects losses or omis-

sions in data processing. 

Marker pulse control allows tracking the passage 

of certain positions by a computational process or the 

completion of counting. The generation of appropriate 

time points (markers) must be provided in the algo-

rithm being implemented. In case of violating the pre-

scribed marker sequence or exceeding the waiting 

time, the counting is interrupted and a decision on fur-

ther actions is made (recalculation, use of reserve vari-

ants, or task stop). 

                                                           
6 A kind of parameter tolerance control [12]. 

A specific case of the marker pulse method is the 

multiple (three to five times) sending of a data re-

trieval request. An error is fixed under no response to 

all the requests sent. In case of receiving a response to 

any request, the data transfer
7
 process is considered to 

be fault-free. 

Control of the execution sequence of commands 

and program modules is carried out by dividing pro-

grams into sections. Then one of the following meth-

ods is applied:  

 For each section, the convolution is calculated 

(by counting the number of operators, by signature 

analysis, by using codes) and then compared with the 

pre-calculated value.  

 Each section is assigned a certain codeword (sec-

tion key), which is written to the selected RAM cell 

before the section execution starts and is checked at 

the end of this section. The nodes of branching pro-

grams are checked using keys and cyclic sections are 

checked by the number of cycle repetitions. 

Unlike these heuristic methods, the diagnosis 

methods described below proceed from a relatively 

deeper mathematical analysis of the system diagnosed. 

4. DIAGNOSIS WITH PARTITION INTO CLASSES 

The mathematical formulation of the control prob-

lem was given in [27], where faults were searched in 

an electrical circuit. The main element of this formula-

tion is a rectangular table of faults containing S feature 

rows and D state columns. Consider a fixed subset DR  

of columns. If DR  is a partition of the set of state-

columns into classes
8
, then formally the problem is to 

determine a partition SR  on the set of feature rows to 

obtain a bijective mapping  

D SR R .                               (1) 

Condition (1) is intuitively clear: on elements from 

the set D as a test, one constructs at least one element 

from DR  and assigns to it, by the if-and-only-if impli-

cation, an element from SR . 

Various modifications of this approach have be-

come widespread [28]. 

The methods of this approach involve the model of 

a diagnosed object described by the table of fault func-

tions i
jR  (see the general form below). Here, D de-

notes the set of technical states of the object; 0d D  

                                                           
7 Data fidelity is controlled separately. 

8 By definition, classes are either disjoint or completely coincident. 
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is its fault-free (operable) state; id D , 1,i n , are 

faulty (inoperable) states. Each inoperable state corre-

sponds to a certain fault (failure, defect) is S  and 

conversely. 

 

Fault functions 

R 
D 

0d   id   nd  

S 

1s  0
1R  ... 1

i
R  ... 1

n
R  

 ... ... ... ... ... 

js  0
jR  ... 

i
jR  ... 

n
jR  

 ... ... ... ... ... 

ks  0
kR  ... i

kR  ... n
kR  

 

In this table, S is the set of features js S , 1, ;j k  

i
jR  is a fault function compactly written by the formu-

la 

( )i i
j jR s  .                            (2) 

It represents the system behavior in an analytical, 

graphical, tabular, or other form. A more detailed de-

scription includes input and output signals, lists of el-

ementary checks, and initial conditions (for dynamic 

objects) [28]. 

The general formula (2) can be further specified in 

the light of achieving the desired depth of diagnosis. 

Often the explicit formula (2) is adopted only for the 

fault-free state 0
jR , and the faulty states are described 

with respect to this state.  

By assumption, all faults possess detectability and 

distinguishability: all faults can be unambiguously 

identified and separated from other faults via some set 

  of elementary checks. In this case, by a simple 

enumeration of elementary checks k  , one can 

partition the fault table into disjoint subsets D , 

υ =1, λ : 

1

,D D





  ,D D      .            (3) 

Fault tables are used to build both diagnostic algo-

rithms and a physical model of the object that imple-

ments diagnostic schemes. 

For the same table of fault functions and a given 

partition of the set D  into subsets D , it is generally 

possible to construct several complete non-redundant 

tests T   (sets of elementary checks ).  The con-

tent of many solutions of this approach is to minimize 

the number of elementary checks. Various tools are 

used for this purpose: dividing diagnosis tasks into 

direct and inverse (determining the technical state id  

via a given elementary check k  and determining the 

set of checks  k  that distinguish a given pair of 

faults md  and nd , respectively ), constructing fault 

trees, splitting inputs and outputs, etc. 

5. DIAGNOSIS BASED ON ALGEBRAIC INVARIANTS 

Control with calculating algebraic invariants [28] 

belongs to analytical methods due to using analytical 

information (mathematical description) about the op-

eration of the controlled object. It consists in checking 

some algebraic relations (control conditions) for the 

set of object’s output signals, supplemented (if neces-

sary) by one or more redundant signals. The invari-

ance of control conditions is that, in the absence of 

faults, they must hold for any input signals and at any 

time instant. 

The operation of a diagnostic device can be briefly 

described as follows. The device receives input U  and 

output Y  signals of the object under check. Based on 

these signals, auxiliary signals Z  are generated to sat-

isfy, together with the signals Y , an algebraic equa-

tion resolved with respect to the variable   (called the 

syndrome): 

( , ) 0.Y Z                             (4) 

The syndrome is invariant with respect to the vector of 

input signals U . If condition (4) is violated ( 0  ), 

then the occurrence of a fault is judged. In practice, 

due to the presence of admissible errors in measure-

ments and calculations, the control condition (4) holds 

approximately, and diagnosis is performed according 

to the inequality    , where   specifies the output 

signal tolerance for the diagnostic device. Objects pos-

sessing such algebraic invariants are called objects 

with natural redundancy. Examples are objects that 

must move along a certain (in particular, phase) trajec-

tory (on a sphere, in a plane, etc.) in a fault-free state. 

The advantage of such systems is the minimum neces-

sary a priori information about the object and addi-

tional diagnostic means. The majority of fault detec-

tion schemes have artificially created redundancy. 

Now we analyze the sensitivity of the syndrome 

(4) to faults. Let the syndrome be an m-dimensional 

vector  T1 m    , and let the possible faults 

of the object be formalized by an n -dimensional vec-
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tor  T1 nF f f . In this case, equation (4) is 

written as 

( , , ) 0Y Z F   .                       (5)  

Obviously, for the syndrome   to respond to a 

single fault 0if  , it suffices to satisfy the nonzero 

sensitivity condition 

: 0
j

i

j
f


 


, 

which is ensured by design solutions. In the case of a 

multiple fault (when several faults fi occur simultane-

ously), the additional condition 

1 1 1 1

1

0

      
   

   
         

/ /

/ /

n

m m n n

f f f

f f f

 

(no mutual compensation (5) for the effects of these 

faults) must be valid. Therefore, under m = n and the 

maximum rank of the Jacobi matrix, all simultaneous 

faults fi are detected. If the number m of the syndrome 

components Δj is smaller than the number n of faults fi, 

then the mutual compensation of these effects is pos-

sible and, consequently, they will be omitted. 

CONCLUSIONS 

A classification of diagnosis methods has been 

proposed, and the content and peculiarities of built-in 

control have been described. Engineering heuristic 

monitoring methods have been considered. Monitoring 

methods based on voting schemes, fidelity rules, con-

trol codes, functional control software, fault tables, 

and algebraic invariants have been briefly character-

ized. Part II of the survey will deal with diagnosis 

methods based on classical fault modeling of the diag-

nosed system. In part III, we will analyze diagnosis 

methods based on neural networks, fuzzy and structur-

al models, and models in the form of sets. Finally, part 

IV will be devoted to new approaches to technical di-

agnosis and combinations of different models and 

methods. 
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Abstract. Challenges and complex problems arising in the resource management of modern en-

terprises are considered. The existing resource planning models, methods, and tools for enterpris-

es are reviewed, and new requirements for adaptive multicriteria resource planning in real time 

are presented. The concept of autonomous artificial intelligence (AI) systems for adaptive re-

source planning based on multi-agent technologies is discussed. The evolution of the approach to 

solving complex resource management problems is described: from traditional optimization of a 

single objective function, ignoring the individual interests of participants, to game theory with 

their competition and cooperation. The approach to finding and maintaining a competitive equi-

librium (consensus) between participants is further developed via conflict identification and nego-

tiations for conflict resolution with mutual trade-offs. A basic model of a multi-agent demand-

supply network with a virtual market and a compensation method for reaching consensus for 

adaptive resource planning are presented. The functionality and architecture of intelligent adap-

tive resource planning systems are considered. The implementation results of AI solutions for 

industrial applications are provided, and the possibility of improving the effectiveness of resource 

usage by enterprises is shown. Finally, the lessons learned from the experience in R&D work and 

the prospects of this approach are discussed.  
 

Keywords: resource management, complexity, artificial intelligence, demand-supply networks, autonomous 

systems, adaptability, multi-agent technologies, self-organization, real-time economics. 
 

 

 

INTRODUCTION 

The growing complexity of elaborating and realiz-

ing optimal decisions in the modern economy is large-

ly explained by the sharp increase in the complexity of 

demand-supply dynamics, when various perturbing 

events become a norm rather than an exception [1], 

and the related need for quick adaptation of enterprises 

to the changing conditions of economic activity.  

At the same time, the growing complexity in en-

terprise management is, more and more, due to the 

increasing number and diversity of the objectives and 

characteristic properties of participants in coordinated 

decision-making processes with their individual pref-

erences and constraints, e.g., in complex international 

or national supply chains. Unforeseen events include 

large-scale ones (the appearance of new major cus-

tomers, partners, or competitors, the development of 

new products and technologies, or changes in product 

supply chains) and day-to-day events (such as equip-

ment failures and delays in operations).  

The usual response of company’s top managers to 

poorly predictable business events is to attract addi-

tional resources, e.g., hiring new managers and in-

creasing the stock of goods in warehouses and the size 

of warehouses. Within the traditional decision-making 

system, the response time to emerging events increas-

es, including the collective elaboration, coordination, 

adoption, and implementation of decisions. As a con-

sequence, the quality of customer service decreases, 

mailto:leonidovav@lebedev.ru
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downtimes in the use of resources grow, orders are 

lost, or costs rise; finally, there is a general reduction 

in the effectiveness and competitiveness of the busi-

ness [2].  

One reason for this situation is the application of 

traditional models, methods, and tools for resource 

planning and optimization with centralized multi-level 

hierarchical enterprise management and packet data 

processing. This approach complicates the proper con-

sideration of the individual characteristics, prefer-

ences, and constraints of the participants in enterprise 

management processes, important for the activities 

carried out; as a result, they are often ignored. 

The solution of this problem requires the develop-

ment of a new paradigm of creating maximally auton-

omous intelligent resource management systems that 

make decisions on the current management of enter-

prise resources instead of a human. This paradigm is 

oriented towards the emerging real-time network 

economy with a high level of management autonomy, 

which, in turn, requires the high adaptability of re-

source management in case of various unforeseen 

events [3]. 

Nowadays, it is becoming possible to solve this 

problem using artificial intelligence (AI) systems, 

which operate continuously and can autonomously 

(independently) make decisions for real-time resource 

allocation, planning, optimization, monitoring, and 

control of results, as well as adaptively rearrange the 

plans based on events.  

However, current research projects in the field of 

AI systems are still mainly focused only on autono-

mous robots and unmanned aerial and ground vehicles 

[4]. The ongoing projects in other areas of AI technol-

ogies include big and small data analysis, pattern 

recognition and machine vision, machine learning, etc. 

Strangely enough, AI technologies for resource man-

agement have not yet been included in this list, alt-

hough using AI for autonomous adaptive management 

to improve the efficiency of enterprises with increas-

ing order volumes and diversity of attracted resources 

is a very topical and significant problem. 

This paper presents theoretical foundations and 

practical results of solving complex adaptive resource 

management problems using AI systems based on the 

multi-agent technology. Compared to the traditional 

approaches, this technology allows creating self-

organizing schedules of orders and resources with 

higher openness and flexibility to changes.  

In Section 1, the reasons for the growing complexi-

ty and dynamics of modern production resource man-

agement are investigated. In Section 2, we briefly ana-

lyze the limitations of the existing methods and tools 

for resource planning and optimization, including clas-

sical and heuristic optimization methods and methods 

based on game theory. Section 3 considers the concept 

of an autonomous AI system for adaptive resource 

management based on the notion of a multi-agent de-

mand-supply network and a virtual market of program 

agents for orders, operations, resources, and products. 

As is shown, the solution of the complex resource 

management problem can be built by identifying and 

resolving conflicts through auction-like multi-iteration 

negotiations using the satisfaction, bonus, and penalty 

functions of agents and the compensation method in 

case of mutual trade-offs. Section 4 presents the func-

tionality and architecture of autonomous AI solutions 

for adaptive resource management. The implementa-

tion results of AI solutions for industrial applications 

are described in Section 5, particularly the possibility 

of improving the effectiveness of resource usage by 

enterprises. In Section 6, we discuss the lessons 

learned from the experience in R&D work on these 

solutions and their business benefits. The main out-

comes of the survey, as well as possible directions of 

future R&D work in the field of such resource man-

agement systems, are outlined in the Conclusions. 

1. THE COMPLEXITY OF MODERN RESOURCE 

MANAGEMENT 

Examples of modern resource management prob-

lems in enterprises are diverse and may include man-

aging a fleet of trucks, machine shop floors, supply 

chains, train movements, constellations of satellites 

and drones, and other applications.  

Several examples of such problems have already 

been considered previously by one of the authors; see 

[5]. The experience accumulated over the past time 

allows identifying their main features and formulating, 

more precisely, the requirements for the approaches 

applied.   

The following key complexity factors are typical 

of these problems: the large number of daily orders, 

multi-criteria resource management (maximizing ser-

vice quality, minimizing financial costs and delivery 

time, and maximizing profits), an individual approach 

to orders and resources and their multiple features 

(shared orders, reusable resources, renewable re-

sources, etc.), the interdependencies between the jobs 

to be done, the specifics of the resources applied, 

common or shared costs, flexible or fixed prices, etc. 

A main factor in the complexity of resource man-

agement is that, in practice, people face many conflict-

ing requirements dictated by many participants in the 

processes of doing business, from the strategic targets 

of an entire enterprise to the tactical targets of its de- 
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partments, as well as the operational targets of execu-

tors “on the ground”: truck drivers, workers, logisti-

cians, dispatchers, economists, and other employees. 

According to the common opinion of experienced dis-

patchers, a good schedule is a well-balanced schedule 

that considers the preferences and constraints of all 

participants in each particular situation. Thus, an AI 

system must generate schedules that, in each situation 

and at each particular time instant, reflect the balance 

of many conflicting interests, preferences, and con-

straints, which is extremely difficult and time-

consuming within traditional approaches to resource 

planning. 

Moreover, such schedules are often inhomogene-

ous, i.e., different fragments of the schedule differ de-

pending on the criteria relevant at a particular time 

instant, which may change with the arrival of new or-

ders and the occurrence of other events during the 

computation process. We emphasize that the achieved 

balance of interests always depends on the develop-

ment of the situation but refers to a particular time in-

stant. Therefore, at a next time instant, a coordinated 

“optimal” schedule may lose optimality and even be-

come unrealizable in principle. 

This “sliding optimization,” actually with harmo-

nizing the interests of all participants in each situation 

and in real time, requires interactive communication 

with decision-makers, who can add new events and, 

moreover, modify their preferences and constraints, 

approve or reject decisions, and make counter-offers.  

In this regard, adaptability should be treated as one 

of the most important functions of such solutions. It 

can be defined as the ability of an AI system to rear-

range the schedule partially, resolving internal con-

flicts by negotiations without stopping the system, and 

maneuver resources flexibly to achieve its goals under 

uncertainty due to the permanent occurrence of events 

changing the situation at a priori unpredictable time 

instants. 

2. RESOURCE MANAGEMENT: A REVIEW OF THE 

EXISTING METHODS AND TOOLS 

Traditional packet methods and tools for resource 

planning and optimization based on linear, dynamic, 

or constraint programming are well known [6, 7].  

However, most of these methods and tools are de-

signed for a problem statement where all orders and 

resources are known in advance and do not change in 

real time. Therefore, in the field of enterprise resource 

planning (ERP), classical package planners offered by 

SAP, Oracle, Manugistic, i2, ILOG, J-Log, and other 

companies still dominate the market; in practice, how-

ever, these packages tend to implement mainly ac-

counting functions due to the increasing problem di-

mension, and the built-in modules for resource alloca-

tion, planning, optimization, and communication with 

business participants are of limited application.  

To decrease the complexity of combinatorial 

search, methods with heuristic and metaheuristic rules 

are practiced to make acceptable decisions in a more 

reasonable time by reducing the solution search do-

main [8, 9]: 

– greedy local search algorithms based on heuristic 

rules of a subject matter; 

– AI methods based on neural networks and fuzzy 

logic; 

– metaheuristics: genetic algorithms and tabu 

search; 

– simulation, including simulated annealing, etc.; 

– stochastic methods such as the Monte Carlo 

method; 

– ant colony and particle swarm optimization algo-

rithms; 

– combinations of parallel heuristic optimization 

algorithms, etc. 

However, these methods also use packet pro-

cessing and do not provide the real-time adaptation of 

schedules as events occur. 

Direct analysis of the above solutions reveals the 

following problems: 

– There are no models, methods, and tools for 

adaptive resource management. 

– Under changes in problem specifications, it is 

necessary to revise the methods applied and attract 

experts to reprogram the system. 

– Available systems support centralized manage-

ment based on top-down commands, without consider-

ing the opinions and interests, preferences, and con-

straints of executors. 

– Due to the hierarchical rigidity of the systems, it 

is impossible to respond to events promptly and flexi-

bly, and the schedules are realigned only partially. 

– The systems are internally passive and operate in 

the packet mode only at the user’s request. 

– The systems are focused on data rather than cor-

porate subject-matter knowledge necessary for auto-

mated decision-making. 

– Business processes are excessively standardized 

and hence ignore the individual preferences and con-

straints of decision-makers. 

The high complexity and dynamics of the prob-

lems under consideration make traditional centralized 

hierarchically organized sequential methods and algo-

rithms of combinatorial search or heuristics inefficient 

when solving the problem of adaptive resource man-

agement (in terms of acceptable quality and time re-

quired). This factor restrains the implementation of the 

AI enterprise management systems in practice. 
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3. NEW MODELS AND METHODS FOR REACHING 

CONSENSUS IN ADAPTIVE RESOURCE MANAGEMENT 

Multi-agent technologies are a key trend in AI; for 
example, see the monographs [10, 11] and the papers 

[12, 13]. 
Recently, multi-agent technologies have been as-

sociated with AI agents and Large Language Models 
(LLM), but the basic property of multi-agent technol-

ogies is still the ability to create self-organizing sys-
tems where each element makes its own decisions. As 

a result, such systems are more open to change, flexi-
ble, and effective in various complex problems. 

In this regard, multi-agent technologies are a pos-
sible method for solving optimization problems [14]. 

In the last decade, new models and methods for the 

distributed solution of resource planning and optimiza-
tion problems have been developed on the basis of 

multi-agent technologies. The description of such 
models and references to the relevant literature can be 

found in the reviews [15–20].  
Note that the transition to multi-agent technology 

for adaptive locally optimal scheduling reflects a sig-
nificant change in the problem paradigm compared to 

the approach with standard packet optimization tech-
nologies, where the solution is constructed by a cen-

tralized sequential deterministic algorithm. In contrast, 
a schedule within the multi-agent approach is a dis-

tributed and dynamic object in which the scheduling 
problem is solved in a non-deterministic way with 

parallel and asynchronous computation processes 
evolving over a common data structure, mirroring the 

state of enterprise resources at any given time instant. 

In this case, each event initiates a transition process 
from one non-equilibrium state to another, which is 

realized by the partial adaptive rearrangement of the 
schedule of orders and resources; in other words, the 

revision of previously made decisions and the redistri-
bution of previously distributed orders by resources 

are allowed. 
Thus, the problem is to rearrange promptly the 

schedule in a finite time, which defines the character-
istics of the target space of system states achievable 

within a given period from a given initial state by the 
method under consideration. 

The idea of using models and methods based on 
agents’ self-organization in resource management 

looks very attractive for software developers. Many 
useful properties of such algorithms are well studied: 

they are intuitive, able to cover the individual criteria, 

preferences, and constraints of all participants, reliably 
correct, naturally parallelizable, deployable in distrib-

uted systems, (in many cases) stable to changes in the 
problem specification, etc. Of particular interest is the 

systematic comparison of the results of multi-agent 
and packet optimization approaches, presented, e.g., in 

[21, 22]. It is necessary for “marking” the effective-
ness of multi-agent algorithms depending on the char-

acteristic modes of the problem.  
In general, the architecture of multi-agent distrib-

uted optimization models is divided into two large 
classes: models with autonomous agents and models 

with additional participation of intermediary agents 
(mediators). A key element of multi-agent technology 

is a negotiation protocol that ensures that the process 
of reaching an agreement between program agents of 

demand (e.g., necessary actions) and supply (re-
sources) is initiated and evolves. In models with au-

tonomous agents, the latter act independently; in mod-
els with mediators, the limited control intervention of 

agents is possible.  

Most of the works use different versions of the 
Contract Net Protocol [23, 24], which regulates the 

process of submitting and analyzing requests. The dis-
cussion of such protocols and their comparative analy-

sis were presented in [25].      
The supply-demand balance protocol is imple-

mented using a market pricing mechanism that implies 
the existence of internal virtual money. Thus, multi-

agent models realize the concept of a virtual market 
(VM), where agents iteratively negotiate, concluding 

and revising contracts among themselves as well as 
exchanging jobs and money. Each agent begins the 

solution search with some initial set of jobs, possibly 
empty, and then enters into a process of negotiating 

new solutions. An important part of the solution search 
is the joint consideration of planning and scheduling. 

This issue was studied in the survey [16] and the pub-

lications cited therein. As a result, an optimal schedule 
is searched within the process of dynamic self-

organization in a network of agents; for models with 
autonomous agents, the ultimate goal of this process, 

from a general theoretical point of view, is to reach the 
state of competitive equilibrium (consensus) in which 

none of the agents will further improve the result for 
the entire system. As noted above, the key factor of 

quality is the finite time to obtain the solution and, as a 
consequence, the possible difference between the solu-

tion obtained in this time and the optimal one. 
The concept of a virtual market implemented in 

multi-agent models fits naturally into the general con-
cept of formulating optimization problems in terms of 

the virtual economy of interacting agents [26–28], par-
ticularly within game theory [29–32] 

For models with autonomous agents, game theory 

underlies the general analysis of possible outcomes of 
interaction among such agents, including the analysis 

of game-theoretic Nash equilibria in multi-agent sys-
tems (MASs) and algorithms for finding them. 
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For the scheduling problem, Nash equilibria were 

analyzed, in particular, in [19, 33, 34]. The main result 

is a formal proof that finding Nash equilibria in such 

problems is NP-hard. Note that the problems under 

consideration are not exceptional in this sense: except 

for a narrow group of special problems, the search for 

Nash equilibria in pure strategies belongs at least to 

the complexity class of PPAD (“Polynomial Parity 

Arguments on Directed graphs”) [11]. At the qualita-

tive level, this means that the time to construct a solu-

tion is exponential in the parameter(s) reflecting the 

system heterogeneity. Under a limited time for build-

ing a modified schedule, it may be impossible to find 

the corresponding Nash equilibrium.  

Clearly, the NP-hardness of game-theoretic equi-

libria emphasizes the significance of time constraints 

in scheduling. An important circumstance, potentially 

decisive for the classification of the corresponding 

modes, is the existence of a phase transition by the 

computational cost of solving NP-hard problems, in 

particular, scheduling problems [35, 36], that separates 

phases with easy- and hard-to-find solutions.  

As for game-theoretic equilibrium search algo-

rithms, the situation becomes even more complicated: 

no universal algorithms of this kind have been devel-

oped to date. For example, the existence of configura-

tions in which no solution can be found was demon-

strated [39] for one of the most natural and attractive 

equilibrium search algorithms based on auction theory 

[11, 37, 38]. As is also known, in some cases, com-

petitive multi-agent models yield no satisfactory solu-

tion, reaching a deadlock [40]. The deadlock reflects 

the insufficiency of a certain protocol used in competi-

tive MASs to resolve conflicts. In this regard, MASs 

with mediators [17, 18] are of significant interest. The 

general multi-agent architecture with mediators was 

described in [41]: in addition to the basic competitive 

layer of agents, it includes mediators that can be ad-

dressed by competitive agents to resolve conflicts. In 

contrast to autonomous agents, mediators have access 

to a significantly larger amount of information, allow-

ing for more precise planning of dynamic reschedul-

ing. According to the comparison of competitive and 

mediated architectures [42–44], the introduction of 

mediators can improve the indicators of solution quali-

ty. Various multi-agent models with mediators were 

considered in [40, 44–48]. 

An essential issue of MAS architecture design is 

the analysis of hierarchical and holonic architectures, 

which was discussed in [49–51]. 

From the theoretical point of view, in addition to 

the above interaction architectures, cooperative mod-

els are of significant interest, in which the interaction 

protocol of agents is described within cooperative 

game theory [11, 41, 44]. In particular, this interest is 

related to that, except for special cases, competitive 

equilibrium in game theory is inefficient in terms of 

overall solution quality. In the current context, this 

problem was reflected in the review [47].  

Since 1999, a similar software development ap-

proach for implementing multi-agent solutions of op-

timization problems was elaborated within the projects 

described in the monograph [5]. In particular, the at-

tractive properties of such algorithms were already 

manifested in the first multi-agent prototype of the 

system for a Volkswagen plant to supply and replace 

wooden parts for the interior design of luxury cars. 

The problem was that an expensive car ready for de-

livery often failed quality control due to deviations of 

the color or pattern of wooden interior parts from the 

standard. Such a car was driven to the parking lot, and 

it took a long time to find, deliver, and mount the new 

part (significant costs). Note that the SAP production 

system required 12 to 24 hours to resolve the problem; 

in practice, the plant’s department heads simply called 

each other and settled the issue through negotiations. It 

was necessary to develop a system that would quickly 

and adaptively rearrange the schedule using SAP data. 

The resulting MAS allowed solving the problem with-

in a few seconds (up to a minute).  

In the next period, the multi-agent technology was 

refined according to the concept of holonic systems: 

the basic agents of products, resources, and orders and 

the staff agent (or the agent of the entire system) were 

implemented within the PROSA reference architecture 

[48]. Further, the technology took the important step 

of detailing agents to the level of business-process 

agents and each individual job; also, the classes and 

roles of agents were introduced that form multi-agent 

demand-supply networks representing self-organizing 

schedules with proactivity and mutual compensations 

in conflict resolution. For the agents of DS networks, 

an adaptive decision-making method with compensa-

tions under the mutual trade-offs of orders and re-

sources in the virtual market based on satisfaction and 

bonus-penalty functions was proposed to provide elas-

tic decision-making when resolving conflicts and 

reaching a new consensus among such agents [52–54]. 

In the method developed, the agents of orders and 

resources, as well as those of jobs and products, first 

select the best conflict-free alternatives and then re-

solve conflicts until the system is balanced to a new 

consensus and none of the new alternatives can im-

prove the overall goal function of the system (e.g., 

profit). 

This process reflects the existing practices of expe-

rienced managers and dispatchers who generate com-

plex schedules by resolving conflicts and balancing 

the conflicting interests of all parties to the decision-

making process. 
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The formal problem statement and the description 

of the method were given in [55]. 

Recently, the interest in AI systems for enterprise 

management has increased significantly due to the 

massive adoption of electronic maps, ERP systems, 

and the Internet of Things, cell phones, and other de-

vices that translate business into a digital model re-

flecting the state of resources in real time [56–59]. 

Here, AI capabilities are mainly associated with pre-

diction, planning, and knowledge extraction during 

learning, in combination with classical resource plan-

ning and optimization and various heuristics. The 

problem of building a dynamic self-organizing sched-

ule with a prompt, flexible, and efficient rearrange-

ment based on real-time events has not been formulat-

ed so far. 

4. THE FUNCTIONALITY AND ARCHITECTURE                

OF THE SOLUTION 

The functionality of AI systems for adaptive re-

source management aims to support the full cycle of 

autonomous resource management, including: 

 collecting new events via sensors, external sys-

tems, and mobile devices; 

 distributing orders among resources by identify-

ing the most appropriate ones; 

 planning orders and resources, i.e., calculating 

the best possible sequence and determining the start 

and end time of a job (operation) to fulfill orders; 

 optimizing orders and resources (if time is avail-

able), i.e., continuously improving the goal functions 

of all agents involved in resource management; 

 predicting new events (new orders or failures) 

that will be handled as virtual events for the prelimi-

nary dynamic reservation of critical resources; 

 implementing online communication with users: 

approving system recommendations, changing prefer-

ences or making counter-offers, correcting facts, etc.; 

 monitoring and controlling plan fulfillment, i.e., 

comparing planned and factual results, identifying 

gaps, and initiating a re-planning event for top man-

agement; 

 adaptive re-planning in case of a growing gap 

between the plan and reality (e.g., if the user ignores 

recommendations and exceeds the time limits); 

 experience-based learning, i.e., clustering of 

events, comparing the planned and factual job comple-

tion times (e.g., for analyzing employee productivity); 

 real-time “what-if” simulation (multiple simula-

tion lines can be run in parallel with the main plan tra-

jectory to explore the future in real-time); 

 evolutionary restructuring of the business net-

work, i.e., generating suggestions to improve the 

quality and efficiency of operations (selecting a better 

storage space, etc.). 

The approach developed can be generalized to the 

concept of Smart Solution as an autonomous system 

for real-time intelligent resource management with the 

following types of users (Fig. 1) [60, 61]: 

 
 

 

 
Fig. 1. The concept of an autonomous intelligent resource management 

system. 

 
– customers, who specify necessary orders, coordi-

nate incoming offers, and further observe the step-by-
step fulfillment of their orders; 

– dispatchers, who specify planning criteria and 
approve system-built plans, correct results, and settle 

the remaining issues; 
– executors, who receive shift targets and mark up 

their fulfillment (when necessary) and introduce un-
foreseen events causing the adaptive change of plans. 

– administrators, who generate logins and pass-
words for user authorization, manage system data-

bases, etc. 
The main types of Smart Solution users and their 

capabilities may vary depending on the application, 

but the above basic functionality remains the same for 
different modifications. 

The Smart Solution architecture has the following 
main components (Fig. 2): 

– web systems of users, which are intended to sup-
port the business processes of user work; 

– an ontology-driven knowledge base, which con-
tains formalized knowledge (classes of concepts and 

relations) to support real-time decision-making; 
– an onto-MAS, which is an ontologically custom-

izable MAS for real-time resource management 
– integration, which consists of integration mod-

ules with traditional accounting systems (1C, etc.). 
The decisions made (in the form of current plans, 

instructions, or commands) are transmitted to the cell 
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Fig. 2. The main components of the autonomous intelligent system for 

real-time resource management. 

 

phones of executors or enterprise equipment, with re-

questing acceptance or confirmation; they can be 

adaptively revised at any time instant via system-

generated or user-entered events if the situation 

changes. 

5. THE RESULTS OF INDUSTRIAL IMPLEMENTATIONS 

Based on the above approach, 15 industrial proto-

types and full-scale MASs for adaptive resource man-

agement were developed between 2000 and 2008, in-

cluding tanker management, corporate taxi, freight 

transportation with consolidation, and quite a few dif-

ferent prototypes and small applications (adaptation of 

a meal plan or workout plan, ordering of household 

goods, etc.).   

During the development and implementation of the 

systems under consideration, a methodology was elab-

orated to assess improvements in the effectiveness of 

resource usage. This methodology evaluates two types 

of costs: 

 direct costs (the reduced time of transporting 

goods or executing production orders, the decreased 

use of materials, machinery and machine tools, the 

reduced wages paid to workers, etc.) and 

 overhead costs (the reduced staff of the enterprise 

(low-level managers, logisticians, dispatchers, econo-

mists, etc.).  

The economic effect calculated also includes the 

decreased complexity and labor intensity of manage-

ment operations, the reduced time of processing un-

foreseen events, the reduced costs of personnel train-

ing, etc. 

The problem statement and implementation results 

were described in detail in [5]. Here, we summarize 

the main business benefits: 

– the increased number of completed orders with 

the same or reduced resources; 

– the reduced order completion time; 

– the reduced annual downtime per resource; 

– the increased effectiveness of resource usage; 

– the formal and systematic knowledge of the sub-

ject matter used in decision-making; 

– the reduced amount of penalties and fines for de-

layed order fulfillment; 

– the reduced complexity and labor intensity of 

work for dispatchers, managers, logisticians, and 

economists; 

– the reduced costs of management personnel 

training. 

With these advantages, investment in the systems 

under consideration is returned on average in three 

months to one year. 

Some of the solutions were used as simulation and 

decision support tools; however, most have been fully 

implemented and are still in operation. 

At the next stage (2009–2024), the approach was 

significantly improved and extended from manufactur-

ing and transportation enterprises to new areas of 

management, particularly the management of passen-

ger and freight railway trains, satellite constellations, 

beverage supply chains, coal railway car distribution, 

and other types of resources. 

We highlight the additional business benefits iden-

tified at this stage (for details, see [62–64]: 

– the reduced costs of order execution; 

– the reduced number of managers; 

– the increased speed and flexibility of decision-

making; 

– the possibility of business development simula-

tion simultaneously with operational management. 

At the first stage of implementation, many addi-

tions are made to the knowledge base, which are re-

vealed only when the resource planning results of the 

system are compared with the work of practitioners. 

When the quality of decisions made by the system ex-

ceeds 50% compared to humans (i.e., the AI system 

makes more correct decisions than experienced users), 

we can talk about the beginning of the transition to 

autonomous AI for “unmanned” enterprise manage-

ment. 

The main result of this period was a more seamless 

integration of adaptive resource planning and optimi-

zation capabilities with monitoring and control of or-

der execution, enabling the creation of “digital twins” 

of enterprise departments operating in parallel and 

asynchronously with enterprises and synchronized 

with them by real-time events. 

While final management decisions are still being 

offered to users for their agreement and approval, the 

growing trend of gradual transition to autonomous 

systems designed for the above unmanned manage-

ment is already visible. 

On average, the theoretically proven and con-

firmed  effect  from  implementing  the  systems  under  
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consideration may reach 15–40% [62], allowing enter-

prises to execute more orders with the same amount of 

production resources (i.e., significantly increasing 

their efficiency). 

6. LESSONS LEARNED AND KEY BENEFITS 

The above analysis has revealed several problems 

arising in the practical implementation of AI enterprise 

management systems: 

 The development of such AI systems needs the 

participation of highly qualified experts and program-

mers, takes a lot of time, requires extensive testing, 

etc. 

 The development of self-organizing solutions for 

business users is a challenging task:  

– It is often difficult to assess the “distance” be-

tween the result obtained by the system and the “opti-

mal” solution.  

– The results depend on the history of the events.  

– Small changes lead to an unexpectedly large re-

sponse (the “butterfly effect”).  
– The response of the system may slow down in 

case of transition between equilibrium states.  

– If the system is restarted, the planning result may 

differ.  

– Interaction with users becomes more complex 

and dynamic in the real-time mode.  

– The solution is sometimes difficult to explain to 

the user (the loss of causality), etc. 

 Enterprise resource management is business-

critical, so this area is still very conservative in adopt-

ing new AI solutions. 

 Much of the corporate knowledge for decision-

making is usually not realized and hidden in the heads 

of experts; identifying and formalizing this knowledge 

requires direct communication with dispatchers, engi-

neers, workers, drivers, etc.  

 Much of the effort is related to the development 

of network user interfaces, which must be customiza-

ble and inexpensive. 

 For a wider range of small- and medium-sized 

enterprises, further evolution seems to run toward the 

development of digital SaaS (Software as a Service) 

platforms for an ecosystem of services and additional 

solutions that can be integrated with existing systems. 

In practice, these difficulties are manageable but 

require special tools for the initial analysis of customer 

data and integration with (often) out-of-date systems 

containing possibly irrelevant and incorrect data. 

The above difficulties are compensated for by the 

advantages of Smart Solution, as they: 

– improve the effectiveness of resource usage by 

passing to real-time decision-making; 

– solve complex planning problems by replacing 

combinatorial search with conflict analysis and reach-

ing consensus; 

– provide adaptive re-planning with prompt re-

sponse to events; 

– offer a personalized approach to every order, job, 

product, and resource; 

– support active two-way interaction with users for 

coordinated teamwork; 

– reduce the role of the human factor in decision-

making; 

– reduce development costs by reusing the code in 

new applications; 

– simulate the “if-then” scenario and make predic-

tions to improve decisions; 

– create a new digital platform to support business 

growth without proportionate growth in management 

staff. 

The R&D results can be applied in a wide range of 

resource management problems within the Industry 

5.0 and Society 5.0 concepts, which are oriented to 

knowledge digitalization and transition to autonomous 

collective intelligence systems [65]. 

CONCLUSIONS 

A new class of autonomous intelligent systems for 

unmanned enterprise resource management opens up 

new opportunities for raising the efficiency of business 

management, improving customer satisfaction, making 

businesses more flexible, lowering order execution 

costs, and reducing lead times and risks.  

Time constraints on the elaboration of optimal de-

cisions require the theoretical understanding and revi-

sion of existing approaches. In fact, the matter con-

cerns the development of a new methodology of 

“guided self-organization” and “smart optimization” 

for elaborating quasi-optimal solutions of exponential-

ly difficult problems with constraints under which the 

system independently assesses the results and decides 

on the completion of calculations or the branches of 

optimization to be further investigated. 

The industrial applications developed prove that 

the multi-agent technology is able to solve a wide 

range of resource management problems under high 

uncertainty, complexity, and dynamics. Adaptive re-

source management helps to increase business effi-

ciency, reduce response time, and improve the quality 

of service for new orders, as well as raise the effec-

tiveness of resource usage.  
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As expected, the next step is to create a digital 

network-centric platform and an ecosystem of digital 

twins of enterprises to solve complex multi-level re-

source management problems of large industrial en-

terprises, transportation and service companies, etc.  

As it seems, future work will combine adaptive 

planning with experience-based learning using neural 

networks and user interaction based on LLM to build 

an enterprise knowledge base and to organize a natural 

language dialog with users, also capable of explaining 

and harmonizing decisions. 
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Abstract. The Defender–Attacker problem is often employed as a mathematical framework in 

risk management. In this problem, the above players with opposite goals allocate limited re-

sources to system elements to minimize or maximize a risk function. It has been well-studied un-

der the assumption of independent system elements. However, in complex systems, elements in-

teract, causing significant differences between the measured and predicted risks. Although models 

with the interdependence of system elements are regularly considered in the literature, no com-

prehensive understanding has been formed of how the structure of a complex system influences 

its overall risk. We address this issue in a series of papers by investigating system structures of 

increasing complexity. Chains and stars have been analyzed previously; in this paper, the findings 

are extended to arbitrary trees. We optimize the placement of elements within a tree to minimize 

risk; derive upper bounds for the relative error of an approximate algorithmic solution of this 

problem for trees with a few branches and leaves; and explore the dynamics of these bounds 

when increasing the number of leaves and branches. As demonstrated, the resulting upper bounds 

do not exceed their counterparts for stars from the previous works. 
 

Keywords: complex systems, risk, system structure, risk management, risk minimization algorithms, the 

problem of optimal element placement. 
 

 

 

INTRODUCTION 

The complexity of risk management is primarily 

connected with its multidisciplinarity. For example, 

the authors of the book [1] identified 15 dimensions of 

risk management, which include both relatively nar-

row fields (risk management in supply chains, finan-

cial risk management) and global ones (e.g., ethics in 

risk management). The second part of the book con-

sidered six cross-disciplines that partially overlap all 

fields, namely, risk culture, risk-based decision 

making, risk leadership in complexity, resilience, 

communication uncertainty, and organizational 

change management and risk. This classification is 

neither complete nor the only possible one. It illus-

trates that risk management can be discussed in rela-

tion to the specifics of a particular controlled system 

and with application to processes and properties char-

acteristic of whole classes of systems. In this case, the 

models and methods, terminology, and even the defi-

nition of risk used will differ. 

Without an accepted universal risk management 

model, the unifying role is played by basic principles 

valid for any controlled system. It is reflected in the 

ISO standard [2], offering a fairly general definition of 

risk due to uncertainty influencing goal achievement. 

As noted, the consequence of this influence should be 

understood as a deviation from the expected result or 

event (positive and (or) negative). To use such a defi-

nition in practice, one has to measure goals, uncertain-

ty, and the deviations caused by it. Hence, it is neces-

sary to investigate quantitative relationships for risk 

management using an appropriate mathematical appa-

ratus. 

Based on the character of risk management intend-

ed to minimize deviations, the mathematical problem 

of risk management should belong to the class of op-

timization problems. (In the case of players with stra-

tegic behavior in the system, the problem can be 

game-theoretic; for example, see [3–5].) However, an 

attempt to find studies devoted to mathematical mod-

els of risk management not related to a particular ob-
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ject, class, or field is likely to fail. The reason is that if 

a research work deals with mathematical models of 

optimization applied to risk management, it will be-

long to the corresponding branch of mathematics, not 

to risk management. If the matter concerns risk man-

agement, the controlled object will be described ex-

plicitly, which binds the research work to its specifics. 

Nevertheless, one may suppose the existence of 

models universal enough to consider in quantitative 

terms the general principles of risk management with-

out binding to particular controlled objects, systems, 

or their classes. As it seems, this criterion is best met 

by the model of a protected system in the form of a 

weighted directed graph: the vertices are system ele-

ments (arbitrary objects), and the arcs with assigned 

weights characterize the direction and strength of con-

nections between these elements that are important for 

risk management. 

Note that such a graph is a complex network of ar-

bitrary topology. The control object modeled (a pro-

tected system) can be a social network [6], a network 

of organizations [7], a computer network [8], or even 

belong to another class. In this paper, we consider a 

purely mathematical problem statement. In other 

words, the structure of a protected system does not 

necessarily reflect exactly the physical or organiza-

tional structure of the object modeled. At the same 

time, the arcs of a corresponding digraph show the 

mutual influence of elements. For example, when re-

ducing the risks of aviation accidents in a region, the 

model will reflect rather the structure of causal rela-

tions between the types of accidents, their precondi-

tions, and influence factors than the connections be-

tween the elements of the air traffic control infrastruc-

ture. If all system elements are independent from the 

viewpoint of risk transfer to each other, an adequate 

model will be a special case of an edgeless graph. 

The general problem of risk management in com-

plex networks can be formulated as follows. 

Consider a protected system consisting of a finite 

set of elements (arbitrary objects): S 
 1,...,  ,... , ,i ns s s   1,..., ,i N n   .n  Suppose 

the existence of two actors (also arbitrary for the time 

being), which will be called players A and D (the At-

tacker and Defender, respectively). They have oppo-

site interests regarding the state of system S. 

Let player D possess some resource amount X ≥ 0 

to be allocated, in an arbitrary way, among the ele-

ments of system S:  1 , , nx x x  , 0ix  , i N , 

1

n

i

i

x X


 . Similarly, player A also has some resource 

amount   0Y    to be arbitrarily allocated among the 

elements of system S:  1 , , ny y y  , 0iy  , i N ,

1

n

i

i

y Y


 . 

The model under consideration involves any meas-

urable and arbitrarily divisible resource that can be 

represented by a nonnegative real number. Depending 

on the context, the resource can be capital, labor, time, 

production capacity, etc. (e.g., costs). 

Suppose that the risk transfer influence is de-

scribed by a weighted digraph  , ,G S W ,W S S 

 , , ,ij i jw s s W i j N   . Let functions 

0 0: , : ,s W      

be defined on  ,G S W , where , i i N  , is the 

weight of vertices (the current value of local risk) and 

, , ,ij i j N   is the weight of arcs (the intensity of risk 

transfer between system elements). The matrix 

Σ ij   represents the degree (or strength) of influ-

ence of the ith element of S on the jth one. The initial 

value of the functions i  at 0t  ,  , ,i i x y t   

 , , 0i x y t   , is determined by the resource alloca-

tions x  and y . The subsequent values of the weights 

i  (for 0t  ) depend only on the time-preceding val-

ues of these functions. Due to the mutual influence of 

system elements, their weights vary as follows: 

 
1

( ) ( 1) ,  

0, 1, ; .

( 1) ( )

( 0)

n

i i ik i i

k

i i

tt t

t

t

t



       

   



 


      (1) 

The arguments x  and y  in the above formula are 

omitted for the sake of compactness. 

Let ( )X  and (Y)  denote the sets of admissible 

allocations of the resource amounts X and Y, respec-

tively, among the elements of system S by players D 

and A: 

 1

1

( ) = ,...,   :   0,   ,  ,
n

n
n i i

i

X x x x i N x X


 
    

 


 

 1

1

( ) = ,...,    :   0,   ,  .

n

n
n i i

i

Y y y y i N y Y


      
  


 

Then, the problem of player D (the Defender’s 

problem) is to find a resource allocation 
*

x X  min-

imizing the overall risk (i.e., the risk characterizing the 
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vulnerability of the entire system). It can be formally 

written as

  

 

*

1

 Argmin lim , ,  

argmin lim , , .

tx X

n

i
tx X i

x x y t

x y t



 

 

 
                 (2) 

This problem with constraints imposed on the ei-

genvalues of the mutual influence matrix of elements 

was solved in the paper [8]. For the problem statement 

under consideration, it is required to identify, with suf-

ficient accuracy, the current values of local risks and 

the functional dependencies  , , x y   and, moreover, 

to quantitatively characterize the mutual influence of 

local risks. These tasks can be extremely labor-

intensive and even impossible for real systems. There-

fore, a topical problem is to find general risk manage-

ment principles for a complex network system in order 

to achieve risk reduction even under incomplete in-

formation. The paper is devoted to solving this prob-

lem for trees. 

The remainder of this paper is organized as fol-

lows. Section 1 briefly reviews mathematical models 

of failure propagation in complex networks. Next, 

Section 2 provides a general statement of the risk 

management problem in a complex system with a tree 

structure. A suboptimal solution of this problem is 

proposed in Section 3. The prospects of further re-

search are discussed in the Conclusions. 

1.  MATHEMATICAL MODELS OF FAILURE PROPAGATION 

IN COMPLEX NETWORKS: A BRIEF REVIEW 

In the most general case, the structure of a complex 

system can be considered a complex network of arbi-

trary topology. A successful attack on some element of 

a system (in other words, its failure) will be compre-

hended as the occurrence of an event under which this 

element ceases functioning. For the sake of simplicity, 

we analyze only the binary case in this paper: an ele-

ment can be completely functional or nonfunctional. 

Many models have been developed to investigate vari-

ous destructive effects (including targeted attacks on 

vertices and edges) in such networks, and new ones 

are proposed regularly. Risk assessment models of 

failure propagation are widely used when studying 

various complex systems, such as cyber-physical     

[9–17], computational [18–19], and social-medical 

[20–22]. 

Early models described the development of failures 

caused by non-targeted (e.g., random) influences. 

Among them, the best-known ones are the error resili-

ence model [23–25], the forest fire model [26–28] and 

its derivatives, cellular automata-based models [29–
32], and percolation models with random attacks [33]. 

The latter have several modifications in which destruc-

tive influences on network vertices and edges are tar-

geted. These include percolations with targeted attacks 

[34–36], percolations with localized attacks [37–40], 

and k-core percolations [41–43]. 

The above failure propagation models combine 

well with the classical models of risk management in 

complex Defender–Attacker networks [44–46]. Recall 

that such models describe a conflict between two 

players (the Defender and Attacker) with opposite 

goals concerning the system under consideration. The 

Attacker spends available resources from some limited 

pool to disable the system. In turn, the Defender at-

tempts to counteract the Attacker. In classical formula-

tions, the Defender optimally allocates the resources 

among system elements to minimize its overall risk. 

However, this player can alternatively modify the sys-

tem structure to achieve the same goal. Other models 

are required to describe such a scenario. 

For example, the models of cascading error propa-

gation [47, 48] cover structural changes, but such 

changes are not supposed targeted. The possibility of 

an intentional structure change is envisioned in models 

modified to the case of two interconnected networks 

[49–51]; meanwhile, this possibility applies only to 

the edges connecting the networks to each other. 

Thus, the existing modeling apparatus is insuffi-

cient to manage the structure of a complex system, 

including minimization of its overall risk. In this paper 

and several previous studies, we focus on calculating 

the influence of the structure on risk, without regard to 

the resources allocated. 

For this purpose, the basic problem (2) has been re-

formulated: the search for an optimal resource alloca-

tion to the elements of a fixed-structure system has 

been replaced by the search for an optimal placement 

of elements in some given structure and comparison of 

the structures. Dealing with this problem head-on 

seems impractical due to its high computational com-

plexity, so we find approximate solutions for various 

structures in ascending order of their complexity, 

namely: 

1) simple chain (see the analytical solution in [52]), 

2) star (see an approximate solution with a guaran-

teed error in [53]), 

3) tree (considered here), 

4) an arbitrary structure (the solution will be con-

structed by generalizing the results established for 

simpler structures). 

Note that the general efficient management prob-

lem of a complex system under uncertainty is equiva-
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lent to the problem of risk minimization, where risk is 

understood as a measurable deviation from the maxi-

mum effective (target) mode of functioning of this 

system [2]. The mathematical equivalence of the prob-

lems was shown, e.g., in the paper [54]. No doubt, the 

problem of synthesizing or improving the structure of 

a controlled system (in particular, an organizational 

system) does not come to resource allocation, and risk 

is only one of the key performance indicators of its 

functioning. Nevertheless, when achieving the goals of 

a control system, risk should be considered the most 

significant indicator. 

2.  RISK CONTROL IN A COMPLEX SYSTEM WITH A TREE 

STRUCTURE: PROBLEM STATEMENT 

Suppose that a protected system includes n ele-

ments 1,..., ,ns s S n  . Let two numbers be as-

signed to each element:  0 0, 1ip  , denoting the eigen 

probability of a successful attack on the ith element, 

and 0, ,iu u
   denoting the damage amount in-

flicted in case of a successful attack on the ith element. 

Definition 1. The eigen risk of the ith element is 

the value 
0 0.

is i iu p   ♦ 

We define a structure  , , ,mW G V E T T V    , 

where  ,G V E  is a directed graph with a vertex set V 

and an arc set E, and T is a subset of V (further called 

the perimeter). This paper considers structures with a 

perimeter consisting of exactly one vertex. 

Definition 2. A vector sequence 

   
   

 

0 101 0 11 1

1 1

, , , , , , ,

, , , , , , ,

, , , 0 ,

l L

q q

l lq L Lq

l

B b b b b

b b b b

b L q l

   

  

  

 

is said to define a directed tree with m leaves if:  

 The number  , 1,..., ,li lb i q  indicates the number 

of outgoing arcs for the corresponding vertex. 

 The number L  is the length of the maximum path. 

 The number , ,lq l L  determines the number of 

vertices at layer l  (the path from the tree root to such 

vertices has length l );  

 
1

0 ( 1)

1

1;  0;
lq

l l i L

i

q q b l q m





     ; 

 1 2 ... 0
LL L Lqb b b    . ♦ 

Definition 3. The system structure generated by a 

sequence B is a tree with m leaves, denoted by 

 , ,mW G V E T   , if 

     

 

01 11

( 1)1

0 0 0

1 1 1

0...

1 1

...

... ;

i

L iL

b bq

j ij

j i j

bq

ij

i j

V v v v

v



  

 

   


 


 

   

   

01 11

( 1)1

0

0.

1

..

0 0 0

1 1

0... 0

1 1

( ( ...

... ( ; .

, ) , )

, )

i

L iL

j

ij

b bq

i ij

j i j

bq

i

i j

E v

v

v v v

v T v



  

 

  


  


 

Figure 1 shows a tree with four leaves at the third 

layer as one example. Note that a special case of a tree 

with 1,   , 0li lb q m l L l     , is a star with m rays. 

The corresponding types of structures have been con-

sidered previously in [53]. 

 
 

 

 
Fig. 1. A tree with m = 4 and L = 3. Vertex numbers are unique and 

reflect a simple path to the perimeter: it includes all vertices with numbers 

representing the subrows of the vertex number under consideration. 

 

Definition 4. A bijective mapping 
1 :M S V
   is 

called a placement of elements of S in a tree mW . The 

corresponding inverse mapping :M V S  is called 

the projection of the tree mW  into the set of elements 

S. ♦ 

Note that such a mapping exists only if the number 

of vertices in the graph G(V, E) is equal to the number 

of elements in the protected system. In the case of an 

infinite number of vertices, the sets V and S must be 

countable. 
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Definition 5. The overall risk of a system with a 

set of elements S, placed in a tree mW  via a bijective 

mapping 1 : ,M S V
   is the value 

     

 

 

 

01

0

111 1

0 0...

1

1

1 1 1 1

, , ‍

‍. ... ‍. .

o j

L ii L

ij ij

b

m M v M v
j

bbq q

M v M v
i j i j

S W M







   

     

     



  
        (3) 

Let the protected system include a set of elements

 1 2, ,..., , ,nS s s s n   with the corresponding eig-

en probabilities of successful attack, 

 
1 2

0 0 0, ,
ns s sP p p p , and damage amounts 

 
1 2
, ,..., .

ns s sU u u u  Suppose also that possible at-

tack paths are given by a tree ( , ),mW G V E T , 

where 
1

.
L

l

l

q n


  Then the overall risk minimization 

problem of the protected system is to find a placement 

M
 -1 

of elements of S in the structure Wm  such that 

1( , , ) min.mS W M
                      (4) 

For the special case m = 1, the exact solution has 

been described in [52]. For the case 

1 , 0q m l L l    , a suboptimal solution with an a 

priori bound of the relative error has been obtained in 

[53]. In this paper, we similarly derive such a bound 

for trees. 

3. THE OPTIMAL PLACEMENT OF ELEMENTS IN A TREE 

STRUCTURE: AN APPROXIMATE SOLUTION 

Suppose that for all system elements, the damage 

amounts in case of a successful attack are equally es-

timated:    1,...,
is

u u i n   . Then problem (4) takes 

the form 

     
    

0 0...

0... 0

1
1

0 1 1

min.

, ,

....

k ki

ij

i

q bL

m M v M v
k i j

M v M v

S W M u p p

p p




  


   



   


 (5) 

In addition, we require that the expression 

        0 0... 00...

1

0 1 1

....
k ki

iij

bL

M v M v M vM v
k i j

q

p p p p


  

    

is finite for any values of L and Lm q . For this pur-

pose, let the eigen risks of all system elements be 

bounded above by a value called the marginal eigen 

risk; see the definition below and [53]. 

Definition 6. The marginal eigen risk of an ele-

ment of a protected system placed in a structure 

 , ,mW G V E T    is the value 

0
max

1

u

m
 


. ♦ 

Note that under the constraint 
0
max

1

1
ip p

m
 


, 

we have the inequality 

 

 

1

1
1

0 0
max max

0 1 1

, ,

.

kik

m

bqL
k

k i j

S W M

u p p u



 

  

 

 
   
 
 

 
         (6) 

In formula (6), equality is achieved at L = ∞ for 
any finite m. Due to the construction of (6), the upper 

bounds on the increment of the overall risk for a star 

[53, Table 2] when moving away from the perimeter 

will remain true for trees as well. This fact is im-

portant: as expected, the upper bounds of the relative 

deviation from the optimal solution in the case of an 

arbitrary placement of elements in the structure at a 

fixed distance from the perimeter (given in [53]) can 

be used for trees. 

To confirm this, we carry out a series of numerical 

experiments by analogy with [53]. Let us impose the 

following constraints: 

     

     

   

0... 0...

0...

0...

0 0
( ) ( )

1 ( 1)

0
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1

0
( )

1

1,..., , 1,..., , 0,..., 1

1,..., , 1,..., , 0,..., 2

1,..., , 1,..., .

0

1

1

i ij

ij

ij

ш

M v M v

M v

l

M

k ki

k ki

L L i

v

l L

u

i q j b k L

i q j b k L

i q

p p

u
p

m

u
p

m

j b



 



 




 



 




  

 

 





    




   

 


 

   We generate the expressions (3) for all placements 

obtained by permuting elements at a fixed distance k 

from the perimeter, starting from k = 1 (the first and 

farther layers). For each k, it is necessary to consider 

the cases 2,...,kq m  corresponding to trees with kq  

vertices of the kth layer. Then we analyze all possible 

absolute values for the difference of these expressions 

and find a global maximum for each of them. Dividing 

the resulting value by the minimum of the difference  
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of these two expressions yields the relative deviation. 

The maximum of such deviations is an upper bound on 

the relative error of the solution of problem (5). 

The table represents the resulting values of the rel-

ative error for small trees. 

Figure 2 shows the behavior of the relative error 

values at layers 1–4 depending on the number of out-

going arcs at the current layer and the number of 

leaves in the tree. These are the subsets 01

0 1{ }
b

j jv   

(Fig. 2a),   1
1

0 1
1

{ } i
q

b

ij j
i

v  
 (Fig. 2b),   2

2

0... 1
1

{ } i
q

b

ij j
i

v  
 

(Fig. 2c), and   3
3

0... 1
1

{ } i
q

b

ij j
i

v  
 (Fig. 2d). Note that it is 

similar to the behavior demonstrated by the values of 

the maximum risk increase under a given value of the 

marginal eigen risk. (For details, see Table 2 of the 

paper [53].) Namely, at the first layer the error grows 

with the number of leaves in the tree. At the second 

and farther layers, when the number of leaves is m ≥ 5, 

the error decreases monotonically. Monotonicity is 

violated for a small number of leaves. This phenome-

non was briefly described in [53]. We will not investi-

gate this issue in more detail: the main objective is to 

develop risk management methods for complex net-

work structures with thousands of vertices and edges. 

Note that the experimental values of the relative 

deviation decrease monotonically with the distance to 

the perimeter. Therefore, to construct a system with an 

overall risk not exceeding the minimum possible one 

by more than 6.07% (the upper bound in Fig. 2b), it 

suffices to select, in an optimal way, an element for 

placing in the perimeter vertex and elements for plac-

ing in the first layer’s vertices. Under the above condi-

tion    1,...,
is

u u i n   , these are the vertices with 

the smallest eigen risks. Such an error is acceptable for 

a wide class of systems. When a higher level of pro-

tection is required, one should select 2q  additional 

elements from the unplaced ones with the smallest 

eigen risks and place arbitrarily the remaining ele-

ments in the vertices 

     
01 11

0 0 0

1 1 1

\ ‍
ib bq

j ij

j i j

V v v v
  

    
  

. Then one should 

find the optimal placement of the selected elements in 

the vertices  
11

0

1 1

ibq

ij

i j

v
 

, e.g., by calculating 3 !q  val-

ues of the overall risk for all possible permutations of 

elements at the second layer. In this case, the error of 

the resulting solution will be below 1.32%.   
 

The estimated relative error of solving the problem of optimal element placement  

in vertex subsets of a tree structure. The values are rounded up to the fourth decimal. 

The number of 

vertices in the 

subset 

Vertex subset 

01

0 1{ }
b

j jv     1
1

0 1
1

{ } i
q

b

ij j
i

v  
   2

2

0... 1
1

{ } i
q

b

ij j
i

v  
   3

3

0... 1
1

{ } i
q

b

ij j
i

v  
 

Three leaves (m = 3) 

2 0.3095 0.0585 0.0119 0.0030 

3 0.1548 0.0434 0.0088 0.0022 

Four leaves (m = 4) 

2 0.3750 0.0571 0.0107 0.0025 

3 0.2500 0.0461 0.0086 0.0020 

4 0.2000 0.0607 0.0107 0.0024 

Five leaves (m = 5) 

2 0.4223 0.0553 0.0097 0.0021 

3 0.3168 0.0468 0.0082 0.0018 

4 0.2563 0.0591 0.0098 0.0021 

5 0.1709 0.0515 0.0085 0.0018 

Six leaves (m = 6) 

2 0.4588 0.0535 0.0089 0.0018 

3 0.3671 0.0466 0.0077 0.0016 

4 0.2997 0.0574 0.0090 0.0018 

5 0.2248 0.0512 0.0080 0.0016 

6 0.1899 0.0607 0.0091 0.0018 
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(a)  

 

 

(b)  
 

 

(c)  

 

 

(d)  

 
Fig. 2. The estimated relative deviation from the optimal element placement in subsets of a tree structure depending on the number of its leaves:  

the upper bounds in the vertex subset of the first layer (Fig. 2a) correspond to the maximum risk increment in the star structure (i.e., when the number of 

branches and leaves coincide); the upper bounds for the vertex subsets of layers 2–4 (Figs. 2b–2d) are the values obtained in [53] for a star structure with four 

rays (Fig. 2b) and two rays (Figs. 2c and 2d). 

 

 

CONCLUSIONS 

This paper continues a series of research works de-

voted to the influence of the internal structure of a 

complex system on its overall risk. To achieve the ob-

jective of the study, the problem of optimally placing 

protected system’s elements in a given structure has 

been formulated. This problem statement allows con-

sidering the influence of the system structure on its 

risk regardless of the resources allocated (as in the 

classical Attacker–Defender problem). A direct meth-

od to solve this problem seems ambiguous, and we 

have decided to analyze different structures sequen-

tially in ascending order of their complexity. 

Chains have been considered in [52]. The general 

solution presented therein is a preference criterion to 

select a system element for placing in the vertex of a 

simple chain depending on its position to the perime-

ter. A star structure (one perimeter vertex and an arbi-

trary finite number of simple outgoing chains, particu-

larly of infinite length) has been investigated in [53]. 

Upper bounds have been derived for the relative error 

of the problem solution under an arbitrary placement 

of elements starting from some distance to the perime-

ter. 

In this paper, the upper bounds for star structures 

have been generalized to arbitrary trees. For this pur-

pose, we have introduced a vertex designation system 

to indicate explicitly the path to the current vertex 

from the perimeter; have formulated the problem of 

optimal placement of system elements in the tree 

structure; and have calculated upper bounds for the 

relative error of the problem solution for trees with a 

small number of branches and leaves. Also, the behav-

ior of these bounds has been analyzed when increasing 

the number of leaves and branches. According to the 

conclusions, the solution errors do not exceed the up-

per bounds obtained previously for star structures. 

The results of this paper can be applied, e.g., in 

risk management for computer networks with variable 

topology, such as fog computers [55] or wireless mesh 

networks [56], in security system design [57], and 

many other fields. The approach proposed allows as-

sessing to what extent rearranging the topology of a 

computer network (in another example, the structure 

of a security system) influences its overall protection; 
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the upper bounds derived allow estimating the overall 

risk of the system. 

The next stage of research works will deal with ar-

bitrary-topology structures with a single-vertex perim-

eter. 
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Abstract. This paper considers the problem of fault diagnosis in critical-purpose discrete-event 

systems described by the fuzzy finite state automaton (FSA) model. A solution method involving 

the mathematical apparatus of fuzzy logic is proposed. Fuzzy logic operations are described, and 

the concept of the determinizer of a fuzzy FSA is introduced. A diagnosis scheme that forms a 

structured residual vector is given. This scheme contains several channels (according to the num-

ber of possible faults in the system). Each channel is based on an observer, i.e., a determinizer of 

a special fuzzy FSA that simultaneously considers the possibility of both correct and incorrect 

transitions of the automaton (the normal operation of the system and the occurrence of a system 

fault, respectively). Another part of the channel is the decision block. Some ways to design the 

observer and the decision block are proposed. The features of the solution method are illustrated 

on the example of error monitoring for human operators in IT systems. 

 
Keywords: discrete-event systems, fuzzy logic, fuzzy finite state automata, determinizer, fault diagnosis, IT 

systems, monitoring.  
 

 

 

INTRODUCTION  

Strict requirements for the reliability and fault tol-

erance of modern complex critical-purpose systems 

require implementing their diagnosis, i.e., the detec-

tion and isolation of faults arising during system oper-

ation, to parry or eliminate them in due time. This pa-

per is devoted to the problem of fault diagnosis in the 

so-called discrete-event systems (DESs). Note that 

DESs include not only systems that naturally belong to 

this class (e.g., digital information processing and con-

trol systems).  

Many systems traditionally classified as continu-

ous (such as physical, technical (including man-

machine), and socio-economic) can be treated as DESs 

at the top level of their hierarchy. The distinctive fea-

tures of DESs are as follows [1]: 

 Discrete-event systems have discrete time and 

discrete values of state variables. 

 The state space of a DES is finite; for example, 

possible states are idleness, operation in a certain 

mode, malfunctioning, recovery, etc. 

 DES operation is determined by events that can 

be consequences of various commands, e.g., “start 

operation,” “change operation mode,” “perform DES 

diagnosis,” “start DES recovery,” “complete DES re-

covery,” “complete DES operation,” etc. 

 As a rule, a discrete-event system behaves ran-

domly due to realizing (possibly) different transitions 

from one state to another initiated by the same event. 

Figure 1 presents a generalized scheme of fault di-

agnosis and fault-tolerant control of a DES. According 

to this scheme, a controller generates external events 

for the system (DES inputs or commands). The DES 

responds by forming its internal events, considered to 

be DES outputs. The controller monitors the DES out-

puts and the diagnosis determined by a diagnosis sys-

tem (DS) to produce a new external event (DES in-

put). In turn, the DS monitors both external and inter-

nal events to determine the diagnosis. The latter an-

swers the question: Is the DES in good condition? If 

the answer is negative, an additional judgment will be 

made on the type of fault. If the fault is detected and 

classified, the controller will report a new event, and 

the response will be to parry this fault (form a com-

mand sequence mitigating the fault’s effect on the 

achievement of the system goal) or eliminate this fault 

(repair the DES). 

mailto:a.e.shumsky@yandex.com
mailto:zhirabok@mail.ru
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Fig. 1. The scheme of fault diagnosis and fault-tolerant control of 

DESs. 

 
A fairly complete review of the existing DES di-

agnosis methods can be found in the papers [2, 3] and 

monograph [4]. As noted in [3], the following mathe-

matical models are most widespread to describe DESs: 

– deterministic finite state automata (FSA), 

– probabilistic FSA and Markov chains, 

– Petri nets. 

This paper focuses exclusively on the application 

of FSA models. With such models used to diagnose 

DESs, the inputs and outputs of an FSA are formed as 

observable events (external and internal, respectively), 

while the occurrence of a DES fault is treated as a di-

rectly unobservable internal event. 

Whenever no deterministic FSA model of a DES is 

available, in addition to probabilistic FSA, nondeter-

ministic and fuzzy FSA can be used. As compared to 

probabilistic FSA models, nondeterministic and fuzzy 

models allow considerably reducing the volume of 

necessary calculations, thereby accelerating the fault 

diagnosis process. Nondeterministic and fuzzy FSA 

models cover the situation when transitions to differ-

ent states can be realized for a fixed state and fixed 

input of an automaton. For nondeterministic FSA, it is 

impossible to give priority to the realization of a cer-

tain transition; for fuzzy FSA, however, additional 

(e.g., statistical) information, expert assessments, 

training results, etc. can be utilized to talk about the 

degree of confidence in the realization of each possi-

ble transition. 

For diagnosing DESs described by the nondeter-

ministic FSA model, methods based on pairwise parti-

tion algebra and pairwise covering algebra were pre-

sented in [5] and [6], respectively; also, see [7]. 

The objective of this paper is to develop a new 

fault diagnosis method based on the fuzzy FSA model. 

We involve mathematical constructs of fuzzy logic [8] 

as well as the concepts of a fuzzy finite state automa-

ton [9] and its determinizer [10].  

The features of this method are illustrated on the 

example of error monitoring for human operators in IT 

systems; it was previously considered in [5] and [6] 

for fault diagnosis within the nondeterministic FSA 

model. 

 

1. THE OBJECTIVES AND STRUCTURE OF THIS PAPER 

1.1. Models Used  

Let a DES in good condition be described by the 

fuzzy FSA model 

    ,  , ,  ,  λ,   0 ,  A U X Y x                   (1) 

where  1 2,   ,   ,   ,mU u u u    1 2,   ,   ,   nX x x x  , and 

 1 2,   ,   ,   lY y y y   denote the finite sets of inputs, 

states, and outputs, respectively;    0x X  is a known 

initial state;  δ : μX U X   is a fuzzy transition 

function;       μ μ 0,1  ,  1iX x i n     is a fuzzy 

set; finally, λ :  X Y  is an output function.  

We utilize the matrix representation for the fuzzy 

transition function δ : the transitions performed under 

an input ku  are described by a matrix k
M  of dimen-

sions n n , in which each element  ,  0,1 k
i jM   char-

acterizes the degree of confidence that, given ku U , 

an automaton A  will move from a state ix X  to a 

state jx X . Let  S U  denote the set of all matrices 

,1 k
M k m  . 

If it is impossible to specify the degree of confi-

dence in transitions reasonably, we propose to proceed 

as follows: set an element of the matrix , 
k
i jM  corre-

sponding to an admissible transition equal to 1 where-

as the element of this matrix corresponding to an in-

admissible transition equal to 0. Thereby, one passes 

from the fuzzy FSA model of a DES to its nondeter-

ministic counterpart. 

We specify the output function λ  using a matrix 

L  of dimensions l n  in which ,  1i jL   if the output 

iy Y  is generated by the automaton A  in the state 

jx X  and ,  0i jL   otherwise. Let    S Y  denote the 

set of all rows  , 1 iL i l   of the matrix L . 

Consider ,  i kX , , ,i kX X  the set of all states 

reachable from a state ix X  under an input ku U . 

Assume that a fault , 1  ,sf s N   in the DES model 

(1) can be represented by a distortion of the transition 
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function δ  such that, given ku U , an inadmissible 

transition from a state ix  to a state , t i kx X  is realized 

instead of an admissible transition from the former 

state to a state , j i kx X . This fact will be indicated by 

   , 
:  s j t

i k
f x x . In this case, the matrix k

M  of the 

faulty DES will be obtained by changing the value of 

the element , 
k
i tM  of the matrix k

M  of the operable 

DES from 0 to 1. To simplify the presentation, we ac-

cept the hypothesis of single faults from a predeter-

mined list  1 2,     .  ,   NF f f f  . Let sA  denote an aux-

iliary automaton whose transition function δs  is ob-

tained by changing (in the above manner) the transi-

tion function δ  of the automaton A  to the transition 

caused by the fault sf : 

    ,   , ,  δ ,  λ,   0 .  s sA U X Y x               (2) 

Due to the construction procedure of the matrix k
M , 

model (2) covers the possibility of a “correct” transi-

tion in the operable DES and, moreover, the possibil-

ity of an “incorrect” transition to the state caused by 

the DES fault sf . Therefore, there is a definite corre-

spondence between the behavior of model (2) and the 

behavior of both the operable and faulty DESs. In sub-

section 3.2, we propose a method for evaluating this 

correspondence in terms of possibility (confidence) 

and form a structured residual vector based on the 

method.  

 

1.2. Fault Diagnosis Scheme  

To detect and isolate faults, the idea is to use the 

fault diagnosis scheme shown in Fig. 2. This scheme 

contains N  channels (according to the number of pos-

sible DES faults), and each channel includes a deter-

ministic FSA 
d
sA  and a decision block DBs . For the 

diagnosis scheme design, it is necessary to determine 

the components of each channel. Therefore, the re-

mainder of this paper is organized as follows. 

 

1.3. The Structure of This Paper 

Section 2 provides the mathematical constructs of 

fuzzy logic required to obtain the main results of the 

paper. In Section 3, the design problem of a determin-

istic FSA 
d
sA  (called the observer of the nondetermin-

istic FSA sA ) is reduced to the modified problem of 

finding the determinizer [10] of this automaton. Also, 

we propose an operation rule for DBs , 1 ,s N   en-

suring the structuredness of the residual vector, an im- 

 

 

 
Fig. 2. The fault diagnosis scheme of DESs. 

 

portant property with the following essence. First, the 

zero value of all the components of the residual vector 

means the absence of DES faults. Second, if only one 

component of the residual vector is 0 (the others being 

equal to 1), then the DES has a fault with the number 

coinciding with that of the zero component of the re-

sidual vector. In Section 4, we consider a numerical 

example and simulation results to illustrate the fea-

tures of the method proposed. The outcomes of this 

paper are summarized in the Conclusions. 

 

2. MATHEMATICAL CONSTRUCTS 

2.1. Fuzzy Logic Operations 

Recall several operations of fuzzy logic [8], play-

ing an important role for the further presentation. A 

fuzzy matrix  ijB B  is a matrix with elements 

 0,1  .ijB   Hence, the above matrices , 1  ,k
M k m   

are fuzzy. Now let B and C be fuzzy matrices of di-

mensions a × b and b × c, respectively. The product of 

fuzzy matrices is defined by [10]  

   
, 

max min   ,ih hjij i j
BC B C  

where ihB  and hjC  are the corresponding elements of 

matrices B and C, 1 i a, 1 h  b, and 1 j  c. 

This formula generalizes the well-known matrix mul-

tiplication [11, p. 24]; it is obtained by replacing the 

product of matrix elements by the operation of finding 

the minimum and the sum of elements by the opera-

tion of finding the maximum. Here is a simple numer-

ical example. 

Example 1. Consider matrices B  and C  of the form 

0.1 0.9

0.7 0.2
B

 
  
 

, 
0.6 0.3

0.4 0.8
C

 
  
 

. 
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The calculations yield the following results:

      11
max min 0.1 0.6 ,  min 0.9   0.4 0.4,BC  

      12
max min 0.1 0.3 , min 0.9 0.8 0.8,ВС  

      21
max min 0.7 0.6 , min 0.2 0.4 0.6,ВС  

      22
max min 0.7  0.3 ,   min 0.2   0.8 0.3.BС  

Thus, the product of the fuzzy matrices B  and C  is 

0.4 0.8

0.6 0.3
BC

 
  
 

. ♦ 

 

2.2. The Concept of the Determinizer of a Fuzzy FSA 

The definition of the determinizer of a fuzzy FSA 

[10] is introduced as follows. Let E  be some set of 

fuzzy n -dimensional row vectors whose components 

can take values on the interval  0, 1 . Also, let 

0 0,   ,E E E  be the set of all unit n -dimensional row 

vectors, called the generating states of the determiniz-

er  D A . The closure  E


 of the set E  with respect 

to a signature (set of admissible operations)   is the 

set of all vectors, including those from E , that can be 

obtained by applying operations from the signature Σ  

to vectors from E . We construct the closure using the 

following procedure. 

Step 1. Assign 0.i   

Step 2. Find the vector set 
1 .i i i

E E E



     

Step 3. If 
1 ,i i

E E
   assign   i

E E

  and com-

plete the procedure. 

Step 4. Otherwise, let 1i i   and go back to 

Step 2. 

Let  ,  ,  δA U X  be a fuzzy semiautomaton (i.e., 

an automaton A  without output function) and 

   , 1k
S U M k m    be the set of fuzzy transition 

matrices of the automaton A . Assume that the signa-

ture Σ  includes all operations involving the multipli-

cation of an n -dimensional row vector on the right by 

a matrix from the set  S U . The determinizer of a 

fuzzy semiautomaton A  is a deterministic FSA de-

scribed by the triple 

    ,  ,  Δ ,D A S X U  

where      S U
S X E  and      Δ :  S X S U S X   

is the determinizer’s transition function defined by 

     iΔ μ ,   μ , μ   ,  .  k k
k i iu M S X M S U    (3) 

To explain formula (3), we recall that the matrix 
k

M  describes a transition activated by an input ku .  

Example 2. Consider a semiautomaton A'  defined by 

the fuzzy transition matrices  

1

0.4 0.6

0 ,

0

0

0 1

0 1

M

 
   
 
 

2

0 0 1

1 0 0 .

0 1 0

M

 
   
 
 

 

Let the generating states of the determinizer be 

 1 1 0 0 ,    2 0 1 0 ,   and  3 0 0 1 .   The 

necessary calculations by formula (3) yield the following 

vectors 4 , 5 , and 6  of the closure     4: μ
S U

E 

1
1 M   0.4 0.6 0 ,  1

5 4 M     0.4 0.4 0.6 ,
 

 2
6 4μ 0.6 0 0 4 ..M   

 
Following similar consid-

erations, we obtain  7 8μ 0.4 0.6 0.4 , μ 

     9 100.6 0.4 0.4 ,   0 0.4 0.6 ,    μ 0 0 0.4 ,  

     11 12 13μ 0 0.4 0 , 0.4 0 0 ,   0.4 0.4 0 ,    

   14 15 16μ 0.4 0.4 0.4 , μ 0.4 0 0.4 ,   

 0 0.4 0.4 .  

Finally, taking ( )М Х   , 1 16i i   , we construct 

the transition table of the determinizer  D A  (Table 1). 

For example, it indicates the transitions from the state 9  to 

the state 10  under the input 1u  and those from the state 9  

to the state 4  under the input 2u  since 
1

9 10M     and 

2
9 4M    . Note that the number of states of the de-

terminizer  D A  significantly exceeds that of the 

original semiautomaton A' . Indeed, when construct-

ing the determinizer, we preserve all information 

about the degree of confidence in realizing each possi-

ble transition since each determinizer’s state is a vec-

tor of possible DES transitions to the corresponding 

states at a definite time instant. ♦ 
 

Table 1 

The transition table of the determinizer D(A') 

 
1μ  2μ  3μ  4μ  5μ  6μ  7μ  8μ  9μ  10μ  11μ  12μ  13μ  14μ  15μ  16μ  

1u  4μ  3μ  3μ  5μ  5μ  7μ  5μ  7μ  10μ  10μ  10μ  13μ  14μ  14μ  14μ  10μ  

2u  3μ  1μ  2μ  6μ  7μ  9μ  8μ  5μ  4μ  11μ  12μ  10μ  15μ  14μ  16μ  13μ  
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To obtain an upper bound for the number of de-

terminizer’s states, we consider that the components of 

all vectors from the set  S X  can take only the values 

contained in the matrices from the set  S U . Exclud-

ing the zero vector from the analysis gives the formula 

 #   1,   n
S X q                         (4) 

where #  denotes the set cardinality; q  is the number 

of different values for the elements of fuzzy matrices 

from the set  S U ; as before, n  stands for the num-

ber of states of the fuzzy FSA. For example, consider 

system (3); in this case, we have 4q   (the set of dif-

ferent values for the elements of the matrices 1
M  and 

2
M  includes the numbers  0;  0.4; 0.6; 1 ), 3n  , 

and, consequently,   3# 4 1 63.S X     

Example 3. The above approach can be applied to the 

determinization of nondeterministic FSA. As an illustration, 

we consider the nondeterministic FSA model obtained from 

the fuzzy one (3) by setting the unit degrees of confidence 

for all admissible transitions: 

1 

1 1 0

0 0 1

0 0 1

M

 
   
 
 

, 2

0 0 1

1 0 0 .

0 1 0

M

 
   
 
 

             (5) 

In the case of nondeterministic FSA, the dimension of the 

resulting determinizer is not necessarily smaller than that of 

the original automaton. Indeed, for nondeterministic FSA 

we have  2q   and, by formula (4), the number of deter-

minizer’s states is  

 #   2 1.n
S X    

Particularly for the nondeterministic FSA (5), it follows that 

  3# 2 1 7.S X     Omitting intermediate calculations, 

we directly present the transition table of the determinizer 

of nondeterministic FSA (5). 

In Table 2, the determinizer’s states are  1μ 1 0 0 ,  

     2 3 4 5μ 0 1 0 , μ 0 0 1 , μ 1 1 0 , μ   

 1 1 1 ,   6μ 1 0 1 ,  and  7μ 0 1 1 .  ♦  

 

 Table 2 

 

The transition table of the determinizer  

of the nondeterministic FSA (5) 

 
1μ  2μ  3μ  4μ  5μ  6μ  7μ  

1u  4μ  3μ  3μ  5μ  5μ  5μ  3μ  

2u  3μ  1μ  2μ  6μ  5μ  7μ  4μ  

Note that the algebraic determinization approach for 

nondeterministic FSA based on partition algebra [5] 

and covering algebra [6] surely yields a deterministic 

FSA with a dimension not exceeding that of the origi-

nal automaton. The reason is that the algebraic ap-

proach does not require preserving information about 

the degree of confidence in the realization of each pos-

sible transition. The fuzzy approach under considera-

tion involves additional useful information about the 

degree of confidence in the realization of each possi-

ble transition during the fault diagnosis procedure, 

providing a potential opportunity to increase (if neces-

sary) the depth of fault isolation. The price for this is a 

significant dimension of the determinizer’s transition 

table.  

The main difference between the descriptions of the 

deterministic FSA ,  1 ,d
sA s N   (the fault diagnosis 

scheme in Fig. 2) and the determinizer  '
sD A  of the 

corresponding semiautomaton sA
'  is that the transition 

function of the automaton d
sA  additionally depends on 

the outputs of the original automaton. As a result, ad-

ditional information can be used to adjust the behavior 

and reduce the dimension of the automaton d
sA . Draw-

ing an analogy with the observers of a continuous dy-

namic system, we call the deterministic FSA 
d
sA  an 

observer of the fuzzy FSA sA . 

 

3. DIAGNOSIS CHANNEL DESIGN 

3.1. The Observer     

The further presentation concerns the channel of 

the fault diagnosis scheme intended to isolate a fault 

sf . First, consider a method for finding the transition 

function δd
s  of the observer d

sA  based on a slight 

modification of the relation (3). For vectors 

 μi S X  and  jL S Y , we introduce the notation 

   


,1 ,1 ,2 ,2

, ,

μ ,   min μ ,   ,   min μ ,   , ,  

min(μ ,   ) .

i j i j i j

i n j n

L L L

L

 
 (6) 

Let the transition function      Δ : S X S Y S U 

 S X  of the deterministic FSA d
sA  be defined as 

follows: 

 
     

Δ μ , ,   μ ,   ,

μ ,   ,   . 

k
i j k i j

k
i j

y u L M

S X L S Y M S U

 

  
      

    (7) 
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With μ ,  i jL  used in formula (7) instead of μ i  in the 

determinizer’s transition function (3), we specify the 

values of membership functions (to the corresponding 

fuzzy sets) for the components of the vector x X  

before the transition. 
Example 4. Consider a fuzzy FSA described by the ma-

trices 1
M  and 2

M  of Example 2 (in the absence of faults). 

Let the output function of this automaton be given by the 

matrix 

1 0 0

0 1 1
L

 
  
 

. 

Its transition errors are a consequence of two faults, 

 1 3 1 1,2
  :f x x  and  2 3 2 1,2

:f x x . The automaton’s 

matrices 
2
1M  and 

2
2M  including an additional erroneous 

transition due to an appropriate fault (indicated by the ma-

trix subscript) have the form 

2 2
1 2

1 0 1 0 1 1

1 0 0 ,   1 0 0 .

0 1 0 0 1 0

M M

   
       
   
   

 

The matrix 1
M  is unaffected by the fault and retains its 

original form.  

Now we design the observer 1
d

A  (in this case, using only 

the matrix 
2
1M ). As in the previous example, let the gener-

ating states be  1μ 1 0 0 ,     2μ 0 1 0 ,  and 

 3μ 0 0 1  . Calculations according to the right-hand 

side of the relation (7) give 

      

 

1
1 1

4

μ ,   min 1,1  min 0,  0 min 0,  0

0.4 0.6 0

0 0 1 0.4 0.6 0 μ .
0 0 1

L M 

 
    
 
 

 

By analogy, we find    5 6μ 1 0 1 , 0.4 0.4 0 ,  

   7 8 9μ 0 0 0.6 , (0.4 0 0.4), μ 0.6 0 0 ,   

   10 11 12μ 0 0 0.4 , (0.4 0 0), μ 0 0.6 0 ,   

 13μ 0 0.4 0 ,  and  14μ 0.6 0 0.6  and build the 

transition table of the observer 1
d

A  (Table 3). 

In this table, dashes indicate the transitions correspond-

ing to the incompatible values of the observer state and DES 

output. For example, the observer state 2  allows only the 

DES output 2y , which is immediate from the expressions 

for the vector 2  and the matrix L . Hence, the combination 

of 2  and 1y  is impossible during the faultless operation of 

the DES. 

Finally, we compare the dimension of the determinizer 

 D A  (Table 1) and the dimension of the observer 1
d

A  

(Table 3), emphasizing that the latter does not exceed the 

former. However, in practice, the observer may have a 

higher dimension than the original fuzzy FSA. ♦ 

Seemingly, this fact should limit the practical real-

izability of the fault diagnosis procedure of DESs 

based on the fuzzy FSA model due to the significant 

dimension of real systems. As expected, these limita-

tions should be less pronounced within the algebraic 

approach [5, 6]. Meanwhile, the actual things differ. 

The point is that the algebraic approach finds a tabular 

description for the transition function of observers (de-

terministic FSA , 1 d
iA i N  ) from the tabular de-

scription of the original finite state automaton model 

of the DES. In contrast, the approach proposed speci-

fies the transition function in a compact analytical 

form, being therefore insensitive to the growth of the 

dimension of the original DES model. Moreover, with 

this feature, the approach proposed is preferable when 

designing fault diagnosis schemes for DESs based on 

the deterministic and nondeterministic FSA models. It 

successfully overcomes the so-called “curse of dimen-

sionality,” inevitably arising for all methods with a 

tabular (or graph-based) description of the FSA model 

of DESs. 

 

3.2. The Decision Block of the Diagnosis Channel 

Assume that during the fault diagnosis procedure, 

the DES output jy  and the state i  of the observer 

d
sA  are generated simultaneously. Let s  denote the 

value of the maximum component of the vector 

μ ,   .i jL  This value will be regarded as the degree of 

 

Table 3 

The transition table of the observer      

 
1μ  2μ  3μ  4μ  5μ  6μ  7μ  8μ  9μ  10μ  11μ  12μ  13μ  14μ  

1u  1y  4μ  - - 
6μ  4μ  6μ  - 

6μ  4μ  - 
6μ  - -  4μ  

2y  - 
3μ  3μ  7μ  3μ  10μ  7μ  10μ  - 

10μ  - 
7μ  10μ  7μ  

2u  1y  5μ  - - 
8μ  5μ  8μ  - 

8μ  14μ  - 
8μ  - - 

14μ  

2y  - 
1μ  2μ  12μ  2μ  11μ  12μ  13μ  - 

13μ  - 
11μ  13μ  12μ  
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confidence that the DES behavior corresponds to the 

behavior of the observer .d
sA  In view of the aforesaid, 

we specify the relation s : 

 ,  y  σ 0i j s s    .                   (8) 

Assume now that the relation Ψs  (8) has been ver-

ified as false for a particular pair jy  and μ i  (i.e., 

0s  ). This indicates the presence of an error (fault) 

,kf k s , in the DES. In this case, the corresponding 

residual value is 1sr  ; otherwise ( 0)s  , 0sr  . To 

judge unambiguously the fault type in the DES based 

on the structured residual vector, only one of its com-

ponents should retain the zero value. (The number of 

this component will be the fault number.) If not (sev-

eral residuals take zero values), then extra checks are 

required, e.g., using additional measurements and/or 

special tests [12]. Such checks should be carried out 

sequentially for all faults in the order of decreasing 

degrees of confidence from the list 1{ , 2 ,..., }.N  

4. AN ILLUSTRATIVE EXAMPLE 

The change management process in an IT system was 

described in detail in [5, Fig. 1; 6], including a method for 

obtaining its deterministic and nondeterministic FSA mod-

els. Note that this process is one of the most important for 

IT systems: it is responsible for managing the lifecycle of 

all changes and facilitates the implementation of useful 

changes with minimum interruption of IT services. The 

change management process involves the following partici-

pants:  

– the initiator (an IT department representative who per-

forms the initial processing, assignment, and control of 

changes); 

– the executor (an engineer who makes changes in con-

figuration elements or coordinates the contractor’s work on 

these changes); 

– the Advisory Change Committee (ACC), an advisory 

body that meets regularly to assess and plan changes); 

– the process manager (an IT department representative 

who controls the change management process and forms 

suggestions for its improvement).   

The transition and output tables of the deterministic and 

nondeterministic FSA models of the process were also pre-

sented in the papers cited. The deterministic FSA model 

describes the actions of the process participants in full com-

pliance with the regulations prescribed. In practice, a nonde-

terministic FSA should be used as the initial model due to 

some (non-critical) deviations of the participants’ actions 

from the prescribed regulations, allowed to clarify the regu-

lations or the participants’ knowledge of them. In particular, 

the following situations were considered:  

– The process manager sends the reviewed result of a 

completed task to the ACC for re-approval. 

– The process manager sends a received and agreed task 

back to the initiator.  

– The executor sends a received and agreed task back to 

the initiator.  

– The executor sends a received and agreed task back to 

the ACC for approval.  

The following external events are considered to be mod-

el inputs: 1  u  (work plan completion), 2  u  (plan approval 

by the ACC), 3  u  (transfer of the non-approved plan for 

revision), 4 u  (transfer of a task and a work plan to the ex-

ecutor), 5 u  (work completion), and 6 u  (entering of the 

changes made in the IT system library). The following stag-

es of the regulations are considered to be model states: 1 x  

(formation of a task and an implementation plan), 2 x  (co-

ordination of a task and a work plan by the ACC), 3 x  (co-

ordination of a task and a work plan by the process manag-

er), 4 x  (carrying out works by the executor), 5 x  (check of 

the carried out works by the process manager), and 6 x  

(completed works). Available information about some stag-

es of the regulations is used as outputs (see the output func-

tion below).  

The fuzzy FSA model of the change management pro-

cess in an IT system that describes the error-free work of all 

process participants (the initiator, executor, and manager) 

can be obtained based on the nondeterministic counterpart 

[6, Table 3] and the available statistical information about 

the possible actions of the participants when following the 

regulations: 

1

0 1 0 0

0 0 0 0

,0 0 0 0

0 0 0 0

M

 
 
 
 
 
 
 
 

 

2

0 0 0 0 0

0 0 1 0 0

,0 0 0 0 0

0 0 0 0

0 0 0 0 0

M

 
 
 
 
 
 
 
 

 

3

0 0 0 0

1 0 0 0

,0 0 0 0

0 0 0 0

M

 
 
 
 
 
 
 
 

 

4

0 0 0 0 0 0

0 0 0 0 0 0

0.1 0.1 0 0.8 0 0
,

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

M

 
 
 
 

  
 
 
  
 
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5

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0
,

0.2 0.1 0 0 0.7 0

0 0 0 0 0 0

0 0 0 0 0 0

M

 
 
 
 

  
 
 
  
 

 

6

0 0 0 0

.
0 0 0 1

0 0 0 0

M

 
 
 
 
 
 

 

All these matrices have dimensions 6 6 . The output func-

tion is described by the matrix 

1 0 0 0 0 0

0 1 0 0 1 0

0 0 1 0 0 0

0 0 0 1 0 0

0 0 0 0 0 1

L

 
 
 
 
 
 
 
 

. 

As in [6], we consider the errors of the initiator, executor, 

and process manager:   1 1
1 2 3 , 

:    , 
x u

f x x

  4 5
2 5 6 , 

:    ,
x u

f x x  and   2 2
3 3 4 , 

:   
x u

f x x , respectively. 

The corresponding matrices are 

1
1

0 1 1 0

0 0 0 0

,0 0 0 0

0 0 0 0

M

 
 
 
 
 
 
 
 

  

5
2

 0  0  0 0  0  0

 0  0  0 0  0   0

 0   0  0 0  0   0

0.2 0.1 0  0 0.7 1

0 0 0  0 0 0

0 0 0 0 0 0

M

 
 
 
 

  
 
 
  
 

,  

2
3

0 0 0 0 0 0

0 0 1 1 0 0

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

M

 
 
 
 

  
 
 
  
 

.  

All other matrices retain their values.  

The tables below present the simulations for different 

admissible results of the participants to the change man-

agement process as well as the errors of the initiator, execu-

tor, and process manager. The residuals and auxiliary varia-

bles were generated using the relations (6)-(8) and the 

above matrices. The matrices used are: 
1
1 M , 2

M , 3
M , 

4
M , 5

M , and 6 M  (the first channel); 1
M , 2

M , 3
M , 

4
M , 

5
2  ,M  and 

6
M  (the second channel); 1

M , 
2
3M , 4

M , 

5
M , and 6 M  (the third channel). The following scenarios 

were simulated. 

Scenario 1. The process regulations are implemented 

without any deviations (Table 4). 

Scenario 2. The process regulations are implemented 

with an admissible deviation due to the manager’s transfer 

of task formation and work plan for re-approval by the ACC 

(Table 5).  

Scenario 3. The process regulations are implemented 

with errors made by the initiator, executor, and process 

manager, respectively (Table 6). 

 
Table 4 

Scenario 1 

Characteristics Initial 

value 
Input 

1u  2u  4u  5u  6u  

System 
State x 1x  2x  3x  4x  5x  6x  

Output y 1y  2y  3y  4y  2y  5y  

Channel 1 

State  10  11  12  14  15  16  

Confidence 1  1 1 1 0.8 0.7 0.7 

Residual 1r  0 0 0 0 0 0 

Channel 2 

State  20  21  22  24  25  26  

Confidence 2  1 1 1 0.8 0.7 0.7 

Residual 2r  0 0 0 0 0 0 

Channel 3 

State   30  31  32  34  35  36  

Confidence 3  1 1 1 0.8 0.7 0.7 

Residual 3r  0 0 0 0 0 0 
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Table 5 

Scenario 2 

Characteristics Initial value 
Input 

1u  2u  4u  2u  4u  5u  6u  

System 
State x 

1x  2x  3x  2x  3x  4x  5x  6x  

Output y 
1y  2y  3y  2y  3y  4y  2y  5y  

Channel 1 State  
10μ  11μ  12μ  14μ  *

12μ  
*
14μ  

*
15μ  

*
16μ  

Confidence 1σ  1 1 1 0.1 0.1 0.1 0.1 0.1 

Residual 1r  0 0 0 0 0 0 0 0 

Channel 2 State  
20μ  21μ  22μ  24μ  *

22μ  
*
24μ  

*
25μ  

*
26μ  

Confidence 2σ  1 1 1 0.1 0.1 0.1 0.1 0.1 

Residual 2r  0 0 0 0 0 0 0 0 

Channel 3 State  
30μ  31μ  32μ  34μ  *

32μ  
*
34μ  

*
35μ  

*
36μ  

Confidence 3σ  1 1 1 0.1 0.1 0.1 0.1 0.1 

Residual 3r  0 0 0 0 0 0 0 0 

 

 
Table 6 

Scenario 3 

Characteristics Initial value 

1f  2f  3f  

Input 

1u  1u  2u  4u  5u  1u  2u  

System 
State x 1x  3x  2x  3x  4x  6x  2x  4x  

Output y 1y  3y  2y  3y  4y  5y  2y  4y  

Channel 1 

State  10μ  11μ  11μ  12μ  14μ  15μ  11μ  12μ  

Confidence 1σ  1 1 1 1 0.8 0 1 0 

Residual 1r  0 0 0 0 0 1 0 1 

Channel 2 

State  20μ  21μ  21μ  22μ  24μ  25μ  21μ  22μ  

Confidence 2σ  1 0 1 1 0.8 0.8 1 0 

Residual 2r  0 1 0 0 0 0 0 1 

Channel 3 

State  30μ  31μ  31μ  32μ  34μ  35μ  31μ  32μ  

Confidence 3σ  1 0 1 1 0.8 0 1 1 

Residual 3r  0 1 0 0 0 1 0 0 

 

 
Note that in different scenarios, each stage of the regula-

tions is implemented a different number of times; this fact is 

reflected in the tables. The states of the observers of fault 

diagnosis channels appearing in the tables have the follow-

ing values:  10 20 30 11μ 1  0 0 0 0  0 , μ       

  21 31 12 220 1  1   0 0 0 , μ (0 1 0 0 0 0),      

   32 14 24 340  0 1 0 0 0 , μ   0  0 1 1 0  0 ,  μ μ   μ     

   0.1  0.1 0 0.8  0 0 ,
 

 15 35μ 0.2 0.1  0  0  0.7  0 ,  

 25 16 26 36μ 0.2  0.1  0  0  0.7 0.8 , μ     

 0  0  0 0 0  0.7 .  The states of the observers of fault diag-

nosis channels appearing in Table 5 have the following val-
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ues:  * *
12 22μ 0  0 0.1  0 0 0 ,    *

32μ 0  0  0.1 0.1 0 0 ,

 * * * * *
14 24 34 15 35μ  μ  μ 0.1 0.1  0 0.1 0  0 , μ μ    

   * *
25 160.1 0.1  0 0 0.1 0 , 0.1 0.1  0 0 0.1 0.1 , μ  

 * *
26 36μ μ 0 0 0 0  0 0.1 .    The subscripts of the states 

are interpreted as follows: the first number corresponds to 

the channel number whereas the second to the input number 

affecting the transition.  

For the sake of convenience, the superscript * indicates 

the newly appearing states in scenario 2 that are generated 

by the same inputs as in scenarios 1 and 3. This is due to 

implementing more steps of the regulations in scenario 2. 

According to Tables 4 and 5, both under the full com-

pliance with the regulations and an admissible deviation 

from the regulations caused by the process manager’s ac-

tion, zero values of the residuals are formed at the channel 

outputs. At the same time (see Table 6), when errors occur 

in the actions of the initiator, executor, and process manag-

er, the resulting structured residual vector allows unambig-

uously concluding on the error type at the time of its occur-

rence. 

CONCLUSIONS 

This paper has proposed a fault diagnosis method 

for DESs described by the fuzzy FSA model. In com-

parison with the nondeterministic counterpart, this 

model can contribute to achieving the required depth 

of fault diagnosis. Indeed, let the generated residual 

vector yield no unambiguous conclusion on the fault 

type. (In other words, the vector contains several zero 

components.) In this case, several additional checks 

may be required to localize the fault. To reduce the 

number of such checks, they should be performed in 

the order of decreasing the degree of confidence 

, 1s s N   . 

Obviously, the method can be extended to simpler 

models in the form of deterministic and nondetermin-

istic finite state automata. Distinctive features of the 

method are as follows: no preliminary tabular descrip-

tion of diagnosis means is required; all calculations are 

carried out directly during the fault diagnosis process 

using compact analytical relations. This allows over-

coming the “curse of dimensionality,” which inevita-

bly arises for the methods with the tabular (or graph-

based) description of the FSA model of DESs. Thus, 

the earlier existing limit on the admissible dimension 

of the model of the DES diagnosed is almost eliminat-

ed. The method proposed can be further developed for 

the diagnosability analysis and verification of DES 

models with a large number of states [13].  
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Abstract. This paper considers a probabilistic approach to obtaining the CES production func-

tion. It consists in calculating the mean and median of the Leontief function (the quantity of 

output) as a random variable depending on the capacities of production factors, i.e., the ratios of 

the factors to their per-unit values. The type of the cumulative distribution function of the min-

imum from a set of independent random variables is substantiated. Explicit expressions are de-

rived for the mean and median of the quantity of output as CES functions when the factor ca-

pacities have (continuous) Weibull distributions. Discretely distributed production factors are 

considered using the example of a geometric law. An attempt is made to derive the CES func-

tion when the factor capacities have discrete Weibull distributions. The difficulties arising in the 

analytical use of the mean of the Leontief function are described. 
 

Keywords: production function, CES production function, probabilistic approach, Weibull distribution, 

discrete Weibull distribution, geometric distribution, mean, median. 
 

 
 

INTRODUCTION  

 Traditionally, production functions that establish 

the relationship between production factors 1,..., nX X  

and the quantity Q  of output by an enterprise (or a 

country) are described in terms of the marginal rate of 

substitution ijS  and the elasticity of substitution σij  of 

a factor iX  by a factor jX ; by assumption, the factors 

take deterministic values [1]. In particular, for two 

factors 1X  and 2X , the property 12σ const  is pos-

sessed by the CES (constant elasticity of substitution) 

function.  

However, starting from the 1950s, a probabilistic 

approach to the description of production functions 

had stood out and was particularly developed in 1990– 

2015; for example, see [2–5]. The most significant 

achievement here was the development of a theoretical 

apparatus based on the following concepts: technology 

(idea), local production function, technology menu, 

and global production function [2]. We briefly explain 

the essence by the following example [3]. 

Let 1X  and 2X  be two production factors with 

some technological parameters 1x  and 2x , respective-

ly. Consider the CES production function 

    1 2

1 2

1
θ θ θψ (1 ψ)X X

x x
Y A   , 

where 0A , ψ (0, 1) , and θ ( , 0) (0, 1)    are 

constants. 

A pair of parameter values 1 2( , )x x  is called a 

technology or idea. The function Y  with fixed values 

1x  and 2x  is called the local production function cor-

responding to the technology 1 2( , )x x . 

Let a relation (technology menu) be imposed on the 

parameter values 1x  and 2x : 

1 1 2 2( ) ( ) ,T x T x N  

where 1 1( )T x  and 2 2( )T x  are some (unknown) func-

tions of one variable and N  is a constant. 

In this example, the following problem arises natu-

rally: given the values of the factors 1X  and 2X , find 

functions 1 1( )T x  and 2 2( )T x  such that the function Y  

will reach the largest values under the technology 

menu: 

    1 2

1 2

1
θ θ

1 2

θ

1 2

ψ (1 ψ) max

( ) ( ) .

X X

x x

T x T x N

Y A  









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(In this case, Y  will be called the global production 

function.) 

Using Lagrange’s method of multipliers and the 

variable separation method, we can show that 

1 1 1 1( ) 1 ( )F x T x   and 2 2 2 2( ) 1 ( )F x T x   are Weibull 

distribution functions. Researchers also studied the 

inverse problem [4]: reconstruct the global production 

function as a CES function from the parameters 1x  and 

2x  distributed according to the Weibull law. 

An alternative approach was later proposed by 

A.V. Mikheev [6] as follows. Denoting by ix  the per-

unit value of a factor iX  (its quantity required to 

manufacture one product), he introduced the capacity 

iQ  of iX  as the ratio of the quantity of iX  to the per-

unit value ix : 

.i

i

i

X
Q

x


 

With the factor capacities treated as random varia-

bles, the mean of the two-factor Leontief production 

function 1 2min{ , }Q Q Q  was found through the dou-

ble integral [6]: 

1 2 1 2

1

1 1 2 2 1 2 1

0

( ( , ) ( , )) ,Q Q Q Q

q

EQ q p q q p q q dq dq

  
   

  (1) 

where 
1 2 1 2( , )Q Qp q q  stands for the joint density of the 

random variables 1Q  and 2Q . Based on formula (1), 

Mikheev established the following result: if 1Q  and 2Q  

are independent and obey Weibull distributions with 

the same shape coefficient β 0 , then EQ  is ex-

pressed through the means 1EQ  and 2EQ  of 1Q  and 

2Q  as the CES function 

 
1

β β β
1 2( ( .) )EQ EQ EQ

  
   

Formula (1) leads to quite bulky calculations. 

However, another solution is possible: find the law 

(function or density) of distribution of the random var-

iable 1 2min{ , }Q Q Q  and derive the mean EQ  by 

definition. If the random variables 1Q  and 2Q  were 

independent and identically distributed, this problem 

would turn into a well-known one of mathematical 

statistics: find the law of distribution of the minimum 

realization from a random sample with a given uni-

verse [7]. The advantage of this problem is the possi-

bility to work with a random sample of any size n (i.e., 

n capacities 1, , nQ Q  can be considered). Some mod-

ification of this problem is of interest for further re-

search. 

Note that only continuous models were considered 

in [2–6]; in reality, however, production factors or 

their capacities may be discrete variables. Here, we are 

concerned with the capacities of production factors as 

discretely distributed random variables and attempt to 

construct production functions on their basis. It is es-

pecially important to try reconstructing the CES func-

tion based on the discrete analog of the Weibull distri-

bution using analytical methods. 

According to the above considerations, we high-

light several tasks: 

 propose an effective method for finding the dis-

tribution law of the Leontief function from the capaci-

ties of production factors as independent random vari-

ables; 

 show the possibility of obtaining the CES func-

tion from the means and medians of the capacities of n 

independent random production factors representing 

independent random variables with continuous 

Weibull distributions with the same shape coefficient; 

 analyze discretely distributed capacities of pro-

duction factors on the example of a geometric law; 

 make an attempt to construct, by analytical meth-

ods, the CES function in the case of independent ran-

dom capacities of production factors with discrete 

Weibull distributions with the same shape coefficient. 

 

1. THE GENERAL PROPOSITION 

Consider production with n non-fungible factors of 

capacities 1, , nQ Q . For such factors, we can apply 

Leontief’s production principle: the quantity of output 

is equal to the smallest of the capacities of the produc-

tion factors used. In addition, we treat the capacities 

1, , nQ Q  as independent random variables. 

The analysis below proceeds from the following 

result. 

Proposition 1. Let 1, , nQ Q  be independent ran-

dom variables, each having the distribution function 

( ),
( )

0, ,i

i i

Q

i

f q q b
F q

q b


  

 

where ib  are some numbers. Then the distribution 

function of the random variable 

1min{ , , }nQ Q Q  

is 

1

( ) 1 (1 ( )).
i

n

Q Q

i

F q F q


                    (2) 

P r o o f. 

1 1

( ) { } 1 { }

1 {min{ ,..., } } 1 { ,..., }.

Q

n n

F q P Q q P Q q

P Q Q q P Q q Q q

    

      
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But 1 1{ ,..., } { } ... { }n nP Q q Q q P Q q P Q q        

since 
1,..., n

Q Q  are independent. Thus, 

1( ) 1 { } ... { },
Q n

F q P Q q P Q q       

which finally gives formula (2). ♦ 

Remark. In this paper, we also deal with discretely 

distributed random variables 1, , nQ Q  with integer 

values 1, 2, 3, ... or 0, 1, 2, ... For such random varia-

bles, Proposition 1 remains valid. (For the sake of 

simplicity, imagine that ib  are integers and integers are 

selected from the set iq b .) 

2. THE CASE OF CONTINUOUS VARIABLES 

Let us represent 1Q  and 2Q  as the capacities of 

some production factors. Suppose that they are two 

independent continuous random variables obeying the 

Weibull laws [8] with the same shape coefficient β 0  

and coefficients 1α 0  and 2α 0 , respectively: 
β

1

1

α1 , 0
( )

0, 0,

q

Q

e q
F q

q

   


 

β
2

2

α1 , 0
( )

0, 0.

q

Q

e q
F q

q

   


 

Assume that Q  (the quantity of output) depends 

on the capacities 1Q  and 2Q  by Leontief’s production 

principle: 

1 2min{ , }.Q Q Q  

Applying Proposition 1 yields 
βα1 , 0

( )
0, 0,

q

Q

e q
F q

q

   


 

where 1 2α α α  . Thus, the random variable Q  has a 

Weibull distribution. Its mean is given by [8] 

 
1

1
β β

1 2

1 1α 1 α α 1 ,
β β

EQ
    

         
   

     (3) 

where Γ denotes the gamma function. 

We calculate the coefficients 1α  and 2α  from 
1

β
1 1

1α 1 ,
β

EQ
  

   
 

 

1

β
2 2

1α 1
β

EQ
  

   
 

 

(the formulas for the means 1EQ  and 2EQ  of the ran-

dom variables 1Q  and 2Q ) and substitute the results 

into (3), thereby obtaining 

 
1

β β β
1 2( ( .) )EQ EQ EQ

  
                 (4) 

This formula defines the CES production function. 

In the following, the special case β 1  is also of 

interest. In this case, the Weibull distribution (for 

1 2, ,Q Q  and Q ) turns into the exponential one, and the 

expression (4) takes the form 

1 2

1 2

.
EQ EQ

EQ
EQ EQ




                        (5) 

These calculations can be generalized to the case 

of n factors. In addition, other characteristics of ran-

dom variables (e.g., medians) can be considered in-

stead of means. 

Proposition 2. Let iQ  ( 1,..., )i n  be the capaci-

ties of production factors represented as independent 

continuous random variables with Weibull distribu-

tions with the same shape coefficient β 0  and coeffi-

cients 1α 0, ,α 0 :n   
βα

1 , 0
( )

0, 0.

i

i

q

Q

e q
F q

q

   


 

In addition, let the quantity of output Q  be determined 

by Leontief’s production principle: 

1min{ ,..., }.nQ Q Q  

Then the mean EQ  and median M  of Q  are ex-

pressed through the means iEQ  and medians iM   of 

iQ , respectively, as CES production functions: 

 
1

β β β
1( ... ( ,) )nEQ EQ EQ

  
               (6) 

 
1

β β β
1 ... .nM M M

                       (7) 

P r o o f. Utilizing Proposition 1, we obtain the Weibull 

distribution function 
βα1 , 0

( )
0, 0,

q

Q

e q
F q

q

   


 

where 1α α + α
n

  . The mean EQ  and median M  of 

the random variable Q  are given by 

 
1

1
β β

1

1 1α 1 α ... α 1 ,
β βnEQ

    
          

   
 

 
1 1 1

1
β β ββ

1α (ln 2) α ... α (ln2) .
n

M
 

     

By analogy, the means 
i

EQ  and medians 
i

M  of the 

random variables 
i

Q  are given by 

1

β 1α 1 ,
βi i

EQ
  

   
 

 

1 1

β β .α (ln 2)
i i

M


  

Calculating the coefficients i  from these formulas and 

substituting the results into the expressions for EQ  and ,M  

we finally arrive at (6) and (7). ♦ 
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3. THE CASE OF DISCRETE VARIABLES 

Now we attempt to represent the capacities of pro-

duction factors as random variables with discrete dis-

tributions. 
 

3.1. An Example: Geometric Distribution 

Let 1Q  and 2Q  be the capacities of production factors 

described by two independent random variables with geo-

metric distributions with parameters 1p  and 2p , respective-

ly (the probabilities of success in single trials). Here, we 

understand the distribution in the following sense: the ran-

dom variable is the trial number with the first success (pos-

sible values are 1,2,...j  ). 

Then the probabilities of failure in single trials are 

1 11q p   and 2 21q p  , respectively. 

The distribution functions of the random variables 1Q  

and 2Q  have the form 

1

1
1 1( ) { } 1 ,

j
QF j P Q j q

     

2

1
2 2( ) { } 1 .Q

j
F j P Q j q

     

Let the quantity of output Q  be determined by Leon-

tief’s production principle: 

1 2min{ , }.Q Q Q  

Proposition 1 yields 

1
0( ) 1 ,Q
j

F j q
   

where 0 1 2q q q . Obviously, the random variable Q  has a 

geometric distribution with the parameter 0 0.1p q   We 

express 0p  through the parameters 1p  and 2p : 

0 1 2 1 2 1 2 1 21 1 (1 )(1 ) .p q q p p p p p p          

As is well known, 

1
, 1, 2,i

i

EQ i
p

                              (8) 

0 1 2 1 2

1 1
.EQ

p p p p p
 

 
                    (9) 

Calculating 1p  and 2p  from (8) and substituting the re-

sults into formula (9), we obtain 

1 2

1 2

.
1

EQ EQ
EQ

EQ EQ


 
                        (10) 

Note that, with another definition of the geometric dis-

tribution used, the random variable is the number of failures 

before the first success. In this case, 

1 2

1 2

.
1

EQ EQ
EQ

EQ EQ


 
                        (11) 

Here is an elementary example of describing the capaci-

ties 1Q  and 2Q  of production factors by geometrically dis-

tributed random variables. Suppose that a trial to manufac-

ture a single indivisible product requires consuming the unit 

capacity of either factor 1 or factor 2. A single trial may be 

successful (the product passes inspection and testing) or not 

(otherwise). Let 1p  and 2p  denote the probabilities of suc-

cess when using factors 1 and 2, respectively. By assump-

tion, the trial number does not affect the probability of suc-

cess. 

The number of the first successful trial to manufacture a 

single product using the selected factor is the realization of 

its capacity as a random variable, and this variable obeys 

the geometric distribution by definition. Obviously, it is 

advantageous to use the factor with the minimum number of 

the first success (a reference to Leontief's principle). 

Of interest is some similarity of formulas (10), (11) with 

formula (5) obtained for exponentially distributed factors. 

As is well known, the geometric distribution is a dis-

crete analog of the exponential distribution. Let some ran-

dom variable Q  have an exponential distribution with the 

density function  
λλ , 0

( )
0, 0,

λ 0.

q

Q

e q
p q

q

 
 




 

Consider the random variable Y Q    , i.e., the ceiling 

of the variable Q . For natural numbers 1,2,...j  , we have 

1

{ } { 1 } ( ) ,
Q

j

j

P Y j P j Q j p q dq


        

implying 
λ λ( 1){ } (1 ) .j

P Y j e e
      

With denoting 
λ

0 01q e p
   , it follows that 

1 1

0 0 0 0{ } (1 ) (1 ) .j j
P Y j q q p p

       

Thus, the variable Y  has a geometric distribution with 

the parameter 
λ

0 1p e
  , being interpreted as the number 

of the first successful trial. 

Note that the floor of Q    also obeys a geometric law 

with the parameter 
λ

0 1p e
  , meaning the number of 

failures before the first success. 

 

3.2. Discretization of the Weibull Distribution and an 

Attempt to Construct the CES Function 

Let us discretize the Weibull distribution by analo-

gy. In this case, the density of the random variable Q  

has the form 

ββ 1 ααβ , 0
( )

0, 0,

β>0, α>0.

q

Q

q e q
p q

q

   
  
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Consider the random variable Y Q    . For

0,1, 2,...j  , we obtain 

1

{ } { 1} ( )
j

Q

j

P Y j P j Q j p q dq



        

and, after straightforward transformations, 

β βα α( 1){ } .j j
P Y j e e

                     (12) 

Then the distribution function of the random varia-

ble Y is given by 

β
1

α

0

( ) { } { } 1 ,
j

j

Y

k

F j P Y j P Y k e






         (13) 

representing the desired discrete Weibull distribution 

of type 1 [9, 10]. 

Let us calculate the median M  of the random var-

iable Y . For this purpose, we introduce the quantile 

γQ  of level γ ; its unrounded value is the solution of 

the equation 

γ( ) γ.YF Q   

In view of formula (13), this equation becomes 

β
γα

1 γ.Q
e
   

After trivial transformations we obtain 

1

β

γ
ln(1 γ)

,
α

Q
   

 
 

and the unrounded value of the median is 

1

β

1/2

α
.

ln2
M Q


    
 

                    (14) 

Consider now the mean of the random variable Y 

given formula (12): 

 β βα α( 1)

0 0

{ } .j j

j j

EY jP Y j j e e
 

  

 

        (15) 

This series is often calculated numerically [9]; in this 

paper, we endeavor to derive an analytical expression. 

Assuming the convergence of the series (15), we 

open brackets in the expansion and combine the 

neighboring similar terms to get 

βα

1

( .) j

j

E eY






                         (16) 

Here we study the case β 1 . Then each term of 

the series (16) is smaller than the corresponding term 

of the convergent geometric progression series 

α

1

j

j

e





 ; therefore, the series (16) will converge as 

well. 

Of theoretical interest is the case β 2  (a discrete 

analog of the Rayleigh distribution). In the remainder 

of the paper, we focus on this case, denoting the series 

(16) by (α)u : 

2

2 2 2

α

1

α 1 α 2 α 3

(α)

( ) ( ) ( ) ...

j

j

EY u e

e e e






  

 

   


            

(17) 

For the analysis, it seems reasonable to introduce 

the theta function 

2πθ( ) ( )s j

j

s e






   

and the function 

2π

1

1
( ) ( ) (θ( ) 1).

2

s j

j

w s e s






    

According to [11], the following functional equation is 

valid: 

1 1 1 1
( ) 1 .

2
w s w

ss s

      
   

 

Letting π αs  , we relate the functions (α)u  and 

( )w s  by  

α
(α) ( ) ;

π
u w s w

    
 

 

hence, 

2π π 1 π
(α) 1 .

α α 2 α
u u

  
          

          (18) 

For the scale coefficients 0 α 2 , the first term 

on the right-hand side of (18) can be neglected. In this 

case, we have the approximate equality 

1 π
1 , 0 α 2,

2 α
EY

 
    

 
 

which can be written as 

1

2
1 π α , 0 α 2.
2 2

EY


              (19) 

For α 2 , the analysis of the expansion (17) can 

be restricted to the first term and, consequently, 

α , α 2.EY e
  
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Based on Proposition 1 and the above considera-

tions for the discrete Weibull distribution, we formu-

late the following result. 

Proposition 3. Let iQ  ( 1,..., )i n  be the capaci-

ties of production factors represented as independent 

random variables with discrete Weibull distributions 

with the same shape coefficient β 0  and coefficients 

1α 0, ,α 0 :n   

βα
( ) 1 ,  = 0, 1, 2, ...i

iQ

j
F j e j

   

In addition, let the quantity of output Q  be determined 

by Leontief’s production principle: 

1min{ ,..., }.nQ Q Q  

Then the unrounded median M (14) of the variable 

Q  is related to the unrounded medians iM  of the var-

iables iQ  through a CES function: 

 
1

β β β
1 ... .nM M M

     

Moreover, if β 2  and 0 α 2 , where 

1α α ... αn   , then the mean EQ  of Q  can be ap-

proximately related to the means iEQ  of iQ  through 

a CES function: 
1

2
2 2

1

1 1 1
( ) ... ( ) .

2 2 2
nEQ EQ EQ


        

 
 

Note to Proposition 3. Under the constraint 

10 α α α 2n    , the inequalities 0 α 2,i  

1,..., ,i n  hold immediately. Hence, the means iEQ  

can be expressed in the desired approximate form (19). 

CONCLUSIONS 

In this paper, we have obtained CES functions for 

the means and medians of the capacities of n produc-

tion factors in the case where the capacities are repre-

sented as independent random variables with continu-

ous Weibull distributions with the same shape coeffi-

cient. 

We have proposed to consider discretely distribut-

ed capacities of production factors on the example of a 

geometric law. In this case, according to Leontief’s 

production principle, it is advantageous to use the fac-

tor with the minimum number of the first successful 

trial (product manufacturing). 

Also, we have endeavored to construct the CES 

function in the case of independent random factor ca-

pacities with discrete Weibull distributions with the 

same shape coefficient. As a result, the unrounded 

values (14) of the medians of factor capacities and the 

median of the quantity of output have been successful-

ly related. However, difficulties arise when establish-

ing a relationship between the means of these varia-

bles.  

The main challenge in this study has been to de-

rive, in analytical terms, the mean of a random varia-

ble distributed according to the discrete Weibull law. 

In the special case β 2  (the shape coefficient), it is 

possible to introduce the theta function and compile a 

functional equation. With some restrictions on the val-

ues of the scale coefficient of the distribution, it is 

possible to neglect some part of the functional equa-

tion, thereby approximating the required mean (see 

formula (19)) and deriving the CES function. 

In the general case (no restrictions on the distribu-

tion coefficients), a still open issue is the possibility of 

relating the means of the capacities of production fac-

tors represented as random variables with discrete 

Weibull distributions with the same shape coefficient.  
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Abstract. This paper is devoted to the problem of applying cybersecurity updates (patches) for 

the software of instrumentation and control systems (ICS) with a long lifecycle. The problem is 

considered for the system operation stage. The main focus is on the large number of vulnerabili-

ties found in software, the complexity of analyzing the impact of a vulnerability on system securi-

ty, and the requirements for testing the compatibility of updates and software certification after 

changes have been made. Based on the Failure Mode and Effects Analysis (FMEA), a procedure 

is proposed to simplify the analysis of the impact of a vulnerability on cybersecurity. This proce-

dure considers a smaller set of attack scenarios rather than each vulnerability separately. The 

analysis of attack scenarios also covers the effect of security measures. The procedure includes 

simple criteria for applying security updates based on the analysis results. An example of vulner-

ability analysis using this procedure is provided. 

 
Keywords: vulnerability, patch, risk assessment, instrumentation and control system (ICS), cybersecurity, 

criterion.  
 

 

 

INTRODUCTION 

A main way of conducting cyberattacks is to ex-

ploit vulnerabilities in software. Despite advances in 
software development and testing technologies, the 

complexity of programs makes it impossible to guar-
antee that software is free of vulnerabilities. Intruders 

focus their resources on finding and exploiting vulner-
abilities, whereas software developers and users are 

interested in finding and promptly fixing these vulner-
abilities, and releasing and installing appropriate soft-

ware security updates (patches). In general, a patch is 
often understood as a very wide range of software 

changes [1–4], which are either characterized by the 
approach to this patch as a/an process/object or related 

to the scope or nature of software changes. In informal 
communication of IT experts, one can also meet other 

similar terms, e.g., update, bugfix, or hotfix. For the 
purposes of this paper, let us assume the following. 

Definition. A security update (patch) is a modifi-

cation to installed software intended to eliminate soft-
ware vulnerabilities without changing other functional 

characteristics of the software. ♦ 
A great deal of work has been done globally to ac-

cumulate information about vulnerabilities, and there 

are publicly available and constantly updated data-
bases: CVE (USA) [5], the Data Bank of Information 

Security Threats (Russia, managed by the Federal Ser-
vice for Technical and Export Control (FSTEC)) [6], 

CERT-FR (France) [7], and others. For each vulnera-
bility on the list, the databases necessarily contain its 

description, impact assessment, and recommendations 
to eliminate the vulnerability or mitigate its negative 

impact. Software developers release security updates, 
which can often be installed automatically.  

The experience gained in the world is systematized 
in international and national standards and methodo-

logical documents on the application of patches; for 
example, see [3, 8, 9]. The guidelines and recommen-

dations of these documents are generally reduced to 

the following steps: 
1) permanently monitor vulnerabilities in the soft-

ware used; 
2) analyze newly discovered vulnerabilities and 

assess cybersecurity risks; 
3) determine further actions depending on the re-

sults of the risk assessment: accept the risk, eliminate 
the risk (apply a patch), etc.; 

4) under a positive decision to install an update: 
a) develop a plan for applying the update; 

mailto:semenkov@ipu.ru
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b) check the integrity and confidence of the up-

date; 

c) test the update; 

d) install the update; 

e) check the software status and configuration 

after the installation. 

As we believe, however, the issues of practical ap-

plication of the available data, primarily related to the 

large volume of analyzed information and its reliabil-

ity, have not yet been fully settled.  

In this paper, the problem of applying security up-

dates [10, 11] in systems with a long lifecycle will be 

considered on the example of an instrumentation and 

control system (ICS), and a new solution method will 

be proposed. Below, a system with a long lifecycle is 

understood as a system whose operation and support 

stage lasts for several years or even decades. 

According to the guidelines of regulatory and 

methodological documents [10–13], vulnerability 

identification, analysis, and assessment should be con-

ducted throughout the entire lifecycle of a protected 

system. Since cybersecurity resources and the context 

of viewing the system differ significantly between 

lifecycle stages, vulnerability elimination problems 

and methods for addressing them also differ. This pa-

per focuses on the issues of vulnerability assessment 

during the exploitation stage under the following as-

sumption: at the end of the development stage, the de-

veloper has closed known vulnerabilities and applied 

adequate protection measures to mitigate the risk to an 

acceptable level. For the development stage, there is a 

diverse set of recommendations for secure software 

development [14]. 

Much attention is paid to the operation stage be-

cause, as our experience shows, the problem of vul-

nerability management most fully manifests itself at 

the operation stage and becomes more complicated 

over time. This is primarily due to the integral effect 

of several factors: the accumulation of detected vul-

nerabilities in the components used, the end of the de-

veloper’s support period for some components, and 

the obsolescence of information security technologies 

embedded in the system design.  

As the object of study, we choose complex soft-

ware systems, i.e., sets of programs [15] with special 

system components and third-party components of 

general application. Assume that the total number of 

components in the system is sufficiently large: for 

simple systems, the patching problem seems to be not 

very serious due to a moderate number of vulnerabili-

ties, which can be promptly monitored and eliminated 

in the operation process. As shown by the practice, 

“simple” systems for ICSs consist of at most a single 

computer; then the number of assets and their links 

allows describing the emerging security relationships 

by an access control model, which can be used in risk 

assessment for assets associated with detectable vul-

nerabilities. 

Risk management in industrial facilities and the in-

stallation of updates for digital safety systems are im-

portant, both scientifically and practically. The prob-

lem of risk assessment for the ICS of nuclear power 

plants (NPPs) was reviewed in [16]; a comprehensive 

survey of the recent (2002–2020) publications on 

patch management was given in [17]. The contribution 

of this paper is the detailed description of top-level 

techniques (such as [1, 10]) and a novel, industrial 

control system-oriented, set of actions for deciding on 

the installation of updates. 

The problem of patch management will be consid-

ered in terms of the functions performed by the system 

rather than the vulnerability of a particular component 

for which a patch is available. For example, the main 

function of an ICS is to control an industrial facility. 

Then the purpose of installing a patch for the operating 

system (OS) of a computer within the control system 

is not to protect the OS but to mitigate the risk of the 

facility’s uncontrollability in case of vulnerability ex-

ploitation. For the solution, based on Failure Mode 

and Effects Analysis (FMEA) [18], we propose a risk-

oriented method with criteria for applying updates. In 

addition to managing vulnerabilities by their types, the 

idea is to consider explicitly the impact of protection 

measures on the realizability of attacks by an intruder 

with certain capabilities. The approach described be-

low allows comparing the newly discovered vulnera-

bilities with known ones from some classifier (e.g., the 

Common Weakness Enumeration (CWE) [19]) and 

answering the following question: Does the system 

have “an immunity” (a barrier) against a new vulnera-

bility? Hereinafter we will understand a barrier as a 

certain set of protection measures that guarantee secu-

rity in a definite attack scenario. 

1. THE PECULIARITIES OF USING THE THREAT MODEL 

IN PATCH INSTALLATION 

Most risk-oriented approaches to patch manage-

ment involve risk assessment techniques formulated in 

the ISO/IEC 27005 standard [20]. According to these 

techniques, the analysis of a threat model, including 

vulnerabilities, threats, and an intruder, mainly influ-

ences the decision of risk acceptability or unaccepta-

bility and, consequently, the decision to patch the sys-

tem. There are many methods for describing threat 

model elements and compiling their taxonomy; below 

we will discuss the most appropriate ones for risk as-
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sessment in complex industrial systems during the op-

eration stage. Let us begin with the individual compo-

nents of the threat model. 

 

1.1. Vulnerability Analysis 

Following the definition of a vulnerability from the 

ISO/IEC 27000 standard and FSTEC methodological 

documents [12], vulnerability is “weakness of an asset 

or control that can be exploited by one or more 

threats.”  

Vulnerabilities may have different nature. They 

can be related to the system properties embedded dur-

ing development (weaknesses in the defense-in-depth 

architecture or cross-domain communication, imple-

mentation errors) or can appear due to incorrect appli-

cation of protection measures (e.g., passwords). Vul-

nerability analysis is intended to establish the extent to 

which vulnerabilities can affect the security of the sys-

tem and the assessment of confidence in the protection 

measures implemented [21]. Patches must be applied 

to a system if the vulnerability analysis reveals an un-

acceptable level of information security risk to the sys-

tem (see the guidelines [9], Fig. 3.1). Let us demon-

strate the problems arising in vulnerability analysis. 

For this purpose, consider the use of methodological 

guidelines for analyzing and applying patches in more 

detail.  

The first problem that needs to be highlighted is 

the scale of the system. As mentioned above, a com-

plex software system includes a large number of het-

erogeneous components and third-party applications, 

and cybersecurity requires monitoring a large number 

of vulnerabilities associated with both special system 

components and third-party products (e.g., vulnerabili-

ties in the operating system, database management 

systems, web servers, interpreters, etc).  

The number of newly discovered vulnerabilities 

increases every year. For example, Table 1 presents 

the corresponding figures for CVE and the FSTEC 

Data Bank in 2021–2023. 

For a complex system, the flow of vulnerabilities 

can amount to tens or hundreds of vulnerabilities per 

day, and even the initial analysis of new vulnerabilities 

can require significant resources and costs for an or-

ganization. 

Table 1 

The number of vulnerabilities added to CVE and FSTEC 

Data Bank annually, in thousand 

Database 2021 2022 2023 

FSTEC Data Bank  6.4 7.5 9.1 

CVE [22] 20.2 25.0 29.0 

 

The next problem to be emphasized is that in all 

databases, vulnerabilities are described in a relatively 

free form, without a generally accepted standard. De-

scriptions can be either very brief or overly detailed, 

making their analysis even more complicated. Here 

are some examples of unsuccessful descriptions (Ta-

ble 2). The CVE-2018-19932 vulnerability is de-

scribed with many technical details (may be of interest 

only to software developers); the CVE-2023-36762 

vulnerability has a too general characterization; final-

ly, the CVE-2021-30618 vulnerability is included in 

the database almost without essential information.  

There are works aimed at automating vulnerability 

description analysis (e.g., see [23, 24]), including 

those with machine learning algorithms. However, to 

the best of our knowledge, no available tools com-

pletely automate the analysis of real systems in prac-

tice.  

The description problem is aggravated by the lan-

guage barrier, which has a complex character. First, 

most vulnerability descriptions in international data-

bases are written in English, fluently managed by far 

from all authors of such descriptions. In other words, 

even at the initial description phase, the essence of a 

vulnerability may be distorted or incompletely stated. 

Second, a large amount of information about vulnera-

bilities is transferred from international open databases 

to national ones, where the descriptions are usually 

moderated and translated into the local language. 

Thus, after such manipulations, national vulnerability 

databases may contain additional errors and inaccura-

cies that complicate vulnerability analysis and, vice 

versa, expanded and clarified descriptions. However, 

in the latter case, the developer of a component with 

an open vulnerability often loses feedback from the 

moderators: all clarifications made are available only 

in the national language. 
Table 2 

Examples of unsuccessful vulnerability descriptions 

Vulnerability Description 

CVE-2018-19932 An issue was discovered in the Binary File Descriptor (BFD) library (aka libbfd), as distrib-

uted in GNU Binutils through 2.31. There is an integer overflow and infinite loop caused by 

the IS_CONTAINED_BY_LMA macro in elf.c. 

CVE-2023-36762 Microsoft Word remote code execution vulnerability. 

CVE-2021-30618 Inappropriate implementation in DevTools. 
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Therefore, an organization needs a sufficiently 

large staff of experts to monitor and analyze such a 

volume of vulnerabilities independently; experts will 

perform a professional analysis of this poorly struc-

tured information and assess the risk associated with 

the vulnerability to the protected system.  

A possible way to reduce the amount of infor-

mation analyzed is to prioritize vulnerabilities and fo-

cus on the most critical ones. The Common Vulnera-

bility Scoring System (CVSS) [25–27] is one of the 

most well-known and widespread criticality assess-

ment scales. This scoring system includes three groups 

of metrics: basic, temporal, and contextual. According 

to our experience, the last two either do not contain 

information or the information is specific for a particu-

lar scenario of program application. Therefore, we will 

use only the basic metrics. For CVSS 3.0 [26], they 

include: 

 the attack vector (e.g., a network attack, a local 

attack, physical access, an attack on a related network 

protocol); 

 the complexity of the attack; 

 the necessary access rights to exploit the vulner-

ability; 

 participation of a “normal” user to exploit the 

vulnerability; 

 the possibility that the attack’s consequences 

will go beyond the system under study; 

 the impact on the availability, confidentiality, 

and integrity of information resources controlled by 

the program in which the vulnerability is detected. 

The basic metrics mainly reflect the properties of a 

software component, and the factors of the operating 

environment are considered only conditionally. Their 

values, calculated via expertise, are given in vulnera-

bility databases. 

Therefore, the basic metrics are primarily intended 

for developers and users of a separate software com-

ponent and ignore its role in the information system. 

To perform a complete CVSS vulnerability analysis 

for further risk assessment, one should calculate the 

remaining groups of metrics or use other metrics and 

vulnerability databases that reflect the above aspects 

[2, 28]. Also, it may be necessary to recalculate the 

values of basic metrics to consider the specifics of a 

particular organization or system under study. 

The transition from individual vulnerabilities to 

their classes seems to reduce the labor costs of risk 

analysis and assessment. Vulnerabilities can be classi-

fied in different ways depending on the subject matter 

and the level of detail of the system. In general, there 

are the following types of vulnerabilities reflecting the 

nature of assets [13]: 

– hardware vulnerabilities, 

– software vulnerabilities, 

– network vulnerabilities. 

This paper deals only with software vulnerabilities 

because security updates are mainly focused on them. 

To pass from the separate implementations of vul-

nerabilities (unique in most cases) to their types, we 

apply the approach [14], linking vulnerabilities to pro-

gram weaknesses. Let us take CWE [19], one of the 

most famous classifiers of weaknesses.  

This list is a hierarchical, freely augmentable tax-

onomy of software and hardware flaws that can be 

used in security analysis tools.  

The classifier is a multilevel tree with four levels 

of weaknesses: Root level, Base level, Class level, and 

Variant level. To facilitate user work, CWE contains 

the so-called views, i.e., a set of CWE records intend-

ed for specific tasks (e.g., software development, 

hardware development, and research).  

Vulnerabilities in CWE are classified manually by 

experts; according to practice, the opinions of experts 

differ in many cases [29]. Also, research into fully 

automatic classification is ongoing, but without unam-

biguous results available so far (e.g., see [23]). 

The CWE catalog can be used to create a secure 

development system. As we believe, however, it is of 

little utility for vulnerability classification to create a 

protection system due to an implicit relationship be-

tween the CWE class, attack methods (e.g., attacks 

from the CAPEC classifier [30]), and the intruder 

model. Indeed, the same weakness can be used in dif-

ferent attack scenarios by different intruders and cause 

different consequences. 
 

1.2. Analyzing Threats and Characteristics of Intruders 

In the context of cybersecurity, a threat can be de-

fined as a set of conditions and factors that create a 

potential or real danger of violating information secu-

rity [12]. 

Threat types are usually correlated to the way of 

exploiting vulnerabilities, each with different implica-

tions and prerequisites; as a rule, threat types can be 

associated with a violation of cybersecurity properties 

in one of the reference models (e.g., the Confidentiali-

ty–Integrity–Availability (CIA) model). 

The mapping of cybersecurity properties to system 

properties is individual for a particular system; de-

pending on the system under analysis, each threat type 

may affect any system property (reliability, availabil-

ity, maintainability, and safety). There are several 

common classifications of threat types: 

 The Data Bank of Information Security Threats 

(FSTEC, Russia) [6], 

 MITRE ATT&CK [31], 

 Microsoft’s STRIDE [32].  
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An intruder (threat agent, attacker) is an active el-
ement (subject) in a system that attempts to exploit a 
vulnerability. Examples are hackers, computer crimi-
nals, terrorists, industrial spies, and insiders [33]. A 
detailed classification of intruders is provided in the 
catalogs of FSTEC, CAPEC, MITRE ATT&CK, etc. 
[12, 30, 31]. Each classifier contains a set of attributes 
for intruders, e.g., type, the levels of competence and 
equipment, and the purpose of attack. Within the 
FSTEC model, intruders are further divided into ex-
ternal and internal. ISO/IEC 27000 and MITRE 
ATT&CK attribute an intruder by the purpose of at-
tack: obtaining money, undermining reputation, gain-
ing a competitive advantage, etc.  

As an example of attribution according to FSTEC 
documents, we present the types of intruders and their 
competence levels. 

The types of intruders according to FSTEC are: 

 special services of foreign countries; 

 terrorist and extremist groups; 

 criminal groups (criminal structures); 

 natural persons (hackers); 

 competing organizations; 

 developers of software and programmable digital 
items; 

 suppliers of software and programmable digital 
items for supporting systems; 

 providers of communication services and compu-
ting services; 

 persons engaged for installation, adjustment, test-
ing, commissioning, and other types of work; 

 persons ensuring the operation of systems and 
networks or supporting systems of the operator (ad-
ministration, security guards, cleaners, etc.); 

 authorized users of systems and networks. 
The competence levels (H1–H4) of an intruder ac-

cording to the Russian regulator FSTEC are: 

 basic capabilities for realizing information securi-
ty threats (H1); 

 increased capabilities for realizing information 
security threats (H2); 

 medium capabilities for realizing information se-
curity threats (H3); 

 high capabilities for realizing information securi-
ty threats (H4). 

This list may be supplemented by other intruder 
types, considering the peculiarities of the field where 
systems operate and the connection between the sys-
tem under analysis and its environment. 

 

1.3. Analysis of Threat Model Components: Some 

Conclusions 

According to the aforesaid, clearly, the work on 
analyzing threat model components and assessing the 

risk from vulnerability exploitation by intruders re-
quires the regular participation of experts with rich 
knowledge and skills in programming and information 
security risk assessment, both at the system level and 
at the level of separate components.  

This work is very time-consuming and goes be-
yond the functions related to risk analysis for vulnera-
bilities. If a vulnerability needs to be eliminated by 
applying a patch, the system owner faces additional 
work and problems.  

2. PATCH MANAGEMENT PROBLEMS 

In Section 1, we have described the basic steps for 
deciding whether to patch or not, as well as the related 
problems. However, the difficulties do not stop there: 
having decided to patch, the system owner deals with 
new problems due to the complexity of this class of 
systems: 

 The security update of a software component 
within a system is often released not separately but as 
part of a new version of the component. In this case, 
the functionality of the new version may require the 
additional testing of the component within the system. 
Replacing the existing version of a software compo-
nent may terminate some ICS functions, causing the 
need to modify ICS software. 

 Software components within a software system 
are interconnected by a chain of dependencies. De-
pendencies can be both horizontal (e.g., at the level of 
application software components) and vertical (at the 
level of OS components). Replacing any key compo-
nent may entail replacing the rest and, in the worst 
case, replacing all components in the dependency 
chain. For a system with a long lifecycle, some com-
ponents in a dependency chain may be no longer sup-
ported by the developer (no new versions exist for 
them), and the update in this case cannot be performed 
by simply passing to a new version. 

 ICSs are characterized by a long lifecycle (the 
operation period may reach decades) and strict re-
quirements for the procedure of their development and 
testing. Given the high rate of discovering new vulner-
abilities, it seems natural to assume that new vulnera-
bilities will be found in the ICS software environment 
during the time between the release of the ICS soft-
ware version and the launch of the system after com-
missioning. Also note that the suppliers of third-party 
components may stop supporting outdated versions of 
their products: in this case, there will be no security 
updates for new vulnerabilities. 

 ICS software is tested and certified to work on 
certain hardware tools in a given program environ-
ment, and depending on the validity conditions of the 
system certificate, the application of a patch can lead 
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to a costly and lengthy re-certification procedure for 
the system.  

An important factor is confidence in the source of 
updates and software developers. As shown by prac-
tice, an update may contain deliberately embedded 
vulnerabilities [2, 34, 35]. Moreover, confidence in the 
source of updates can change over time, from wide-
spread use of programs to their prohibition, only based 
on risk assessments related to the social and political 
circumstances [36, 37]. 

Let us discuss the testing of updates. Installation 
and testing of updates may require testing of the entire 
ICS. In most cases, a hybrid digital twin is a solution 
to perform full-fledged tests comparable to tests on the 
real object. In such a twin, some elements of the real 
ICS equipment are used together with purely digital 
components [38]. 

Thus, the practice of sequentially analyzing sepa-
rate vulnerabilities in components and patching those 
components can be used on simple systems only. For 
large and complex systems with a long operation peri-
od, it is necessary to find other solutions of the cyber-
security problem. 

A list of problems described in the literature was 
compiled in the review [17]. As we believe, the fol-
lowing are the most important ones:  

 The problems of applying patches to ensure in-
formation security and current tasks (e.g., continuous 
business or industrial processes) may be incompatible 
(see [17], item 2 of Table 5). 

 The process of applying patches requires addi-
tional resources and expert knowledge, which are not 
available in the companies operating the software (see 
[17], items 5 and 6 of Table 5). 

 The automatic testing of patches is extremely 
difficult, most patches are tested manually and the 
quality of testing is often unsatisfactory (see [17], 
items 11 and 12 of Table 5). 

 Verifying the correctness of an applied patch 
and eliminating the consequences of deployment er-
rors are a rather difficult problem (see [17], items 13 
and 14 of Table 5). 

Below we describe a novel risk-oriented approach 
to simplify vulnerability analysis significantly. 

3. THE RISK-ORIENTED APPROACH TO VULNERABILITY 

ANALYSIS CONSIDERING PROTECTION MEASURES 

The approach proposed here is intended for sys-
tems with the following characteristics: 

 The software environment of a system is treated 
as a set of separate “black-box” components interact-
ing with each other through a known set of interfaces. 

 A system is created using the architectural prin-
ciples of encapsulation and domain partitioning [39]. 

We will consider a system in terms of performing 
definite functions and examine the contribution of 
each component to the functions.  

This approach proceeds from the following main 
idea: the vulnerability analysis of system software 
should answer the question of how dangerous a vul-
nerability is to a particular system function rather than 
how critical it is to a particular software component. 

The vulnerability analysis method proposed below 
is based on Failure Mode and Effects Analysis 
(FMEA), a method for identifying weaknesses in the 
system architecture to improve its reliability and secu-
rity [18]. FMEA was developed in the 1940s [40] and 
initially intended to analyze the reliability or security 
of technical systems and equipment. Later, modifica-
tions of this method were proposed to analyze cyber-
security problems for systems with digital components 
(System Failure Mode and Effects Analysis, SFMEA) 
[41, 42]. This paper provides general information 
about FMEA; the interested reader can find details 
from the extensive literature. Within FMEA, a system 
must have the following properties: 

 definite targets in the form of requirements for 
its functions, 

 established operation conditions, 

 definite bounds, 

 a hierarchical structure. 
Together with the block diagram of the hierar-

chical structure of elements, FMEA uses block dia-
grams reflecting the hierarchy of functions performed 
by system elements and functional relationships be-
tween the elements, which makes the functional fail-
ures of the system traceable. 

The following items are analyzed for each system 
component (Fig. 1): 

 the causes of a given failure; 

 a function or failure that can occur (the type of 

failure); 
 

 

 

 
Fig. 1. The flowchart of failure criticality assessment according to the 

standard [18]. 
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 the peculiarities of possible consequences in case 

of a failure; 

 the severity of a failure (whether the failure is 

harmless or causes damage); 

 the criticality of a failure (how and when the fail-

ure can be detected). 

When applying FMEA approaches to cybersecurity 

assessment, it is necessary to describe FMEA stages in 

cybersecurity terms and relate the cause of a failure to 

the vulnerability and the intruder’s ability to exploit it.  

We propose adapting the FMEA methodology in 

order to assess the impact of a vulnerability, thereby 

reducing the amount of information under analysis 

(Fig. 2). 

The methodology takes into account that a vulner-

ability in itself is not the cause of a failure. That is, a 

vulnerability leads to a failure if an intruder with suffi-

cient competence exploits it to realize a definite threat 

(see block 1 in Fig. 2). The intruder and his/her com-

petence can be typified according to an accepted scale: 

  
 

 

 

Fig. 2. The flowchart of failure criticality assessment with protection barriers for reliability and cybersecurity problems.
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e.g., using the FSTEC classifier [12]. Thus, a failure is 

the result of a successful attack on the system by an 

intruder with sufficient competence and capabilities to 

exploit a vulnerability. 

In the methodology proposed, the independence of 

vulnerabilities is postulated to reduce the analysis 

space. This is analogous to the assumption on the in-

dependence of failures in FMEA ([18], section 4.1). 

In contrast to the typical consideration of separate 

technologies underlying a vulnerability (e.g., as in the 

CWE catalog), the analysis scheme proposed focuses 

on CVSS attributes to correlate the vulnerability and 

the associated threat. Additionally, we pass from ana-

lyzing separate threats and attackers to analyzing typi-

cal attack scenarios associated with threat classes and 

typical attacker capabilities, thereby reducing the 

number of threats and attack scenarios under analysis. 

For ICSs of NPPs, some examples of typical attack 

scenarios were described in [43]. 

In this case, a function failure is related not to a 

particular vulnerability (see Fig. 2) but to the set of 

conditions and factors that have led to the failure of a 

component and the intruder’s penetration through the 
protection barrier. Note that a failure is not necessarily 

directly related to a (cyber)attack and vulnerability 

exploitation but, e.g., may be the result of resource 

exhaustion. However, the operation modes of critical 

facilities are designed so that to exclude resource ex-

haustion. 

The second important supplement to the applica-

tion of FMEA approaches to cybersecurity problems is 

to consider the presence of a barrier reflecting the ef-

fect of an already implemented set of protection 

measures. A barrier can block the impact of a compo-

nent failure on the function of the entire system, there-

by nullifying the risks associated with an attack on the 

system. By assumption, a barrier has a high degree of 

confidence and can counteract the exploitation of one 

or more types of vulnerabilities. Thus, when analyzing 

attack scenarios, a barrier is supposed to be absolute. 

This model assumption allows significantly reducing 

the analysis space. 

The presence of an intruder with motivation and 

purpose means that a cybersecurity failure is generally 

not a random event. Therefore, as a rule, statistical 

approaches are inapplicable to failure analysis whereas 

a risk-oriented approach and logical rules can be used. 

If the probabilistic nature of the intruder’s impact 
on a system is allowed, the impact of a failure on the 

entire system and the associated risks (see block 2 in 

Fig. 2) are assessed using FMEA and the theoretical 

and probabilistic approaches developed in [18, 44].  

The approach described above can be combined in-

to an integrated protection and vulnerability assess-

ment method, called Vulnerability Inspection Control 

Strategy (VICS); see the flowchart in Fig. 3. 

Consider the sequence of actions to analyze vul-

nerabilities and assess patches for a modern ICS [45] 

within VICS. The initial data for the analysis are:  

 the list of vulnerabilities analyzed; 

 an accepted classification system for threats act-

ing on the system (e.g., the CIA model or the FSTEC 

classifier); 

 an accepted intruder’s model; 
 accepted typical attack scenarios, which allow 

determining the potential type of a component failure 

for each “threat class–intruder competence” pair; 
 the list of system functions, including known 

negative consequences of violating them; 

 a “function failure–barrier” table, which de-

scribes a bigraph defining a barrier for each failure 

type according to the protection measures implement-

ed;  

 the structural diagram of the system, which 

serves to relate a vulnerability to one or more system 

components;  

 a fault tree, which is intended to trace the impact 

of a failure of compromised components on system 

functions and group them by type (see Fault Tree 

Analysis (FTA)). 

The analysis comes to the following actions: 

1. For each vulnerability, assign a threat class, a 

typical attack scenario, and a component failure type, 

considering the intruder’s competence level and moti-
vation. 

2. Analyze the availability of a protection barrier. 

If the barrier exists, stop the analysis for this vulnera-

bility. 

3. If the barrier is absent or insufficient for this 

type of attack, select a protection measure or apply a 

patch that neutralizes the security threats identified or 

mitigates the risk of their exploitation to an acceptable 

level, following an accepted patch management meth-

odology (e.g., see the guidelines [9]). If the decision is 

to implement a new protection measure, add the corre-

sponding attack scenario and barrier into the table de-

scribing the bigraph. 

Thus, a security update is applied as a vulnerabil-

ity risk mitigation measure under the following condi-

tions (criteria): 

 no barrier against a given attack type; 

 an insufficient barrier against a given type of at-

tack; 

 the absence of protection measures that are more 

effective than installing an update. 
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Fig. 3. The flowchart of Vulnerability and Inspection Control Strategy. 

 

We propose the following sequence of actions for 
information system vulnerabilities: 

1. During the development of a protection system, 
perform a threat analysis and create a catalog of pro-

tection barriers and a catalog of typical attack scenari-
os. 

2. Based on the two catalogs, form a bigraph de-
scribing the parrying of attacks by protection barriers.  

3. Classify each new vulnerability in accordance 
with the classes of threats, intruders, and attack sce-

narios (see Section 4). If a vulnerability is assigned a 
class with an available barrier (a set of protection 

measures), no patch is required. 
4. If a vulnerability leads to a new attack scenario, 

either install a patch or implement other risk mitiga-
tion measures. In particular, they may include the in-

troduction of new protection barriers minimizing the 
impact of this attack scenario. 

5. Analyze periodically the correctness of the pro-
tection measures that form barriers. If protection 
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measures are considered insufficient based on the 
analysis results, other or additional ones (including 

patch installation) must be developed and implement-
ed. 

Note that VICS does not cover vulnerabilities in 
software protection barriers and the correctness of the 

operating environment. However, the systems under 
consideration are usually built with high confidence in 

the correctness of protection measures implemented 
and the quality of system operation; as a result, the 

number of vulnerabilities in the barriers is usually 
much smaller than the total number of vulnerabilities 

in the system. Therefore, the method covers the vast 
majority of vulnerabilities. Existing guidelines can be 

used to manage vulnerabilities in protection barriers 
(e.g., see [3, 8, 9]). 

In the next section, we demonstrate the practical 

application of VICS on the example of building a pro-
tection system for an upper-level system of an instru-

mentation and control system (ULS ICS). 

4. PRACTICAL APPLICATION OF THE METHOD  

Let us demonstrate the practical application of 
VICS on the example of ULS ICS. Here is a brief de-

scription of its main functions and properties. (For a 
detailed consideration of such systems, we refer, e.g., 

to [45].) 

The upper-level system of an ICS is intended: 

 to implement information, control, and auxiliary 
functions; 

 to send operator’s control commands for indus-
trial processes and equipment; 

 to monitor the ICS state; 

 to integrate information from ICS subsystems. 
The ULS ICS under consideration consists of serv-

ers, which collect and archive information from relat-

ed systems and operator’s commands, and work-
stations, where information about the ICS state is dis-

played and control commands are entered. All ULS 
elements are redundant and connected by a redundant 

network. The ICS has no access to the Internet. Unidi-
rectional data flows from the ICS to the outside (e.g., 

via a data diode) are allowed.  

We adopt the CIA model to describe threats, asso-
ciating with it the main threat types of violating confi-

dentiality, integrity, and availability. This approach is 
undoubtedly a simplification, but it follows the prac-

tice reflected in many widespread security classifiers 
(e.g., CWE and CVSS). We take the intruder’s model 

with a low or medium level of privileges (no adminis-
trator rights) and medium capabilities to realize infor-

mation security threats (intruder’s competence level 
H3 according to FSTEC). Suppose that the intruder 

undertakes a local attack to violate the integrity of 
software or data (including an unauthorized execution 

of commands) and implement thereby a control com-
mand that will cause physical damage to the industrial 

facility. 
Let a set of protection measures (a barrier) be in-

cluded in the ICS during the design stage to prevent 

access of an unprivileged user with a medium level of 
competence in the system software. For the ICS, the 

protection measures can be selected from the list [46]. 
Assume also that the system is not compromised at the 

time of the attack. For the attack scenario and barrier, 
a fragment of the bigraph is shown in Fig. 4. 

 

 
Fig. 4. The bigraph describing the “attack scenario–protection barrier” relationship. 
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Now we pass to the vulnerability analysis. From 

the vulnerability database it is necessary to unload the 

descriptions of vulnerabilities related to the software 

used in the ULS ICS, considering the versions of all 

components. To ease the work, one can use a vulnera-

bility scanner. 

For the sake of definiteness, let the ULS ICS be 

implemented in Linux. Consider a vulnerability in the 

glibc base component (CVE-2020-1752), which has a 

high degree of danger according to the CVSS 3.0 clas-

sifier. Exploiting this vulnerability, a local intruder can 

execute an arbitrary code by passing a special file path 

to a program and thus violate software integrity. All 

these properties of the vulnerability are reflected in the 

CVSS 3.0 vector.  

In the accepted security model (see the table), such 

a vulnerability corresponds to an attack scenario al-

lowing the execution of an arbitrary code without priv-

ilege escalation; also, a barrier acts against this attack 

to prevent vulnerability exploitation by an intruder in 

the given attack scenario. 

Thus, in view of high confidence in the barrier’s 

capability to counteract uncontrolled access to system 

software, we consider the risk of vulnerability minimal 

and no patches need to be installed for the CVE-2020-

1752 vulnerability. 

Obviously, for vulnerabilities with a similar attack 

scenario, VICS will yield the same results. 

CONCLUSIONS 

The problems of installing security updates are 

quite acute due to the increasing focus on cybersecuri-

ty in all computer applications. Recommendations on 

patching have been developed over the years [3, 8, 9], 

but their use encounters difficulties in practice. 

The first difficulty, which concerns information 

systems of any purpose, is the effect of scale. Current-

ly, thousands of vulnerabilities are discovered every 

year, making it inefficient to analyze each vulnerabil-

ity “manually.” The difficulties of analyzing each vul-

nerability separately can lead to a “patch everything” 

strategy. However, this strategy is fraught with com-

patibility validation problems for software and hard-

ware components and disruption of continuous busi-

ness processes under protection. 

Instrumentation and control systems (ICSs) are ad-

ditionally characterized by a long lifecycle (decades), 

low variability of hardware during operation, a rather 

lengthy development stage, and (often) the need for 

software certification. Therefore, even if all known 

vulnerabilities are eliminated in the ICS software at 

the time of its acceptance for operation, by the time of 

complete commissioning the software will certainly 

contain newly discovered vulnerabilities that cannot 

be promptly eliminated. Due to invariable hardware, 

after several years of operation, many software com-

ponents will be impossible to update without violating 

the hardware-software compatibility of the system, as 

new versions of third-party software may no longer 

support obsolete hardware. Industry regulations may 

require recertification after updates have been in-

stalled, resulting in additional time and costs. The 

need for recertification after each software change is 

essential and is recognized not only by developers but 

also by regulating authorities. In particular, at the in-

ternational level, the possibility of classifying changes 

(patches) according to the degree of their impact on 

the functionality of software and, depending on this, 

changing the requirements for recertification is being 

considered. 

Obviously, some method is needed to analyze a 

large number of vulnerabilities for a particular system 

and provide recommendations on patching without a 

full and detailed analysis of each vulnerability.  

This paper has proposed an FMEA-based approach 

considering not a separate vulnerability but its impact 

as part of an attack scenario (within an accepted model 

of threats and intruder) on the functions of the entire 

system with existing barriers (sets of protection 

measures effective against a definite attack scenario). 

In accordance with secure design principles, defi-

nite sets of protection measures are embedded into the 

system to form guaranteed barriers for definite classes 

of vulnerabilities. These barriers are activated during 

the operation stage. 

The “attack scenario– barrier” relationships form a 

bigraph, and risk analysis in case of new vulnerabili-

ties is reduced to analyzing this bigraph.  

Suppose that a new vulnerability is discovered, 

leading to an attack scenario without an installed (or 

ineffective) protection barrier. In this case, the new 

risk source requires additional measures in the form of 

installing a security update or applying other compen-

sating measures. This is the decision criterion for in-

stalling security updates. 

Barriers are considered in the context of protection 

against classes of vulnerabilities rather than a separate 

vulnerability. Therefore, the approach not only coun-

teracts open (known) vulnerabilities but also provides 

protection against yet-to-be-discovered vulnerabilities, 

which are always present in complex software prod-

ucts. 

Note finally that in a complex system, manual vul-

nerability analysis, even with a small number of attack 

scenarios, types of intruders and threats, is extremely 

difficult and makes a mass problem. As we believe, 

automation of vulnerability analysis using formal 
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problem-oriented languages for describing vulnerabil-

ity and attack scenarios will make this approach appli-

cable to real control systems, and research in this di-

rection is ongoing. 
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