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Abstract. Following part I of the survey, this paper considers the problems of improving the 

safety and efficiency of air traffic flows. The main challenge in conflict detection and resolution 

by traditional optimization methods is computation time: tens and even hundreds of seconds are 

required. However, this is not so much for response in real situations. Deep reinforcement learn-

ing has recently become widespread due to solving high-dimensional decision problems with 

nonlinearity in an acceptable time. Research works on the use of deep reinforcement learning in 

air traffic management have appeared in the last few years. Part II focuses on the application of 

this promising approach to the following problems: detecting and resolving aircraft conflicts, 

reducing the complexity of air traffic at the national or continental level (a large-scale problem), 

and increasing the efficiency of airport runways through the improved planning of aircraft land-

ings. 

 
Keywords: air traffic management, strategic planning of 4D trajectories, aircraft conflict detection and 

resolution, reinforcement learning. 
 

 

 

INTRODUCTION  

Due to the growing air traffic flows and overload 

of major airports, there is an increasing demand for 

automating the work of air traffic controllers through 

developing decision support systems and automated 

air traffic management systems. Part I of the survey 

[1] was devoted to the problem of minimizing the 

number of potential conflicts between aircraft. 

The paper [2] overviewed current trends in the ap-

plication of artificial intelligence (AI) to air traffic 

management based on conference proceedings and 

publications on the subject in high-rank journals. De-

spite significant progress in research on AI for air traf-

fic management, it has not yet become “fully function-

al” for end users. The slow pace of using AI in air traf-

fic management is due to the critical role of this area: 

lives are at stake here, and safety is the top priority. 

Currently, safety in air traffic management is achieved 

through human participation in the control loop. Ac-

cording to the authors cited, safety will evolve by de-

signing human-oriented systems, understandable to the 

end user and adaptable to their psychological state. 

This requires moving toward a more user-oriented, 

eXplainable AI, where the AI system and the end user 

can understand each other and interact with each other. 

Optimization-based approaches are often computa-

tionally expensive, which limits their application. Im-

pressive results were obtained in several research 

works on air traffic management based on deep rein-

forcement learning; for details, see [3]. 

In [4], a reinforcement learning-based model was 

first formulated and an AI agent was presented to mit-

igate conflicts and minimize aircraft delays when 

reaching checkpoints. In [5, 6], different levels of en-

vironment uncertainty and traffic density were consid-

ered and their effect on the performance of the rein-

forcement learning-based model to resolve aircraft 

conflicts was investigated. 

If the solutions offered by automatic conflict reso-

lution do not match the dispatchers’ thinking or pref-

erences, they are unlikely to be accepted. The paper 

http://doi.org/10.25728/cs.2023.2.1
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[7] developed an interactive AI agent based on rein-

forcement learning with conflict resolution maneuvers 

used by a human dispatcher. This approach can poten-

tially increase the dispatcher’s level of confidence in 

the solutions proposed by the agent. The hybrid algo-

rithm proposed in [8] uses known geometric methods 

in the deep reinforcement learning stage to resolve 

low-altitude airspace conflicts.  

These approaches are effective under low air traf-

fic densities, but centralized architectures cannot cope 

with intensive air traffic flows when the number of 

conflicting aircraft increases. In most complex sys-

tems, distributed decision-making is believed to have 

higher efficiency than centralized control. A critical 

challenge for distributed decision-making in air traffic 

management is the development of a system that pro-

vides recommendations to the aircraft for ensuring 

safe separation and elimination of uncertainty in real 

time. Several multi-agent approaches were proposed to 

deal with high air traffic densities. As was demonstrat-

ed in [9–11], multiple agents in a decentralized system 

can access the complete information about all aircraft 

in a sector using a scalable and efficient method to 

achieve high throughput under uncertainty. The agents 

were trained by one neural network with centralized 

learning, and a decentralized decision-making scheme 

was adopted. Many of the proposed agents based on 

reinforcement learning must be trained in an environ-

ment with a fixed number of conflicting aircraft. The 

computational complexity of learning grows rapidly 

with increasing the number of conflicting aircraft. In 

[12], image-based deep reinforcement learning was 

suggested for resolving aircraft conflicts. Image-based 

deep learning largely solves the scalability problem. 

The algorithm can process an arbitrary number of air-

craft since their states are replaced by their images. 

The paper [13] presented an autonomous air traffic 

management model with aircraft collision prevention 

in free airspace. A graphical neural network approach 

to resolving conflicts in free airspace was introduced. 

Representing each aircraft as a graph node, this ap-

proach can handle an arbitrary number of aircraft. 

Expectedly, deep reinforcement learning will play 

a significant role in building future air traffic man-

agement systems, but more research is needed here. In 

real-world applications, deep reinforcement learning 

raises two significant problems.  

The first problem is the safety of air traffic man-

agement systems. Modern models use deep neural 

networks as function approximators. Deep neural net-

works were discovered to suffer vulnerability to ad-

versarial examples [14, 15] (carefully designed quasi-

negligible perturbations that mislead the deep neural 

network when added to its input data). Furthermore, 

adversarial examples also appear in the real world 

without any intruder or maliciously chosen noise [16]. 

Consequently, it is necessary to scrutinize the mecha-

nisms of adversarial attacks, ways to detect errors or 

undesirable behavior of AI algorithms, and methods to 

overcome them. 

The second problem consists in explainability. The 

decision-making process of deep reinforcement learn-

ing technology is opaque. Due to its insufficient trans-

parency, pilots and air traffic controllers cannot under-

stand the internal mode of operation. The “black box” 

nature of the model may prevent users from accepting 

the predicted outcomes, especially when the model 

makes key decisions. 

The paper [17] presented safety-aware deep Q 

networks. In this model, two separate neural networks 

jointly investigate security and optimization costs. Ac-

cording to the authors, their work is the first to consid-

er the vulnerability of the model to adversarial attacks; 

moreover, the model is safe and well-explainable. 

The bottleneck in air traffic management systems 

is the capacity of the runways of major airports. Air-

craft maneuvering control operations in the airport 

area, such as arrival control, landing sequence, and 

time planning, are performed by air traffic controllers. 

The paper [18] systematically overviewed past and 

most recent theoretical studies of the aircraft landing 

problem for airports with one or more runways, in-

cluding their comparison. 

The remainder of this paper discusses in detail the 

deep reinforcement learning approach with application 

to the following problems: detecting and resolving 

aircraft conflicts, reducing the complexity of air traffic 

at the national or continental level (a large-scale prob-

lem), and increasing the efficiency of airport runways 

through the improved planning of aircraft landings. 

1. CONFLICT DETECTION AND RESOLUTION BASED ON 

DEEP REINFORCEMENT LEARNING  

1.1. A deep reinforcement learning approach to general 

problems  

Reinforcement learning [19] is a method in which 

an agent interacts with an environment to maximize a 

long-term reward. It can be treated as a Markov deci-

sion process  , , , ,S A T R   with the following nota-

tions: S is the set of environment states; A is the set of 

agent’s actions; T is the probability of transition be-

tween states; R is the reward function; finally,   is the 

discount rate.  
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Being in a state tS S  at a training step t, the 

agent generates an action tA A  following a policy π: 
S × A → R. Then the agent receives the reward Rt and 

passes to the next state 1tS  . The agent’s goal is to 

maximize the total reward by learning the policy 

: S A   that determines the required action in each 

state. 

The states are assessed using a function  V S . The 

state-value function tS  is updated by the formula 

        1 ,t t t t tV S V S R V S V S      

where α is the learning rate. 

The algorithm involves two neural networks: a 

critic network and an actor network. The former net-

work updates the parameters of the value function w, 

whereas the latter network updates the parameters of 

the policy   ; for details, see [20]. 

Due to the infinite state space, the state-value func-

tion is approximated. The approximation is based on 

the deep learning of the neural network [21]: 

   ˆ , nV S w V S , 

where w denotes the weights of neurons. In one-step 

temporal difference learning with the approximate 

function, the update formula is given by 

      1, ,ˆ ,ˆ ˆ
t t t w tw w R V S w V S w V S w      . 

The action is selected using a policy  ,sa  . For 

the space of continuous actions, the gradient policy 

[22] based on the gradient descent method is often 

adopted. The differentiable policy is defined as 

 ,sa   and the parameters   are updated at each 

step as follows: 

   ln | , .t t tA S V S  
 

 

1.2. Conflict detection and resolution (CD&R):       

problem description [23] 

Consider N aircraft in a particular air traffic scenar-

io (Fig. 1). Of these, ( 1)N   ones are in a sector with 

radius L, and another aircraft flies into the sector. Each 

aircraft has an initial position and a target position. 

The goal of each aircraft is to fly from the initial posi-

tion to the target position in the minimum time without 

conflicts with other aircraft. A conflict arises when the 

distance between two aircraft is below the minimum 

safe distance (usually 5 nautical miles (nm)). At step t, 

the position and course angle of the aircraft form the 

vector       , ,n n nx t y t t . 

 

 
Fig. 1. Conflict detection and resolution problem. 

 

The action for passing to a new state is the new po-

sition where the aircraft will fly from its current posi-

tion. 

Figure 2 shows the learning process for one epi-

sode. 

 
 

 

 
Fig. 2. Training process for one episode. 

 

At the beginning of each training episode, the state 

0S  is initialized in the environment. At each step t, the 

agent obtains the state tS  and implements the action 

.tA  After that, the environment passes to the state 1tS   

and returns the reward tR . This process is repeated 

until reaching the terminal state 1tS  . The value sets 
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 1, , ,t t t tS A R S   are stored in memory. The agent se-

lects data from memory and learns according to the 

algorithm. 

Possible maneuvers include turns, vertical adjust-

ments, and speed changes. The output state of the en-

vironment includes the position of each aircraft in the 

sector. The control experiment with one aircraft serves 

for checking that the environment can be used to train 

agents. Altitude and speed are fixed in this experi-

ment. 

The states form a vector of the dimension 

n p dN N N N   , where nN  is the total number of 

aircraft (the incoming aircraft plus all aircraft in the 

sector), pN  is the number of aircraft waypoints (in-

cluding all waypoints from еру current position to des-

tination), and dN  is the dimension of aircraft location 

(equals 3). The height dimension is fixed, and the oth-

er two dimensions are variable. At each step, the agent 

perceives the state vector and, after normalization, 

takes it as the input of neural networks. 

The action set is defined as  

    , | 0, , ,A L       ,  

where L is the radius of the sector and ρ and φ are the 

polar radius and angle, respectively. An action is a 

position described by the two-dimensional polar coor-

dinate. At each step t, the agent chooses an action 

tA A . Depending on this action, the incoming air-

craft flies from its current position to tA . 

The agent’s goal is to maximize the long-term re-

ward and update the parameters of the neural networks 

according to the immediate reward. Four rules are 

used to create the reward function: no conflict between 

the aircraft, the minimum control time, the minimum 

course angle change, and the minimum flight distance.  

The reward function is given by 

1 if a conflict occurs,

/ otherwise,t
t

R


   
 

with the following notations:  ,t     is the 

change of the course angle at step t. Thus, 1t



, 

meaning that conflict resolution has the highest priori-

ty. Since a change in the course angle will affect the 

distance, the latter characteristic is omitted in the re-

ward function. 

The action is to determine a polar coordinate where 

the sector’s center is the pole and the length shorter 

than the sector radius is the polar radius. The four out-

puts of the agent’s neural network, , , ,    
 
and 

 , are the mean and standard deviation of the polar 

radius and polar angle, respectively. For learning, the 

radius and angle are supposed to have the Gaussian 

distribution:  ~ ,N      and  ~ ,N     . 

They are generated, and the two-dimensional action is 

formed. After the agent’s neural network is well 

trained,  and     are taken as ρ and φ, respectively. 

The neural networks are trained as follows. For the 

critic network, the parameter δ is determined to evalu-

ate the chosen action: 

   1, ,ˆ ˆ
t t t tR V S w V S w     , 

where tR  is the immediate reward and  ˆ ,tV S w  and  

 1
ˆ ,tV S w  are the values of the current and next 

states, respectively. 

The parameters w are updated using the least 

squares method: 
2.w

w w    

The policy gradient method is applied for the actor 

network. The policy equation has the form 

     ln , | , ln | , ln | ,t t t t t t tS S S             

with the following notations:  ln , | ,t t tS     is the 

probability of choosing ρ and φ in the state tS  with 

parameters θ;  ln | ,t tS    is the probability of 

choosing ρ in the state tS  with the parameters θ; final-

ly,  ln | ,t tS    is the probability of choosing φ in the 
state tS  with the parameters θ. The parameters θ are 

updated as follows: 

 ln , | ,t t t tS
        . 

The effectiveness of the proposed approach was 

demonstrated by numerical simulations. As was de-

clared by the authors, a well-trained agent can gener-

ate a solution within 200 ms, whereas previous meth-

ods require tens or even hundreds of seconds for cal-

culation. In addition, the turning radius of the aircraft 

is properly considered, which corresponds to realistic 

situations. 

2. A HYPER-HEURISTIC APPROACH TO REDUCE AIR 

TRAFFIC COMPLEXITY [24] 

The paper [24] considered the problem of improv-

ing the airspace structure by air traffic complexity mit-

igation; see Section 2.6. 

The hyper-heuristic approach does not simply fol-

low a particular meta-heuristic but also involves flexi-

ble integration and adaptive control of low-level heu-

ristics. Several studies confirmed the effectiveness of 
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Q-learning when selecting an appropriate low-level 

heuristic at the decision point. Q-learning lies in eval-

uating the best state-action pair using memory with Q-

tables. Each entry in such a table expresses the long-

term value of choosing a particular action in a particu-

lar state.  

The traditional hyper-heuristic selection structure 

consists of two levels. The first level contains the 

problem representation, the state-value function, and a 

set of low-level heuristics. The second level performs 

two separate tasks as follows. First, it selects a low-

level heuristic and applies it to the solution. Second, it 

decides to accept or reject the new solution. Selecting 

appropriate heuristics and decision methods is a non-

trivial task when developing a robust hyper-heuristic 

model. A hyper-heuristic operates without any infor-

mation needed about the functionality of the low-level 

heuristics but provides useful feedback on the utiliza-

tion rate of each heuristic and the change of the objec-

tive function. This information is crucial for the learn-

ing process. 

The algorithm uses a Q-learning agent to select a 

heuristic operator or a low-level heuristic (Fig. 3). The 

latter is then applied to generate a candidate solution 

and recalculate its performance in a simulation system. 

A decision is then made regarding the candidate 

solution. If the candidate solution can improve per-

formance, the current solution will be updated. Other-

wise, the candidate solution will also be updated with 

some probability, decreasing with the course of learn-

ing. If the candidate solution is not accepted, all 

changes in the solution space associated with that can-

didate solution will be undone by a return operation. 

The Q-learning agent determines the reward by check-

ing the current state, the chosen operator, and the evo-

lution of  solutions and  then updates  the  Q-values in 

the Q-table. 

The following heuristic operators are proposed 

(Fig. 4). 

 h1, a local search that randomly changes the de-
parture time by no more than 5 min (Fig. 4a); 

 h2, a local search that flips the current way-
points in the horizontal plane XY along the trajectory 
(Fig. 4b); 

 h3, a local search that flips the current way-
points in the horizontal plane XY perpendicular to the 
trajectory (Fig. 4c); 

 h4, a local search that randomly deviates the 
route by changing the position of each waypoint 
(Fig. 4d); 

 
 

 
   

Fig. 3. Framework of Hyper-heuristic based on Q-learning with the high-level strategy and problem domain.
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Fig. 4. Representation of intensification heuristic operators which allow the algorithm to refine the search in the vicinity of the current decision: 

 

 h5, a random selection of a neighbor flight alti-

tude level within the maximum permissible limits 

(Fig. 4e). 

Three generation operators diversify optimization 

as follows: 

 h6, an operator that randomly changes the de-

parture time within the maximum permissible limits;  

 h7, an operator that randomly adds/removes one  

or more waypoints according to the problem con-

straints; 

 h8, an operator that randomly changes the flight 

altitude level within the maximum permissible limits. 

The Q-learning agent follows a  -greedy approach 

to select the heuristic operator based on the Q-table. A 

random action is chosen with probability   and the 

action based on the Q-table with probability (1 ) . At 

first,   is assigned a maximum user-defined value 

max . During the learning process, it decreases until 

reaching a minimum user-defined value 
min

. 

The learning cycle begins by selecting one of the 

diversification operators h6, h7, or h8. Each state is de-

fined based on the operator applied previously. 

Seven states are considered as follows: 

 s0: one of the diversification operators h6, h7, or 

h8 was previously applied;  

 s1: the operator h1 was previously applied; 

 s2: the operator h2 was previously applied;  

 s3: the operator h3 was previously applied; 

 s4: the operator h4 was previously applied; 

 s5: the operator h5 was previously applied; 

 s6: two consecutive operators from the set      

{h1, h2, h3, h4, h5} were previously applied without

changing the current solution. 

The Q-table is initialized with Q-values according 

to Table 1. 

Some Q-values are set to 1 to ensure that a particu-

lar heuristic operator can be selected; others are set to 

0 to ensure the transition from one state to another. 

At each iteration, the system stores the experience 

containing the current states with the selected operator 

h and the payoff g (the difference between the values 

of the new and previous solutions). At the end of the 

cycle, the Q-learning agent determines the rewards for 

updating the Q-values in the Q-table. 

At step t, the Q-values for the found state–action 

pair are updated as follows: 

        1, 1 , max , ,t t t t t t
h H

Q s h Q s h r Q s h


    

where  0, 1  and  0, 1  are the learning and 

discount rates, respectively, tr  is the immediate re-

ward, and  , 1, ,8iH h i    denotes the set of heu-

ristic operators.  

Transfer  acceptance  determines  whether to accept 

or reject the new solution at each step of the search 

process. Iterations continue until satisfying a termina-

tion criterion. 

In [24], the proposed approach was empirically as-

sessed within a real-data experiment for a full day of 

traffic in the French airspace (8836 trajectories, see 

Fig. 5). 

The initial trajectory plan for the full day of traffic 

was compared with the final trajectory plan calculated 

by the proposed algorithm in terms of complexity. The 

corresponding results are shown in Fig. 6.  
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Table 1  

Q-table initialization  

State 
Operator 

h1 h2 h3 h4 h5 h6 h7 h8 

s0 1 1 1 1 1 – – – 

s1 0 1 1 1 1 – – – 

s2 1 0 1 1 1 – – – 

s3 1 1 0 1 1 – – – 

s4 1 1 1 0 1 – – – 

s5 1 1 1 1 0 – – – 

s6 – – – – – 1 1 1 

 

 
 

 
  

Fig. 5. Complexity map of (a) initial trajectories and (b) final trajectories of a full day of traffic in the French airspace.  

 

 
 

 
  

Fig. 6. Comparison of initial complexity and final complexity over time for a full day of traffic in the French airspace. 
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3. IMPROVING RUNWAY EFFICIENCY USING 

REINFORCEMENT LEARNING 

Airport runways are a major bottleneck in air traf-

fic and a key factor determining airport capacity. 

Building a new runway is not always possible. One 

approach to solving the capacity problem is the mod-

ernization of the airspace structure and airfield infra-

structure. In [25], such an approach was implemented 

by mathematical modeling. This survey considers an-

other approach: optimizing the use of infrastructure 

through the improved planning of aircraft landings. 

The landing optimization problem is solved in 

three steps. First, an initial schedule is created on the 

first-come, first-served basis. Then this schedule is 

modified during the landing approach phase and final-

ly frozen when the aircraft reaches the final stage of 

this phase. The initial schedule includes aircraft within 

the range of the airport landing radar (a time horizon 

of about 40 min before landing). The update process is 

executed each time a new aircraft enters the radar 

range to improve the landing schedule [26]. 

The most common requirements include a safe 

separation between consecutive aircraft, allowed time 

intervals determined by the earliest and latest flight 

times based on fuel consumption, and priority con-

straints. Different objective functions serve for in-

creasing runway capacity, meeting schedules, mini-

mizing fuel consumption, etc. 

As is known, optimal aircraft sequencing and land-

ing are an NP-hard problem [27]. Consequently, the 

solution time by exact methods grows rapidly with 

increasing the number of aircraft. Since the first solu-

tion [28] published in 1976, several new models and 

approaches have appeared in the literature, including 

genetic and heuristic algorithms to obtain a suboptimal 

but sufficiently efficient solution in an acceptable time 

[29, 30]. The survey [31] was devoted to some exact 

approaches to the problem (mainly mixed integer pro-

gramming), whereas the paper [32] overviewed ap-

proximate solution methods, mainly genetic and me-

metic algorithms. A recent promising approach to the 

problem is based on reinforcement learning. 

The authors [33] considered the problem of plan-

ning aircraft takeoffs on a single runway to observe 

the established time intervals. The problem was mod-

eled as a Markov decision process and solved using 

the Q-learning algorithm [34] as follows. Let the 

agents be the aircraft and let their states be the aircraft 

position on the ground depending on its phase (park-

ing, taxiing, and takeoff). The action is to delay the 

aircraft, and the reward is defined to minimize the de-

lay during taxiing with observing the time intervals 

established for the aircraft. The algorithm was tested 

on real data from John F. Kennedy International Air-

port (JFK, New York), which included departures of 

698 flights (two days of operation). Note that 42 train-

ing scenarios were generated from the data. According 

to the results, the algorithm has a performance similar 

to or greater than that of air traffic controllers. 

The paper [35] proposed a framework to model the 

problem of aircraft sequencing and separation in ac-

cordance with the NASA sector-33 application [36]. 

This air traffic management application contains 35 

examples of tasks involving up to 5 aircraft, including 

speed and route control for aircraft.  

The proposed model consists of agents, states, ac-

tions, and rewards. There are two types of agents: par-

ent and child. The parent agent’s state contains a snap-

shot of the game screen. The child agent’s state con-

tains information about the measurement target, speed 

and acceleration of the aircraft, and route identifier in 

addition to information about the N closest agents to 

allow communication between agents. The actions for 

the parent/child agent are to change or maintain the 

route/speed of the aircraft. The reward is designed to 

penalize conflicting agents (separated by less than 3 

nm).  

The problem within the model was solved using a 

hierarchical deep learning algorithm with reinforce-

ment. This algorithm combines the Q-learning algo-

rithm [18] and neural networks [5]. It has a hierar-

chical nature because the actions are executed at two 

levels: the parent level selects the route and then the 

child level selects the speed for the aircraft. According 

to the tests in the NASA application (involving 2–5 

aircraft), the proposed approach is viable.  

 

3.1. The Mathematical Model 

Let us consider in detail the approach [37]. The 

distributed algorithm proposed therein is based on Q-

learning with the parameters optimally tuned by a ge-

netic algorithm. The algorithm was implemented using 

the sliding window mechanism. 

Consider a graph  ,G N L , where N and L are the 

sets of nodes and links, respectively. The node set has 

two subsets: eN N  (the entry points of the Terminal 

Maneuvering Areas (TMA)) and rN N  (runways). 

The final links connecting the runways are also 

grouped into a link subset: rL L .  

Figure 7 shows the network at Paris Charles de 

Gaulle Airport (CDG). Aircraft enter at LORNI or 

OKIPA points; there are two runways, 27R and 26L, 

and two merge points, IF_27R and IF_26L. The two-

point merge system is used (IF_27R–RWY_27R and 

IF_26L–RWY_26L, respectively). 
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Fig. 7. Simplified STAR model at CDG: aircraft enter at LORNI or 

OKIPA. Merge points are located on both IF 27R and IF 26L.  

 

For each aircraft, the procedure is executed at a 

constant speed. This is the landing speed that depends 

on the wake vortex category.  

The point merge system (PMS) structure is pre-

sented in Fig. 8. For each aircraft, the length of the 

PMS arc will be treated as a decision variable for the 

algorithm.  

 
           

 
 

 
Fig. 8. Merge Point Topology: for each aircraft, the length of the flown 

sequencing arc is a decision variable. 

 

A flight f is characterized with the following in-

formation: 

• 0, fV
 
is the initial true airspeed of the aircraft; 

• TMA
0, ft  is the initial entry time in the TMA; 

• 0, f rr N  is the runway on which the aircraft is 

planned to land; 

• RTA
ft  is the time at which the aircraft is required 

to land (the required time of arrival, RTA); 

• fC  is the wake vortex category.  

For each flight f, the following decision variables 

are considered: 

• fV  is the speed of the aircraft;  

• TMA
ft  is the entry time in the TMA;  

• fr  is the runway assigned for landing;  

• MP
fl  is the length of the merge point arc. 

The speed of the aircraft has to stay in a given 

range of the initial speed: 

0, ,f fV V p V    

where p is the number of increments and V  is the 

speed increment: 

min max,  , .p Z p V V V        

Here, 
max

V  and 
min

V  are the maximum speed in-

crease and decrease from 0, fV , respectively, that can 

be assigned to an aircraft. The minimum speed de-

crease depends on the wave vortex category. 

The entry time decision corresponds to a delay that 

can be absorbed in the En-Route airspace before the 

aircraft enters the TMA. In this airspace, the aircraft 

can be slowed down or accelerated in a given range. 

As a result, the entry time in the TMA could also 

change in a given range: 

TMA TMA
0f , ft t p T ,    

where p is the number of increments and T  is the 

time increment: 

min max,  ,p Z p T T T       . 

Here, max
T  and min

T  are the maximum and mini-

mum time increments from TMA
0, ft , respectively, that 

can be assigned to an aircraft. 

To keep a balanced flow between runways, it may 

sometimes be more appropriate to change the landing 

runway of an aircraft ( f rr N ). 

As the network contains merge points, one of the 

decision variables, MP
fl , is the length of the arc that an 

aircraft will fly in one of the merge points, i.e., 

MP ,fl p L   

where p is the number of increments and L  is the 

length increment: 

max,  MPp N p L L   , 

where max
MPL  is the maximum arc length that a merge 

point can have. 

Flight level on red arc is lower than that on 

green arc by 1000 ft 

Sequencing arcs 

Merge point 

Merging zone 
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3.2. Description of the Deep Learning Algorithm [37] 

This section describes a deep learning algorithm 

based on the model presented in Section 3.1. It re-

solves potential aircraft conflicts during heavy traffic 

in the airport area in a reasonable time. 

Each flight is a Markov decision process 

  , , ,a aMDP S A P R . All decision variables represent 

the state space S. This means that for every aircraft, a 

state is defined by {speed, entry time in the TMA, 

PMS arc length, runway assignment}. In each state, 

the following actions are considered: A = {increas-

ing/decreasing the speed, increasing/decreasing the 

entry time in the TMA, increasing/decreasing the PMS 

arc length, changing the landing runway, no action}. 

For states that are not direct neighbors to the current 

state, the value of the transition function is 0. For 

neighbor states, the transition function is an equiprob-

abilistic one: 

 
 

0 if   is not a neighbor of  ,

, 1
 otherwise,a

s s

P s s

Card A





 





 

where  Card A  is the number of elements in A (in 

this case, 8). 

Q-learning is a model-free reinforcement learning 

algorithm. This means that the algorithm does not 

need a model of the environment, it only interacts with 

the environment without knowing it. Every aircraft is 

considered an agent, which makes the algorithm multi-

agent. 

Q-learning is used to learn the optimal policy of a 

Markov decision process. This is done by computing 

the Q-function for each aircraft, i.e., representing the 

expected reward an agent can receive if he takes a giv-

en action in a given state. The Q-learning used is dis-

tributed, meaning that the reward of each agent is 

treated individually at each iteration. 

For each agent, the expected reward  ,Q s a  in a 

given state s for a given action a is updated as follows: 

      , , max ( , ) , .
a

Q s a Q s a R Q s a Q s a


     

where s' is the new state when the action a is taken in 

the state s; R is the reward the agent will receive by 

making the action a in s;   is the learning rate; final-

ly, γ is the discount factor. 

The expected reward  ,Q s a  in a given state s for 

a given action a is updated at each iteration consider-

ing an estimation of the optimal future value 

max ( , ).
a

Q s a


   This is done independently of the poli-

cy being followed. Precisely, this is a one-step algo-

rithm since the estimation is done only by looking one 

iteration ahead. 

For a state s S , an action a A , and a parameter 

T called temperature, the probability  ,s a  to 

choose a in s is given by 

 
 

 

, /

, /
, .

Q s a T

Q s a T

a A

e
s a

е 



 


 

The temperature at iteration k is given by a geo-

metric law of the parameter  , i.e., 0
k

kT T  , where 

0T  is the initial temperature. This temperature sets a 

trade-off between exploration and exploitation: a rela-

tively high temperature will promote the exploration 

of the Q-table, whereas a low temperature will be in 

favor of the exploitation of the Q-table. 

In this distributed Q-learning, every aircraft is con-

sidered a learning agent and consequently has a Q-

table. All the Q-tables are initialized at a value 0Q  

chosen relatively low to enforce the state exploration. 

This is done on purpose since the reward (and Q-table) 

of an aircraft depends on agents close to it (which can 

be in conflict). Every agent is seen as an independent 

learner and does not consider the chosen action of oth-

er agents but only their actual states. Therefore, be-

tween the two decisions of an agent, its environment 

may have been changed. An agent can choose the spe-

cific action of doing nothing and then its state will not 

change. 

For each aircraft, a reward function is computed 

and then used by the reinforcement learning algorithm. 

The reward given at each state and action depends on 

the other aircraft’s state and is computed as the 

weighted sum of the rewards described below. 

All rewards are negative (penalties): 

 RTA RTA 5 ( ).runway conflict link nodeR R R R R      

If an aircraft f does not land on 0, fr , its preferred 

runway, the reward added is 5 times the value runwayR  

weighted by RTA  . Note that RTA  and conflict  are 

the algorithm parameters. 

Different components of the reward function are 

described below. 

 Required Time of Arrival. All airlines have a 

schedule for each aircraft and on-time aircraft should 

have a better reward. Then, a reward corresponding to 

the absolute difference between the RTA and the real 

arrival time is added for every aircraft: 

RTA
RTA f arrivalR t t   . 
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 Runway number  

0,landing on the required runway

otherwise.

0,  ,

1,

f

runway

r
R


 

 

 Conflicts. The model considers two kinds of con-

flicts: link conflict, when two aircraft do not respect 

the wake vortex category separation, and node con-

flict, when the aircraft do not respect observe the hori-

zontal separation at merge points [38] (3 nm). For 

each link, at the entrance and the exit, the minimum 

separation between two aircraft f and g must corre-

spond to Table 2.  
Table 2 

Minimum separation for link conflict, nm 

Category Leading aircraft, f 

Heavy Average Light 

Trailing 

aircraft, 

g 

Heavy 4 3 3 

Average 5 3 3 

Light 6 5 3 

 

Assuming that ,f gs  is the minimum separation and 

,f gd  is the actual distance between the leading aircraft 

f and the trailing aircraft g (Fig. 9), the criticality of a 

potential conflict, linkC , is proportional to the distance 

between the aircraft. Overtakings are also calculated; 

if this occurs, then , 0f gd   and the criticality of the 

conflict is set to –1: 

,

, ,

, ,

,

1 if  0,

 if   

0 otherwis

,

e.

f g

f g f g

link f g f g

f g

d

s d
C d s

s

 


  


  

 

 
Fig. 9. Link conflict detection based on the comparison of distance 

between aircraft at the beginning or the end of a link with the 

separation minima. 

 

The function linkC  is piecewise linear and continu-

ous, which is necessary for the learning algorithm to 

know if the conflict is getting better or worse. Since 

linkC  can be close to 0, the learning algorithm can im-

prove RTAR  instead of resolving the conflict. To prior-

itize the conflict resolution objective, the value of the 

reward function for the link is artificially set between   

–0.3 and –1 using the formula 

  0 3 1 0 3link linkR . C . .     

If there is no link conflict between two aircraft f 

and g, conflicts may still occur on nodes. In TMA, 

every aircraft has to be separated by 3 nm from others 

in order to respect the separation distance. As was 

shown in [38], in many airports, due to the network 

geometry, the detection area can be reduced to a circle 

of 2.2-nm radius. As for the links, the criticality of a 

node conflict is given by 

,

,

2 2
 if 2 2,

2 2

0 otherwise

f g

f g
node

. d
   d .

C .

  .


  


 

As for the links, the value of the reward function 

for a node conflict is artificially set between –0.3 and 

–1 using the formula 

  0 3 1 0 3node nodeR . C . .     

In this problem, if an aircraft enters the TMA many 

hours before another one, their decisions can be con-

sidered independent. Therefore, the dynamic aircraft 

landing optimization problem is solved on the basis of 

a sliding window. 

During the optimization process, the aircraft inside 

the sliding window are divided into four groups: 

• completed, the latest landing time is before the 

starting time of the sliding window; 

• ongoing, the earliest entry time is before the start-

ing time of the sliding window (decisions to land have 

already been made); 

• active, the earliest and latest entry times are in the 

window; 

• planned, the latest entry time is after the end of 

the sliding window. 

At each iteration of the sliding window, the opti-

mization algorithm is run on active flights.  

Running the algorithm on every active flight in the 

sliding window is not efficient enough; some of the 

active flights may have good rewards, and other air-

craft may have multiple conflicts. To speed up the op-

timization process, decisions are changed with a high-

er priority on aircraft with the worse reward. Those 

aircraft are indicated as critical flights. They are com-

puted using a threshold that is greater than 70% of the 

worst aircraft reward. Since these aircraft are learning, 

their rewards decrease and more and more aircraft be-

come “critical.” 

The algorithm was successfully tested on data from 

Paris Charles de Gaulle airport with the total number 

of aircraft landings artificially increased to 687. A 

conflict-free solution for a full day of traffic was cal-

culated in less than 30 s, which is acceptable for real-

time planning. 
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CONCLUSIONS 

For several decades, extensive research was con-

ducted on decision support automation in ATM sys-

tems. Mathematical models developed for this prob-

lem either minimize the number of potential conflicts 

between 4D aircraft trajectories or redistribute aircraft 

flows to reduce airspace congestion. The number of 

potential aircraft conflicts is often decreased using one 

or several methods as follows: shifting flight departure 

times, regulating airspeeds, changing flight trajecto-

ries, and changing flight altitude.  

As shown, minimizing the number of potential air-

craft conflicts is an NP-hard problem. Consequently, 

various metaheuristic algorithms emerged to solve it. 

A hybrid metaheuristic approach based on the simulat-

ed annealing algorithm, improved by local search 

methods, was developed for the strategic planning of 

air traffic flows considering the uncertainty of aircraft 

positions.  

The complexity and scale of minimizing the num-

ber of potential conflicts in airspace require new ap-

proaches to this problem. Some publications in recent 

years have been devoted to deep reinforcement learn-

ing methods for improving the safety and efficiency of 

air traffic. The effectiveness of the proposed ap-

proaches has been investigated using computational 

experiments, which have shown encouraging results. 

Further extensive research is needed to assess the ap-

plicability of these approaches in real-world condi-

tions. 
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Abstract. This paper considers the problem of constructing an interval observer for systems 

described by discrete-time linear models under uncertainties in the form of exogenous disturb-

ances and measurement noise (unknown bounded functions). Such an observer is designed us-

ing the minimal-dimension model of the original system invariant with respect to the disturb-

ances. The dynamic matrix of this model is defined in the identification canonical form. We 

present relations to design an interval observer of minimal complexity for estimating the set of 

admissible values of a given linear function of the state vector. If the observer invariant with 

respect to the disturbances does not exist, we suggest a method to construct an observer with 

minimal sensitivity to them based on the singular value decomposition of system matrices. The-

oretical results are illustrated by an example.  

 
Keywords: linear systems, uncertainties, models, interval observers.  
 

 

 

INTRODUCTION  

This paper is a logical continuation of the research 

work [1], which considered the design of interval ob-

servers for systems described by linear models with 

continuous time.  

In recent years, numerous studies have been devot-

ed to the design of interval observers; for a survey, see 

the publications [2, 3]. The papers [4–10] presented 

the solution of this problem for different classes of 

systems as well as practical applications. As a rule, the 

cited authors estimated the set of admissible values of 

the full state vector. However, in many cases, it is of 

interest to estimate only a given linear function of this 

vector. The corresponding interval observer turns out 

to be significantly simpler than the full-order counter-

part, and the class of systems for which such an ob-

server can be designed is wider. In addition, when es-

timating  a  given  linear  function,  the  observer  dynam- 

  
________________________________ 
1 This work was supported by the Russian Science Foundation, 

project no. 23-29-000191, https://rscf.ru/project/23-19-00191/ 

ics can be represented in a canonical form, which sim-

plifies the solution procedure and extends the class of 

systems with interval observers. 

In what follows, we state and solve the interval ob-

server design problem for time-invariant systems de-

scribed by discrete linear dynamic models with exoge-

nous disturbances and measurement noise. The result-

ing interval observer estimates the set of admissible 

values for a given linear function of the system’s state 

vector. This paper therefore differs from [2–10], where 

interval observers were designed to estimate the full 

state vector.  

 

1.  BASIC MODELS AND PROBLEM STATEMENT 

We consider a system described by the discrete lin-

ear model 

( 1) ( ) ( ) ( ),

( ) ( ) ( ),

x t Fx t Gu t L t

y t Hx t v t

    
 

              (1) 

with the following notations: ( ) nx t R , ( ) mu t R , 

and ( ) ly t R  are the state, control, and output vectors, 

http://doi.org/10.25728/cs.2023.2.2
mailto:zhirabok@mail.ru
mailto:alvzuev@yandex.ru
mailto:kim.ci@dvfu.ru
https://rscf.ru/project/23-19-00191/
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respectively; ,   F G , and H  are constant matrices of 

dimensions n n , n m , and l n , respectively; L  is 

a known matrix of dimensions qn ; qRt  )(  is an 

unknown bounded time-varying function that de-

scribes the disturbances affecting the system, and 

*||)(||  t  for all 0t ; finally, lRtv )(  is an un-

known bounded time-varying function that describes 

measurement noise, and *||)(|| vtv   for all 0t . (The 

symbol   indicates the Euclidean norm.) 

According to (1), the uncertainties in the problem 

are represented by the measurement noise )(tv  and 

the exogenous disturbance )(t  with the upper bounds 

*v  and *  of their amplitudes, respectively, for all 

0t .  

It is required to design a minimal-order interval ob-

server producing the lower )(tz  and upper )(tz  esti-

mates of the linear function ( ) ( ) pz t Mx t R   of the 

state vector with a given matrix M  so that inequality 

)()()( tztztz   will hold componentwise for all 

0t .  

As was demonstrated in the paper [1], for continu-

ous-time systems, an interval observer can be designed 

based on the minimal-dimension model by two meth-

ods. In the first method, the matrices describing this 

model are found in the identification canonical form 

(ICF); the observer’s stability is ensured using feed-

back, and the observer is then reduced to the Jordan 

canonical form to provide the Metzler property of the 

matrix reflecting its dynamics. In the second method, 

this matrix is immediately found in the Jordan form, 

which considerably simplifies the problem: stability 

and the Metzler property directly follow from the Jor-

dan form.  

In the discrete-time case, the Metzler property is 

not required: the matrix under consideration has to be 

stable and nonnegative. The ICF satisfies these two 

requirements and is therefore is preferable here. In 

addition, the feedback may not be used for the observ-

er’s stability: the ICF has zero eigenvalues, ensuring 

stability in the discrete-time case.  

The solution is based on a minimal-dimension 

model insensitive to the disturbance: 

* * * * *

* 0

( 1) ( ) ( ) ( ),

( ) ( ) ( ).z

x t F x t J Hx t G u t

z t H x t Qy t

   
 

         (2) 

This model estimates the variable )(tz  and has the 

following notations: kRx *  is the observer’s state 

vector; k  is the model dimension; *F , *J , *G , zH , 

and Q  are matrices to be determined; finally, 

0 2( ) ( )y t N y t  for some matrix 2N  defined below. 

The vector )(tx  and the unknown vector )(* tx  are 

related by  

*( ) ( )x t x t , 

where the matrix   has to be determined. The term 

)(* tHxJ  in formula (2) can be explained as follows. 

Being a reduced part of system (1), model (2) does not 

include the output vector )(ty . Hence, this vector ap-

pears as the term )(* tyJ  in the observer (12). Such an 

approach allows considering the measurement noise.  

The solution of equation (2) insensitive to the dis-

turbance )(t  is the best in terms of the interval 

)()()( tztztz  . As is known [11], it satisfies the 

condition 0L . To make the estimated variable 

)(tz  in model (2) insensitive to the disturbance, the 

variable )(0 ty  in this equation must be formed as fol-

lows.  

Let us introduce a matrix 0L  of maximal rank such 

that 0 0L L  . Then 0NL  for some matrix N . 

Since the vector 0( ) ( )x t L x t   is insensitive to the 

disturbance, 0 1( ) ( )y t N x t  for some matrix 1N . On 

the other hand, 0 ( )y t  is part of the output vector ( )y t , 

i.e., 0 2( ) ( )y t N y t  for some matrix 2N . Then the 

matrices 1N  and 2N  satisfy the equation 

1 0 2N L N H . It has a nontrivial solution if 

)(rank)rank(rank 0
0

HL
L
H 




 . 

Under this condition, the matrices 1N  and 2N  are de-

termined from the equation  

0)( 0
21 








H
L

NN  ,                   (3) 

where the symbol   separates two matrices. Other-

wise, we should use )(ty  instead of )(0 ty  in model 

(2). As a result, the interval ( ( ), ( ))z t z t  will be ex-

tended.  

According to [11, 12], the matrices describing the 

model satisfy the equations  

HJFF **  ,  GG * , 0L .    (4) 

An additional condition is due to the second equation 

in model (2). With )()( tMxtz  , we write it as  

2( ) ( ) ( )zMx t H x t QN Hx t   , 
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arriving at the equation 






 

HN
QHHQNHM zz

2
2 )(  .     (5) 

It has a solution if  













 






 

M
HN

HN 2
2

rankrank .                (6) 

Based on equations (4) and (5), we can obtain rela-

tions to analyze the existence of such a solution in 

several cases. The first of such conditions has the form 

[11] 

)rank(rankrank 0
0

0

0

FL
L
H

L
H

FL





















.        (7) 

To derive the second one, let us replace the matrix   

in equation (5) with 0NL . Then obvious transfor-

mations yield 









HN
L

QNHM z
2

0)(  . 

The resulting equation is resolvable if 























M
HN

L

HN
L

2

0

2

0 rankrank .                 (8) 

An algorithm to check these conditions includes 

the following steps: 

1. Determine the matrix 0L  and find the matrix 

2N  from equation (3).  

2. Check conditions (7) and (8). If they are true, 

find the matrices zH  and Q  from equation (5) and 

construct the model and observer insensitive to the 

disturbance.  

3. If just condition (8) fails, examine each row iM , 

1, 2,...,i p , of the matrix M  by replacing M  in 

condition (8) with iM . Take the rows satisfying this 

condition to form the matrix 0M  and then design an 

interval observer insensitive to the disturbance to es-

timate the variable 0 0( ) ( )z t M x t . For the other rows 

of the matrix M , combined into the matrix *M , find 

the robust solution described in Section 4 and then 

design a second observer to estimate the variable 

* *( ) ( )z t M x t . This observer will have minimal sen-

sitivity to the disturbance.  

4. If just condition (7) fails, a robust solution is on-

ly possible. Find it by the methods described in Sec-

tion 4. In this case, the interval observer will be mini-

mally sensitive to the disturbance. 

5. If conditions (7) and (8) fail both, the robust so-

lution (see Section 4) is only possible as well. If the 

resulting matrix   satisfies condition (6), then the 

variable )(0 ty  (the undisturbed part of the vector 

)(ty ) can be found. Otherwise, it is impossible, and 

the interval ( ( ), ( ))z t z t  is further extended due to the 

term )(tQy  corrupted by the disturbance. 

2. MODEL CONSTRUCTION  

The matrix *F  is found in the ICF:  





















0000

0000
0100
0010

*








F . 

As is well known, the model is stable if the eigenval-

ues of the matrix *F  do not exceed 1 by magnitude. 

For the ICF under consideration, they equal 0.  

The problem is solved based on the equation [11] 

0)   )(( )()(
*1*1  kk
k LVJJ  ,   (9) 

where 




















H

HF
F

V
k

k

k


1)( ,  





















000

0 2

1

)(







LHFHL
LFFLL

L
k

k

k
   , ... ,2 ,1k  , 

and i  and *iJ  indicate the rows of the matrices   

and *J , respectively. Note that the matrix ( )kV  serves 

to construct model (2) whereas the matrix ( )kL  to en-

sure its insensitivity to the disturbances. Equation (9) 

has a nontrivial solution if 

.               (10) 

To design the model, we determine the minimum k 

from inequality (10) and the row 

1 *1 *( )kJ J    from equation (9). Then, 

based on the relations 

HJF iii *1   , 1,1  ki , HJF kk * , (11) 

nlkLV kk )   (rank )()( 
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obtained from equations (4) and the ICF [11], we con-

struct the matrix  . After that, condition (6) is veri-

fied. If it holds, the matrix M  can be expressed 

through T T T(   )H , and the designed linear model 

will estimate the desired variable )()( tMxtz  ; the 

matrices zH  and Q  are determined from the algebra-

ic equation (5) and the matrix *G  from equations (4). 

If condition (6) fails, another solution of equation (9) 

should be found for the same or increased dimension 

of the model. If it fails for all nk  , the robust solu-

tion should be used; see Section 4. 

3. INTERVAL OBSERVER DESIGN  

The observer is found in the form 

* * * * ** *

* * * * * * *

0*

* 0

* *0* *0

( 1) ( ) ( ) ( ) | | ,

( 1) ( ) ( ) ( ) | | ,

( ) ( ) ( ),

( ) ( ) ( ),

(0) ,     (0) ,

k

k

z

z

x t F x t J y t G u t J E v

x t F x t J y t G u t J E v

z t H x t Qy t

z t H x t Qy t

x x x x

    

    

 

 

   

 (12) 

where the matrix kE  of dimensions 1k  is composed 

of unities and the matrix || *J  is composed of the ab-

solute values of the corresponding elements of the ma-

trix *J . By assumption, ],[)0( 0*0** xxx   for some 

known vectors 
kRxx 0*0* , . 

Theorem. Let )0( )0()0( *** xxx  . Then the in-

terval observer (12) satisfies the relations 

)()()( *** txtxtx   and )()()( tztztz   

for all 0t , where  

0*

* 0

( ) ( ) ( ),

( ) ( ) ( )

z

z

z t H x t Qy t

z t H x t Qy t

 

 
                  (13) 

for 0zH   and  

* 0

0*

( ) ( ) ( ),

( ) ( ) ( )

z

z

z t H x t Qy t

z t H x t Qy t

 

 
                  (14) 

for 0zH  . 

P r o o f. By analogy with [2], we introduce the estima-

tion errors   

* * * ** *( ) ( ) ( ), ( ) ( ) ( ),

( ) ( ) ( ), ( ) ( ) ( ).zz

e t x t x t e t x t x t

e t z t z t e t z t z t

   

   
       (15) 

In view of (2) and (12), it is possible to obtain the difference 

equations 

* * * ** *

* * * **

* * * * * *

* * * * *

( 1) ( ) ( ( ) ( )) | |

( ) ( ) | | ,

( 1) ( ) ( ( ) ( )) | |

( ) ( ) | | .

k

k

k

k

e t F e t J Hx t y t J E v

F e t J v t J E v

e t F e t J y t Hx t J E v

F e t J v t J E v

    

  

    

  

 (16) 

Since )0( )0()0( *** xxx  , formula (15) implies 

0)0(* e  and 0)0(* e . Note that in system (16), 

0)(|| ***  tvJvEJ k  for all 0t  and 0* F . Given 

0)0(* e  and 0)0(* e , its solutions will be elementwise 

nonnegative: 0)(* te  and 0)(* te  for all 0t  [2]. 

Due to )()()( 0* tQytxHtz z  , for 0zH , from (13) 

and (15) we have 

* 0 0* *

* 0 * 0 *

( ) ( ) ( )

( ) ( ) ( ( ) ( )) ( ),

( ) ( ) ( )

( ) ( ) ( ( ) ( )) ( ).

z

z z z

z

z z z

e t z t z t

H x t Qy t H x t Qy t H e t  

e t z t z t

H x t Qy t H x t Qy t H e t

 

    

 

    

 

Considering the inequalities 0)(* te , 0)(* te , and
 

0zH , we obtain ( ) 0ze t    and ( ) 0ze t  , which is 

equivalent to )()()( tztztz  . In the case 0zH , from 

(14) and (15) it follows that 

* 0 * 0 *

0 * 0* *

( ) ( ) ( )

( ) ( ) ( ( ) ( )) ( ),  

( ) ( ) ( )

( ) ( ) ( ( ) ( )) ( ).

z

z z z

z

z z z

e t z t z t

H x t Qy t H x t Qy t H e t

e t z t z t

H x t Qy t H x t Qy t H e t

 

     

 

     

 

In view of *( ) 0e t  , 0)(* te , and 0zH , we finally 

arrive at ( ) 0ze t   and ( ) 0ze t  . The proof of this theo-

rem is complete. ♦ 

Remark 1. If the matrix zH  is indefinite, the final 

result remains the same, but the formulas for calculat-

ing the upper and lower bounds become more compli-

cated. We consider two cases as follows.  

 Let zH  be a row; without loss of generality, 

assume that its first p  components are positive and 

the rest are negative: (   )z z zH H H  . We define 

( )
0*( ) *( ) ( ) ( ) ( )

k p
z zpz t H x t H x t Qy t    , 

where *( )px  and 
( )
*

k px 
 are the subvectors of the 



 

 
 

 

 

 

19 CONTROL SCIENCES  No. 2 ● 2023  

ANALYSIS AND DESIGN OF CONTROL SYSTEMS 
 

state vectors *x  and *x  containing the first p  and the 

last ( )k p  components, respectively. Then 

( )
*( ) 0*

( )
0*( ) *

( )
*( ) *

( )

,  

k p
z p zz

k p
z zp

k p
z zp

e z z H x H x Qy

H x H x Qy

H e H e

 

 

 

    

  

 

 

and 0)( te z  due to 0
zH  and 0

zH . By analo-

gy, it is demonstrated that 0)( tez  for  

)()()()( 0
)(

*)(* tQytxHtxHtz pk
zpz   . 

 Let the matrix zH  
have several rows: 











 



z

z
z

H

H
H , where 


zH  and 


zH  are submatrices 

such that 0
zH  and 0

zH . We define 

)(
)(

)(
)( 0

*

* tQy
txH

txH
tz

z

z 









 


; 

then, obviously, 

*
* 0 0

*

*

*

0.

z z
z

z z

z

z

H H x
e x Qy Qy

H H x

H e

H e

 

 





    
       

        
 
  
  

   

A more complex case is when zH  has several 

rows, each of the structure (  )z zH H 
. It reduces to a 

combination of the two cases considered.  

Remark 2. The condition )0( )0()0( *** xxx   is 

crucial in the theorem. For the positive system (14), it 

gives 0)(* te  and 0)(* te  for all 0t . Due to no 

feedback in the observer and the stability of the matrix 

*F , these inequalities will hold for some 0t  even 

without the condition )0( )0()0( *** xxx  : the ini-

tial conditions are “forgotten” for kt  .  

Indeed, let us denote 0 * *( ) | | kv t J E v * ( ) 0J v t   

and consider the first equation in system (14). Accord-

ing to [12], its solution can be represented as  

)()0()( 0

1

0

1
**** ivFeFte

t

i

itt 




 .         (17) 

It is easy to check that 0
*
kF . Then, for kt  , the 

value )(* te  will be determined by the second term on 

the right-hand side of equality (17). By construction, 

this term is nonnegative, so 0)(* te  for all kt  . 

Similarly, we can show that 0)(* te  for all kt  .  

4. ROBUST SOLUTION  

If condition (10) does not hold for all nk  , we 

find a robust solution minimizing the contribution of 

the disturbance to the model. It is almost identical to 

the solution proposed in [1], except for minimizing the 

norm 
( )

1 1|| ( ... ) ||k
k FJ J L    subject to the 

condition 

0)...( )(
211  k

k VJJJ  .   (18) 

In other words, the matrix *R  from the paper [1] is 

replaced by 1 . We can say that the problem is to 

determine a solution )...( 11 kJJ    with 

“maximal orthogonality” to the columns of the matrix 
)(kL . 

Following [1], based on all linearly independent so-

lutions of equation (18), for some fixed dimension k 

we construct the matrix 






















)()(
2

)(
1

)(
1

)1()1(
2

)1(
1

)1(
1

...

...

N
k

NNN

k

JJJ

JJJ

W   

and find the singular value decomposition 

( )k
L L LWL U V  . We choose the first transposed col-

umn of the matrix LU  as the vector of weight coeffi-

cients 1( , , )Nw w w  and let 

1 1( ... )kJ J wW    . Finally, we determine 

the rows of the matrix   from formula (11) and the 

matrices *G G  and *L L  to design model (2) 

with minimal sensitivity to the disturbances. 

Due to the additional term * ( )L t  in model (2), the 

dynamics of the interval observer for 0v  are cor-

rected as follows:   

,* * * * k * * k ** *

* * * * * * k * * k *

x F x J y G u | J | E v | L | E

x F x J y G u | J | E v | L | E .





     

     
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The expressions (14) for the estimation errors are 

modified appropriately: 

.||||

,||||

*********

*********








kk

kk

ELLvEJvJeFe

ELLvEJvJeFe
 

Clearly, the desired result is immediate from the proof 

of the theorem and the obvious additional inequality 

( ) 0* k * *| L | E L t    .  

5. INTERVAL ESTIMATION OF THE FULL STATE VECTOR 

In several cases, this interval estimation approach 

for the variable )()( tMxtz   can be applied for the 

full state vector )(tx  as follows. Without loss of gen-

erality, assume that the matrix H  has the maximal 

rank and  

)0   ( 0HH  , )()()( )1(
0 tvtxHty  ,













)(

)(
)(

)2(

)1(

tx

tx
tx , 

where 0H  is a nonsingular matrix. Let us define 

(1) 1 (1) 1

0 0

( ) ( ) , ( ) ( ) ,

( ) ( ), ( ) ( ).

l * l *y t y t E v y t y t E v

x t H y t x t H y t 

   

 
       (19) 

Then 

(1) (1)(1)

1 1 1
0 0 0 *

( ) ( ) ( )

( ( ) ( )) ( ) ( ( )),l

e t x t x t

H y t v t H y t H E v v t  

 

    
 

(1) (1) (1)

1 1 1
0 0 0 *

( ) ( ) ( )

( ) ( ( ) ( )) ( ( )).l

e t x t x t

H y t H y t v t H E v v t  

 

    
 

Under the assumption 01
0 H , from 

* ( ) 0lE v v t   we obtain 0)(
)1( te  and 0)()1( te  

and, consequently, )()()( )1()1()1( txtxtx  . Thus, 

the variable )()1( tx  given the condition 01
0 H  is 

estimated based on the expression (19), and the dis-

turbance )(t  has no effect on this estimate. 

Remark 3. The condition 01
0 H  obviously 

holds in application-relevant cases when the compo-

nents of the vector 
(1) ( )x t  are measured by separate 

sensors and lIHH  1
00 .  

The variable )()2( tx  can be assigned an interval 

estimate using the observer (12). Assuming 

)()()( )2()2( txMtxtz   for some matrix )2(M  and 

using the criterion (7) with the matrix )2(M  instead of 

M , we check the possibility of designing an observer 

insensitive to the disturbance. Then, depending on the 

check results, we design an observer of the form (12) 

or the robust one.  

Remark 4. The condition * **(0) (0) (0)x x x   of 

the theorem follows from )0( )0()0( xxx   only 

when 0 . Indeed, for 0  and 0)0()0(  xx , 

we obtain 0))0()0((  xx  and, consequently, 

* *(0) (0) (0) (0)x x x x   . The inequality 

)0( )0( ** xx   is established by analogy. According to 

Remark 1, however, this is not critical since the rela-

tion )()()( tztztz   will necessarily hold for kt  . 

6. AN ILLUSTRATIVE EXAMPLE 

We consider a discretized model of an electric drive 

1 1 2 1

2 2 3 2

3 3 2 4 3 5

1 1 1 2 3 2

( 1) ( ) ( ),

( 1) ( ) ( ) ( ),

( 1) ( ) ( ) ( ),

( ) ( ) ( ),   ( ) ( ) ( ),

x t k x t x t

x t k x t x t t

x t k x t k x t k u t

y t x t v t y t x t v t

  

   

   

   

        (20) 

with the following notations: the coefficients 1 5,...,k k  are 

some drive parameters depending on the sampling interval; 

the disturbance ( )t  is due to an external load torque ap-

plied to the motor shaft. The model under consideration is 

described by the matrices 

1

2

3 4

1 0

0 1

0

k

F k

k k

 
   
 
 

, 

5

0

0G

k

 
   
 
 

,  

1 0 0

0 0 1
H

 
  
 

, 

0

1

0

L

 
   
 
 

.  

Choosing (0 1 0)M  , we design an interval observ-

er for the variable 2( )x t . Since the disturbance enters the 

equation of this variable, the model will be sensitive to it. 

Therefore, we construct the model by letting 0L  . Equa-

tion (9) with 
( ) 0kL  , 1k  , takes the form 
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1

2

* 3 4

1 0

0 1

(    ) 00

1 0 0

0 0 1

k

k

J k k

 
 
 
   
 
 
 
 

. 

The solution is 1(1/ 1 0)k   and 

* 1 2(1/ )J k k  , yielding * 0G 
 

and * 1L   . As is 

easily verified, condition (5) holds and 1zH  
 

and 

)0/1( 1kQ  . The desired model has the form 

* 1 1 2 2

* 1 1

( 1) (1/ ) ( ) ( ) ( ),

( ) ( ) (1/ ) ( ). 

x t k H x t k H x t t

z t x t k y t

   

  
 

Based on this model, considering 1zH , we design the 

following interval observer for the variable )()( 2 txtz  : 

1 1 2 2*

1 *1 2 *2 *

* 1 1 2 2

1 *1 2 *2 *

* 1 1

1 1*

( 1) (1/ ) ( ) ( )

(1/ ) ,

( 1) (1/ ) ( ) ( )

(1/ ) ,

( ) ( ) (1/ ) ( ),

( ) ( ) (1/ ) ( ).

x t k y t k y t

k v k v

x t k y t k y t

k v k v

z t x t k y t

z t x t k y t

  

  

  

  

  

  

              (21) 

The variables 1( )x t  and 3( )x t  can be estimated using 

the expression (19): 

1 *11( ) ( )x t y t v  , 2 *23( ) ( )x t y t v  , 

 ,
 3 2 *2( ) ( )x t y t v  . 

Comparing these estimates with those from [2] and similar 

papers, we can conclude the following: the proposed ap-

proach provides a simpler observer and smaller intervals 

because, in particular, the intervals for the variables 1( )x t  

and 3( )x t  do not contain the disturbance ( )t .  

For numerical simulation, we selected system (20) and 

the observer (21) with ( ) 0.2sin( /100)u t t  and the noises 

1( )v t , 2( )v t , and ( )t  described by random processes with 

a variance of 0.5. For simplicity, we assumed that 

1 2 5 1k k k  
 
and 3 4 1k k   . The simulation results 

are shown in Figs. 1 and 2, i.e., the variable 2( )x t  and its 

lower and upper bounds *( )x t  and *( )x t  for the initial con-

ditions (0) 0x  , (0) 0.05x   , and (0) 0.05x   and 

(0) 0x  , (0) 0.05x  , and (0) 0.05x   , respectively. As 

has been emphasized in Remark 1, the initial conditions 

affect only the estimates at the initial time instants. 

 

 

 

Fig. 1. The variable x t1( )  and its lower x t1( )  and upper x t1( )  

bounds for the initial conditions x(0) = 0, (0) = 0.05x , and 

(0) = 0.05.x
 

 

 

 

Fig. 2. The variable x t1( )  and its lower x t1( )  and upper 1( )x t  

bounds for the initial conditions x(0) = 0, (0) = 0.05x , and 

(0) = 0.05.x  

 

CONCLUSIONS 

In this paper, we have designed interval observers 

for linear dynamic systems described by discrete-time 

models under exogenous disturbances and measure-

ment noise. The relations based on the identification 

canonical form have been obtained to design a mini-

mal-order interval observer estimating the set of ad-

missible values for a given linear function of the sys-

tem’s state vector. A robust approach to solving the 

design problem has been considered as well. It has 

been demonstrated that the proposed solution can be 

used to estimate the full state vector. The theoretical 

results have been illustrated by a numerical example. 
 

1 1 *1( ) ( )x t y t v 
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Abstract. This paper presents a terminal control problem with the separation of object’s state 

coordinates into two types: the slowly changing coordinates figuring in boundary conditions and 

the coordinates of the stabilization loop. A predictive model of the object is introduced to design 

the control action. A differential equation is derived for predicted mismatches in the boundary 

conditions. The original system is discretized in time based on this equation. This problem is 

solved step-by-step in the classes of piecewise constant and piecewise continuous control ac-

tions. As an illustrative example, the problem of controlling the fuel consumption of a stage of a 

liquid-propellant launch vehicle is considered. The class of control actions is extended from 

piecewise constant to piecewise continuous functions in order to cover additional requirements 

for the control process. The continuous functions on intervals between control jumps are chosen 

using the local boundary conditions obtained during the terminal control design in the class of 

piecewise constant functions. 
 

Keywords: terminal control, model predictive control (MPC), fuel consumption control for launch vehi-

cles. 
 

 
 

INTRODUCTION  

Terminal control problems arise in many areas of 

engineering. In rocket dynamics, some examples of 

such problems include insertion into Earth orbit, fuel 

consumption until complete exhaustion from the tanks, 

rendezvous of spacecraft, etc. In these examples, the 

control problem is to bring an object (often called a 

plant in control theory) to given final states under 

known initial conditions. Terminal conditions can be 

defined as the required values of the object’s state co-

ordinates or in a more complex form, e.g., as some 

functions of the state coordinates. 

The modern terminal control concept for the ob-

jects of rocket and space technology was thoroughly 

described in the monograph [1]. A fundamental ele-

ment of terminal control is predicting the object’s final 

state in the form of given boundary conditions. 

Predictive methods in the field of rocket dynamics 

were considered in [2–4]. The application of modern 

model predictive control (MPC) methods to nonlinear 

systems was discussed in detail in the book [5]. The 

general idea of the MPC approach consists in con-

structing a predictive model of the object in order to 

find the optimal control actions at the current and sub-

sequent time instants. Note that only the current con-

trol action is implemented and the optimization proce-

dure is repeated at the next time instant. In the paper 

[6], for a given control action in a predictive model, 

the derivative of the predicted coordinate values over 

time was determined. MPC methods also evolved to-

wards applying real-time optimization [7] and making 

the closed-loop system robust and adaptive [8, 12]. To 

reduce the computational burden, the prediction pro-

cedure is performed for a limited number of time in-

stants. 

In the rocket dynamics problems mentioned, ter-

minal control is formed as part of the general problem 

of controlling an object by separating its relatively 

slow physical processes that determine the motion to a 

given target. In this case, the general control action is 

decomposed into the terminal control action and the 

http://doi.org/10.25728/cs.2023.2.3
mailto:vladguc@ipu.ru
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problem of stabilizing the object with respect to its 

motion to a given target. One example is angular posi-

tion stabilization for a launch vehicle with respect to 

the pitch angle program during its orbital insertion 

control. Note that the control action is directly applied 

to the object’s dynamic part belonging to the stabiliza-

tion loop. Terminal control design is usually consid-

ered independently of the stabilization loop. The ob-

ject’s coordinates outputted by the stabilization loop 

are taken as the terminal control action.  

The authors [9] studied the terminal control prob-

lem with the decomposition of the general problem 

considering the formal description of the plant’s dy-

namics, including the stabilization loop. Such an ap-

proach takes into account the dynamics of the transient 

response of the stabilization loop to the control action 

instead of the operating errors of this loop. In this 

case, the idea of predicting the object’s final state is 

implemented for all dynamic channels of the system: 

from the application point of control actions to mis-

matches in the boundary conditions. The described 

approach was considered in [9–11] for control actions 

in the class of piecewise constant functions. The paper 

“On a Terminal Control Problem with Prediction of 

Mismatches in the Boundary Conditions” by D.D. 

Tabalin was mentioned in the conference chronicle 

[11]. This paper solves the terminal control problem in 

the class of piecewise continuous functions. This prob-

lem is closely related to the approach presented in [9]. 

Therefore, we provide the main control design results 

in the class of piecewise continuous functions. The 

class of control actions is extended from piecewise 

constant to piecewise continuous functions in order to 

cover additional requirements for the control process. 

The continuous functions on intervals between control 

jumps are chosen using the local boundary conditions 

obtained during the terminal control design in the class 

of piecewise constant functions. 

1. PROBLEM STATEMENT  

To understand the essence of control processes in a 

system bringing an object to a given final state, it is 

useful to separate two interconnected systems of ob-

ject’s equations differing in transients. 

We consider a dynamic system of the form 

1
1 1 2

2
2 2

0 0

( ( ), ( ), ),

( ( ), ( ), ),

( ) ,

dx
f x t x t t

dt

dx
f x t u t t

dt

x t x







                     (1) 

where 1

1
n

x R , 2

2
n

x R , 1 2( , )x x x , 

1 2

0 0
n n

x X R
  , u denotes the control action, 

m
u U R  , and 0[ , ]t t T . 

Here, the first system of equations for the coordi-

nates 1( )x t  describes the object’s motion to a given 

target. The objects controlled by terminal systems are 

very inertial in terms of transients to a given final 

state. (As a rule, they are integrating links.)  

Their transients are controlled through other ob-

ject’s coordinates 2( )x t  with rapidly decaying transi-

ent dynamics. The essence of such control is to set the 

values of these coordinates. Control in the traditional 

sense (i.e., the position of different actuators such as 

drives, rudders, etc.) stabilizes the object’s coordinates 

with respect to the set values. The operation of the 

closed stabilization loop is described by a system of 

equations for the coordinates 2( )x t . The control action 

( )u t  on the right-hand side of these equations is the 

settings for the coordinates 2( )x t .  

One example is angular position stabilization for a 

launch vehicle with respect to the pitch angle program 

during its orbital insertion control. Thus, the terminal 

control action is directly applied to the dynamic part of 

the object belonging to the stabilization loop. In math-

ematical formulations of optimal control problems, 

terminal control design is usually considered inde-

pendently of the stabilization loop. 

Assume that there exists a unique solution of sys-

tem (1) under any initial conditions.  

The terminal control problem is to transfer the sys-

tem to a desired final state x that satisfies the follow-

ing boundary conditions at a time instant T: 

1 1( ) : ( ( )) 0i ix x T   , 1, ,i L   

where  is the number of these conditions. The bound-

ary conditions are imposed only on the coordinates x1, 

representing given condition vectors for individual 

components x1i. Let the function ψ be differentiable. 

Note that in some terminal control problems, boundary 

conditions may be imposed on part of the coordinates 

x2.  

The time instant T > t
0
 is either fixed or deter-

mined by the first instant of satisfying the pth bounda-

ry condition ψ
p
(x

1p
) = 0. 

The object’s coordinates x2 are outputted by the 

stabilizing loop of the control system. In this case, the 

operation of the loop is considered only in terms of the 

transient response to changing the control action. As-

sume that the transients terminate on an interval sig-

nificantly smaller than the terminal control horizon. 

This approach somewhat restricts generality since the 
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dynamics of the coordinates x2 and x1 are supposed 

mutually independent. 

With system (1) we associate a predictive model of 

the form 

1
1 1 2

2

ˆ ˆ ˆ( ( ), ( ), ), [ , ],

ˆ
0,

ˆ( ) ( ).

dx
f x x t T

d

dx

d

x t x t

    






           (2) 

The function 

1̂( ) ( ( | ))z t x T t ,  

where the time instant T is calculated for system (2) by 

analogy with the original system (1), will be called the 

predicted mismatch in the boundary conditions due to 

the predictive model (2). Therefore, the time instant T 

for system (2) is either fixed or determined by the first 

instant of satisfying the boundary condition ψp. 

We denote by 1̂( | )x T t
 
the value of 1̂( )x T  due to 

the system of equations (2) that is predicted at a time 

instant t. 

Being a function of x(t) and t, z(t) satisfies the dif-

ferential equation 

1
2 2

1 2

1 1 2

ˆ ( | )( )
( ( ), ( ), )

ˆ ( | ) ( )

ˆ( ( | ), ( ), ) .

x T tdz t
f x t u t t

dt x T t x t

dT
f x T t x t T

dt


  

 

 

For details, see the paper [9]. 

From this point onwards, let T = const. In this case, 

1
2 2

1 2

ˆ ( | )( )
( ( ), ( ), ).

ˆ ( | ) ( )

x T tdz t
f x t u t t

dt x T t x t



 

     (3) 

We introduce the notation dz/dx2 for a matrix by 

which the function f2 is multiplied in the expression 

for dz/dt. Then formula (3) can be written as 

2 2

2

( ( ), ) ( ( ), ( ), ).
dz z

x t t f x t u t t
dt x





           (4) 

We will solve the terminal control action for object 

(1) by designing a feedback control action as a func-

tion of the predicted mismatches in the boundary con-

ditions described by the differential equation (3). The 

control action will be chosen in the class of piecewise 

continuous functions. 

The idea consists in a two-step control design. In 

the first step, the control action is constructed in the 

class of piecewise constant functions. Local boundary 

conditions are formed by solving this problem. Ful-

filling the local boundary conditions in aggregate al-

lows solving the original terminal control problem. In 

the second step, we extend the class of control actions: 

on the intervals between control jumps, the control 

action is assumed to be a continuous function. Such a 

control action will be designed considering the local 

boundary conditions obtained with piecewise constant 

control.  

2. LOCAL BOUNDARY CONDITIONS AT TERMINAL 

CONTROL JUMPS 

Assume that u(t) is a piecewise constant function 

and tj, j = 1, 2,..., k – 1, are the time instants of its 

jumps, kt T . In this case, z(tj) satisfies a difference 

equation, an analog of the differential equation (4). To 

obtain this equation, we use the results from [9]. 

Integrating equation (4) on a small interval [tj, tj + 

δt] yields 

2 2

2

2

2

( )

( ) ( ( ), ) ( ( ), ( ), )

( ) ( ( ), ) ( ).

j

j

j

t t

j

t

j j j

z t t

z
z t x f x u d

x

z
z t x t t x t

x



 


       




    



  

Here, t is the interval of the transient on the coordi-

nate x2 of the object (1) during a jump of the control 

action from u(tj) to u(tj+1) at the time instant tj. For 

1[ , ]j jt t t    , 2 2( ( ), ( ), ) 0f x u    . 

For small t, we pass to the discrete system 

1 2

2

( ) ( ) ( ( ), ) ( ),

0, 1, 2,..., 1, ( ) ( ),

j j j j j

k

z
z t z t x t t x t

x

j k z t z T




  


  
         (5) 

where  

2 2 2( ) ( ( ), ( ), )

j

j

t t

j

t

x t f x u d



      . 

Let us reformulate the original terminal control 

problem as follows. We will find a discrete sequence 

of the increments x2(tj) of the coordinate x2(t) at the 

time instants tj, j = 0, 1, 2,..., k – 1, instead of the con-

trol action u(t) in the class of piecewise constant func-

tions. 

We consider the case of no restrictions on ∆x2 and 

solve the terminal control problem 

 2( ) : ( ) 0.j kx t z t                        (6) 

Assume that 
2 2

( ( ), ) ( )j j j

z z
x t t t

x x

 


 
 in formula (5). 

For the system of equations (5), problem (6) is 

solved backwards from the time instant 1kt  . For ex-

ample, some condition is introduced for choosing 
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2 1( )kx t   uniquely for the time instant 1kt  ; simulta-

neously, a boundary condition is introduced for all 

control actions preceding 1kt  . These conditions are 

formulated by specifying linear operators with respect 

to the mismatches ( )kz t
 
and

 1( )kz t  . The resulting 

system of equations with respect to the mismatch 

( )kz t  has the unique trivial solution. When passing to 

2kt  , the solution for 2 1( )kx t   is taken into account.  

As a result, the original control problem (6) with 

the right-end boundary conditions is reduced to an 

equivalent set of local control problems for a finite 

number of discrete time instants: 

 

 

2 1

т

1

2

2 1 2 2 2 2 1

1 1

( ) :

( ) ( ) ( ) 0 , ,

( ), ( ),..., ( ), ( ) :

( ) ( ) 0.

j

j j j

j j

j j

x t

z
t K t z t j p k

x

x t x t x t K t

K t z t





 

 




  



  



        (7) 

Note that the first equation in (7) is intended to 

choose the current control action 2 1( )jx t  . Multipli-

cation by 
т

1

2

( )j

z
t

x





 gives the mismatches, whose 

number coincides with the dimension of the control 

vector. 

The second equation specifies the local boundary 

conditions for choosing control actions at the time in-

stants before 1jt .  

The matrix 1( )jK t   is given by the recurrence rela-

tion  

1т

1

2 22

т

2

( ) ,

( ) ( ) ( )

( ) ( ), , ,

k

j j j

j j

K t

z z z
K t K t K t

x xx

z
K t K t j p k

x








 


              

 
    

     (8) 

where E is an identity matrix of compatible dimen-

sions and 

1

2 2

( )j

z z
t .

x x


 


 
 

We denote ( ) ( ) ( )j j j jz t K t z t . The vector ( )j jz t  

consists of the mismatches ( )kz t  under the control 

actions 2 1 2 2 1( ), ( ),..., ( )j j kx t x t x t     (7). 

Let the values 2 1( ) ,jx t j p k    be obtained from 

formula (7): 
1т

2 1 1 1

2 2

т

1 1

2

( ) ( ) ( ) ( )

( ) ( ) ( ) , .

j j j j

j j j

z z
x t t K t t

x x

z
t K t z t j p k

x



  

 

  
     


  
  

    (9)  

We determine the corresponding mismatches ( )j jz t . 

In this case, ( ) ( )j j kz t z t , and the first equation in (7) 

can be written as the system of linear equations for 

( )kz t : 

т

1

2

т

1

2

( ) ( ) ( )

( ) ( ) 0   , .

j j j

j k

z
t K t z t

x

z
t z t j p k

x









   


           (10)  

According to [9], the system of equations (10) has 

the unique trivial solution ( ) 0kz t   if the rank of the 

matrix 1 2 1

2 2 2

( )  ( ) ... ( ) k k p

z z z
t t t

x x x
  

   
    

 is equal 

to the dimension of the vector ( )kz t . In this case, the 

control action (9) is a solution of the original terminal 

control problem. 

The control strategy corresponding to (7) imposes 

constraints on the object’s trajectory for the values of 

( )z t  at a finite number of control jump instants. On 

the intervals between these instants, control actions 

may vary for the coordinates 2x . These variations can 

be chosen considering desired performance criteria for 

the state and control coordinates. Thus, it is possible to 

extend the class of control actions (functions) in order 

to optimize nonterminal criteria.  

3. TERMINAL CONTROL DESIGN IN THE CLASS             

OF PIECEWISE CONTINUOUS FUNCTIONS 

We formulate the terminal control problem in the 

class of piecewise continuous functions by supple-

menting the problem statement from Section 1. 

As before, the controlled object is described by 

equation (1) and the predictive model by equation (2); 

the control action u(t) has jumps at discrete time in-

stants tj, j = 0, 1, 2,..., k – 1. On the intervals [tj, tj+1], 

u(t) is a continuous function. The predicted mismatch 

vector )(tz  satisfies the differential equation (4) with 

2 2

( ( ), ) ( )
z z

x t t t
x x

 


 
. We know the solution of the 
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local control problems (7) in the class of piecewise 

constant functions: 2 1( ) ,jx t j p k    for the differ-

ence equation (5). We choose the control action )(tu  

in the class of piecewise continuous functions under 

the following conditions on the intervals between time 

instants 
1  ,j jt ,t j p k   : 

т

1

2

1 1

( ) ( ) ( ) 0   , ,

( ) ( ) 0,

j j j

j j

z
t K t z t j p k

x

K t z t



 


  




 

where the matrix 1( )jK t   is given by (8). In this case,  

1

1 2 2
2

( ) ( ) ( ) ( ( ), ( ), )
k

k

t

k k

t

z
z t z t f x u d

x





      
  (11)  

for the piecewise continuous function ( )u  , 

1[ , ]k kt t .  

Assume that 
т

1

2

( ) ( ) 0k k

z
t z t

x






.                      (12) 

This condition narrows the class of piecewise con-

tinuous control actions under consideration. The new 

class, restricted by condition (12), is defined below. 

Let u() = const, 1( , )k kt t . Due to the jump of 

the function u() at the time instant 1kt , in this case, 

we can write  

1 1 2 1

2

( ) ( ) ( ) ( )k k k k

z
z t z t t x t

x
  


  


.       (13) 

The value 2 1( )kx t   is determined from condition 

(12) using the expression (9). 

Suppose that on the interval [tk–1, tk], the piecewise 

continuous function u() satisfies the relation 

1

2 2

2

1 2 1

2

( ) ( ( ), ( ), )

( ) ( ).

k

k

t

t

k k

z
f x u d

x

z
t x t

x



 


    




 



             (14)  

In this case, (11) is transformed to (13) and, there-

fore, condition (12) holds.  

Let the control actions at the time instants preced-

ing 1jt   be chosen so that 1 1( ) ( ) 0j jK t z t   . (In other 

words, the boundary conditions specified by the se-

cond equation in (7) are satisfied.) Subtracting 

1 1( ) ( )j jK t z t   from the right-hand side of (11) and 

performing trivial transformations, we obtain 

1

1т т

1 1 1 1 1
2 2 2 2

2 2
2

( )

( ) ( ) ( ) ( ) ( )

( ) ( ( ), ( ), ) 0.
k

k

k

k k k k k

t

t

z t

z z z z
t t t t z t

x x x x

z
f x u d

x




    
    

       


      



 

The first term on the right-hand side of this expression 

is 
1 2 1

2

( ) ( )k k

z
t x t

x
 


 


; see formula (9) for j = k. Due 

to the relation (14), we finally arrive at ( ) 0kz t  .  

We now proceed to choosing the control action on 

the interval [tk–2, tk–1]. It is necessary to determine the 

new mismatch vector 1 1 1 1( ) ( ) ( )k k k kz t K t z t    . For 

the vector 1 1( )k kz t   and the piecewise continuous 

function u(),  [tk–2, tk–1], we write 

1

2

1 1 1 1 1

2 2 2
2

( ) ( ) ( ) ( )

( ) ( ) ( ( ), ( ), ) .
k

k

k k k k k

t

k

t

z t K t z t K t

z
z t f x u d

x





    



 

        
 
 


  (15) 

Let the condition 

т

1 1 1

2

( ) ( ) 0k k k

z
t z t

x
  





                   (16) 

hold for u(). 
The control action on the interval [tk–2, tk–1] is cho-

sen using the same considerations as on the interval 

[tk–1, tk]. For the constant control action u(),   (tk–2, 

tk–1), we write 

1
1 1 1 2 2 2 2

2

( ) ( ) ( ) ( ),k
k k k k k k

z
z t z t t x t

x


     


  


  (17) 

where  

1
2 1 2

2 2

( ) ( ) ( )k
k k k

z z
t K t t

x x


  

 


 
, 

1 2 1 2( ) ( ) ( )k k k kz t K t z t    . 

The value x2(tk–2) is determined from condition 

(16) using the expression (9). 

Suppose that on the interval [tk–2, tk–1], the piece-

wise continuous function u() satisfies the relation 

1

2

1 2 2
2

2 2 2
2

( )( ( ) ( ( ), ( ), )

( ) ( )) 0.

k

k

t

k

t

k k

z
K t f x u d

x

z
t x t

x







 


    




  



 

In this case, (15) is transformed to (17) and, there-

fore, condition (16) holds.  
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We define the new mismatch vector as 

2 2 2 2( ) ( ) ( )k k k kz t K t z t     under the condition 

2 2( ) ( ) 0k kK t z t   , transforming (15) similarly to (11) 

on the interval [tk–1, tk].  

The procedure can be continued for all time in-

stants preceding tk–1. 

As a result, for the time instant tj, we have 

1

1 2 2

2

( ) ( ) ( ) ( )

( ) ( ) ( ( ), ( ), ) ,

j

j

j j j j j

t

j

t

z t K t z t K t

z
z t f x u d

x




 

        
 
 


  (18) 

1

2 2
2

1 2 1
2

( )( ( ) ( ( ), ( ), )

( ) ( )) 0.

j

j

t

j

t

j j

z
K t f x u d

x

z
t x t

x



 


    




  




    

     (19) 

Here 1( )jK t   is given by (8) and 2 1( )jx t   by (9). 

Due to formulas (19) and (9), 

т

1

2

( ) ( ) ( ) 0   ,j j j

z
t K t z t j p k

x



  


.         (20) 

Thus, equation (19) and the expression (9) for 

x2(tj–1) define conditions equivalent to the initial con-

dition (20). 

Letting ( ) ( ) 0j jK t z t  , we employ simple trans-

formations of (18) to show that 

( ) ( ) ( ) 0.j j j jz t K t z t   

Thus, the control action chosen by (19), (9) in the 

class of piecewise continuous functions solves the 

terminal control problem: ( ) 0kz t  . Note that on the 

intervals between jumps, the control action can be 

chosen in a sufficiently wide class of functions.  

4. AN EXAMPLE  

As an example, we consider the problem of controlling 

the fuel consumption of a liquid-propellant rocket. We re-

strict the further analysis to the problem of synchronizing 

the depletion of oxidizer and propellant by the time of turn-

ing the rocket stage’s power unit off. This problem will be 

studied in the linear approximation. Due to the nonsynchro-

nous depletion, the unused remainders of propellant compo-

nents remain in the tanks, reducing the power characteristics 

of the rocket. The synchronization process is controlled by 

changing the ratio of component consumption in the power 

unit. In turn, a deviation of this parameter from the nominal 

optimal value causes losses of specific thrust. The losses 

become most tangible when approaching the end of the 

flight. All these considerations lead to qualitatively formu-

lated requirements for the control process and determine the 

type of boundary conditions.  

The controlled object is described by the equations  

1 2 2 2

0 0 2 0

1
( ) ( ), ( ) ( ( ) ( )),

[ , ], , ( ) 0.k k

x t x t x t k x t u t
T

t t t T t t x t

   

   
 

Here, 1( )x t  is the mismatch between the mass fractions of 

the propellant components and 2( )x t  is the relative devia-

tion of the ratio of component consumption from the nomi-

nal value. 

The boundary conditions are given by  

1 2( ) 0, ( ) 0k kx t x t  . 

We determine the vector of the predicted mismatches 

( )z t  and ( )z t : 

1 2

2

( ) ( )
( )

( )

kt t
x t x t

z t T

x t




 ,  

2
2

( )
( ) ( )

         1

kt t
x t

z t x tT


 . 

First, let us solve the problem in the class of piecewise 

constant functions. In this case, it suffices to have two 

jumps of the control action ( )u t
 

at time instants t0,           

t0 < t1 < T. We determine the vector of predicted mismatches 

in the boundary conditions at the time instant t1: 

1 1 1 2 1
1

2 1

( ) ( )
( )

( )

x t t x t
z t

x t


 , 

1
( )kt t t

T
   , 1 1

1
( )kt t t

T
   . 

Note that under jumps of the function ( )u t , the transient 

for the coordinate 2( )x t  terminates in a time significantly 

smaller than T. (The transient time is t  < 0.01T.) To re-

duce the system error due to the finite transient time t , the 

partial derivative 
2

( )
z

t
x




 in the example is taken at an in-

termediate time instant on the interval t . 

We have  
*
1

1 2 1

*
1 1 1

( ) ( ) ( ),
1

( , ),

k

t
z t z t x t

t
t t t

T

  

  

 

where 2 1 2 2 1( ) ( ) ( )kx t x t x t   . 

Under the jump of the function ( )u t  at the time instant 

t1, the condition 

*
1 ( ) 0

1
k

t
z t   implies  

*
1 1 1 2 1 1 2 1

2 1 *2
1

( ( ) ( )) ( )
( ) .

1

x t t x t t x t
x t

t

 
  


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The matrix 1( )K t  takes the form 

*
1

1 *2* *2
11 1

   1       1
( )

1      

t
K t

tt t





. 

The new mismatch vector for choosing the control ac-

tions 2 0 2 1 2 0( ) ( ) ( )x t x t x t    is written in the form 

1 1 1 1( ) ( ) ( )z t K t z t ,  

where 
*

*0
1 0 2 0 0 0 0( ) ( ) ( ), ,

1

t t
z t z t x t t t t

T

       
 

. 

After trivial transformations we obtain the following 

condition for determining the control action 2 0( )x t : 

* *
1 1 1 0 0 1 2 0* *2

1 1

1 1
( ) ( ( ) ( ) ( )) 0

1
z t x t t t x t

t t
    
 

. 

Hence, 1 0
2 0 * *

0 1

( )
( )

x t
x t

t t
  


. 

Note the possibility 1 1 1( ) 0, ( ) 0z t x t  . 

We now solve the terminal control problem in the class 

of piecewise continuous functions. On the interval [t1, tk] the 

control action ( )u   must satisfy the condition 

1

*
1

2 2 1( ) ( )
1

    1

kt k

t

t
t

x d x tT

 
    . 

What is important, the function ( )u   can have a jump at 

the time instant t1. 

When choosing the continuous control function ( )u  ,
 

0 1[ , ]t t , we must satisfy the condition 

1

0

*
0

1 2 1 2 0( ) ( ) ( ) ( )
1

t

k

t

t t
K t x d K t x t

T

       
  . 

After trivial transformations, it takes the form 

1

0

* * *
1 2 0 1 2 0( ) ( ) ( )

t

k

t

t
t x d t t x t

T

        
  . 

Using integration by parts for the left-hand side, we ob-

tain 

1

0

*
1 0 2 2 1 1 1

1
( ) ( ) ( )( )

t

t

x t x d x t t t
T

      . 

This expression can be written as the boundary condi-

tion *
1 1 2 1 1 1( ) ( )( )x t x t t t   .  

Under this condition, continuous control actions can be 

chosen in a sufficiently wide class of functions. Considering 

the requirement for 2( )x t  
(the deviation of the ratio of 

component consumption), 2( )x   and the control action 

( )u   on the interval 0 1[ , ]t t  
can be chosen as descend-

ing exponential functions. 

Letting 0 0t  , we set ( ) r
u Be

   ,
 0 1[ , ]t t . In this 

case, 2 ( ) ( )k rkB
x e e

k r

      


, where k r . The pa-

rameters B and r are determined based on the initial and 

final conditions 1 0( )x t
 
and

 2 0( )x t :
 

*
1 1 2 1 1 1( ) ( )( )x t x t t t   . 

On the interval 1[ , ]kt t , we can take ( ) 0u   . In this 

case, 2( ) 0x    
on the interval 1[ , ]kt t t  . We integrate 

the equation for 1( )x t  on the interval 1 1[ , ]t t t  to find 

1 1 1 2 1

1
( ) ( ) ( )kx t x t x t

kT
  . In view of the expression for 

1 1( )x t , we obtain *
1 2 1 1 1

1
( ) ( )( )kx t x t t t

kT
    . 

CONCLUSIONS 

This paper has considered a terminal control prob-

lem in two statements: in the classes of piecewise con-

stant and piecewise continuous functions. As has been 

shown, these statements are interconnected, and it is 

reasonable to consider them step-by-step. 

During the design of piecewise constant control 

actions (the first step), local conditions are obtained 

for choosing control actions on each interval between 

control jumps. Fulfilling the local boundary conditions 

allows solving the original terminal control problem.  

In the second step, control actions in the class of 

piecewise continuous functions are designed using the 

piecewise constant control actions constructed earlier. 

The local conditions yielded by the first step are used 

as boundary conditions for choosing control actions in 

the class of piecewise continuous functions on the in-

tervals between control jumps. Note that under the 

local conditions, the continuous control actions can be 

chosen in a sufficiently wide class of functions. 
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Abstract. Based on VKontakte data, we study the influence of various factors on the dynam-

ics of opinions and actions both at the macro level (“public opinion”) and at the micro level 

(the opinions and actions of individual agents). Primary analysis results are presented for the 

dynamics of opinions and actions of agents in this social network. In particular, the growing 

polarization of opinions at the macro level is detected; changes in the opinions of agents 

over time are observed; socio-demographic characteristics of agents who changed their opin-

ions are determined; a good consistency between the opinions and actions of agents is re-

vealed; finally, an explicit relationship between the opinions and actions of agents is estab-

lished.  
 

Keywords: social network, agent, opinion, action, social influence, cognitive dissonance, trust in in-

formation. 
 

 

 

INTRODUCTION  

Since the 1950s, researchers have been developing 

mathematical models of opinion dynamics to explain 

changes in the beliefs of individuals (agents) under the 

influence of socio-psychological factors; for example, 

we refer to the publications [1–12] on the subject. In 

parallel, the same effects have been studied in social 

psychology; see [13–15], etc. 

These investigations are still topical today, particu-

larly due to the rapid development of online social 

media, where information processes significantly in-

fluence the political, economic, and social life of soci-

ety. For example, under uncertainty and no 

knowledge, the inaccurate information about the 

measures to combat the COVID-19 pandemic, which 

was once disseminated by reputable but often incom-

petent social networkers, caused a destructive infor-

mation agenda and undermined the effectiveness of 

pandemic  control  efforts  through  changing  the  beliefs 
  
 

________________________________ 
1 This research was partially supported by the Russian Science 

Foundation, project no. 23-21-00408 (D.A. Gubanov). 

of network users [16]. At the same time, mathematical 

models of opinion and action dynamics can be used to 

predict changes in public beliefs and develop neces-

sary strategies to protect public health. However, the 

identification of such models is a complex interdisci-

plinary task. 

In this paper, the basic model is the mathematical 

model of the joint dynamics of opinions and actions of 

the agents proposed in [17]. As an “empirical base” 

we adopt the posts, comments, and likes in VKontakte, 

a popular online social network, on wearing medical 

masks that appeared from March 2020 to February 

2021 inclusive. An opinion is conventionally interpret-

ed as the “tone” of an agent’s comment, as assessed by 

an automatic classifier; an action is conventionally
2
 

                                                           
2 Of course, commenting and liking are inherently actions. (Within 

the actional approach [1, 3], different types of actions and relations 

between them underlie modeling and the analysis of information 

processes in a network.) Therefore, the separation of opinions 

(comments) and actions (likes) has an obvious alternative, i.e., the 

introduction of hidden variables (opinions) and their identification 

by observable “actions” (comments and likes) within hidden Mar-

kov models, Bayesian networks, etc. Such approaches seem prom-

ising and the corresponding models will be considered in part III 

of the study. 

http://doi.org/10.25728/cs.2023.2.4
mailto:dmitry.a.g@gmail.com
mailto:novikov@ipu.ru
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interpreted as the tone of a comment with an agent’s 
like. 

This multi-part study attempts to answer the fol-

lowing questions: 

1) How consistent are the opinions and actions of 

agents with each other? 

2) Do agents change their opinions and actions 

over time?  

3) Who are these (opinion- and action-changing) 

agents? Do they differ from others in their socio-

demographic characteristics? 

4) Which models better describe the dynamics of 

the opinions and actions of agents (linear, threshold, 

etc.)? 

5) Are the influence of actions on opinions (cog-
nitive dissonance) and the converse effect significant? 

6) Under which factors do the opinions and ac-

tions of agents change? Among such factors, we con-

sider:  

 the agent’s previous opinions or (and) actions; 

 social influence: 

– public opinion (the averaged shares of cer-

tain opinions and actions of the entire social net-

work, i.e., the so-called macro model, where the 

network is conventionally treated as one agent); 

– the opinions or (and) actions of the agent’s 

environment (the agents with the friendship rela-

tion to a given agent), i.e., the averaged and (or) 

individual ones (the so-called micro model); 
 some unobservable (latent) characteristics of 

the agent. 

7) Does an agent’s change in the opinion (action) 

depend on his trust in the source of information? Does 

it depend on the content of that information? 

Question no. 6 has the highest complexity: to an-

swer, we need to analyze all combinations of explana-

tory variables and order the models with a fixed num-

ber of variables by the maximum reduction of the pre-

diction error of the explained variable. 

In part I, we examine the dynamics of real opinions 

and actions of agents concerning their attitude toward 

wearing medical masks in VKontakte as an example. 

The remainder of this paper is organized as follows. 

Section 1 describes the initial data. In Section 2, we 

propose an approach to identifying agents’ opinions in 

the network based on deep learning methods. Section 

3 characterizes the dynamics of opinions and actions 

at the macro level (how much support individual users 

and the entire online community have for wearing 

medical masks, how much public opinion changes 

over time, etc.) as well as the features of information 

interaction between agents. Finally, the resulting rela-

tionship between the opinions and actions of social 

network agents is presented and analyzed in Section 4. 

Thus, the paper provides answers to Questions nos. 1– 

3. Parts II and III of the study will deal with the identi-

fication of macro and micro models of the joint dy-

namics of opinions and actions to answer Questions 

nos. 4–7. 

1. ANALYSIS OF NETWORK INTERACTIONS: INITIAL 

DATA AND KEY FACTORS  

The objects of the media landscape under consid-

eration are information sources and users of VKon-
takte. Information sources publish news covering vari-

ous aspects of the COVID-19 pandemic and influence 

network users. Network users (hereinafter referred to 

as “agents”) respond to the messages of information 

sources and perform actions in the network according 

to their interests and opinions (comment and like), 

interacting with each other. 

The data were collected for the information 

sources selected by experts based on the Medialogy’s 
rating; see https://www.mlg.ru/. All sources have 

VKontakte pages and publish news on topics of public 

importance: RIA Novosti (2.9 million subscribers), RT 
News (1.3 million subscribers), Komsomol’skaya 
Pravda (1.1 million subscribers), RBC (0.9 million 

subscribers), TSARGRAD TV (0.7 million subscribers), 

Moscow 24 (0.5 million subscribers), Yekaterinburg 
News E1RU (0.3 million subscribers), Snob (0.3 mil-

lion subscribers), Fontanka.ru (0.3 million subscrib-

ers), Gazeta.ru (0.2 million subscribers), and Interfax 

(0.1 million subscribers). 

We considered and analyzed the posts of these 

sources on COVID-19 (over 60 thousand posts) and 

the network response to them for the period from 

March 1, 2020, to March 1, 2021, (over 2 million 

comments to the posts and over 7 million likes to the 

posts and comments). A detailed description of the 

data collection approach can be found in the papers 

[18, 19], including some analysis results of network 

user activity.
3
 Then the comments and likes directly 

related to wearing medical masks were identified. 

In view of the initial data, we formalize the de-

scriptive factors of the online social network needed to 

analyze and identify the models of the joint dynamics 

of opinions and actions. According to [1, 3], let the 

network participants be agents from a set N = {1, 2,  

..., n}. They commit some acts4
 from a fixed set

                                                           
3 The data were collected within project 20-04-60296 supported by 

the Russian Foundation for Basic Research. We are grateful to 

E.V. Belyavskii and I.V. Kozitsin for their data collection efforts. 
4 The term “action” used in [3] is replaced here by “act” to avoid 

confusion with actions in models of the joint dynamics of opinions 

and actions. 

https://www.mlg.ru/
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K = {1, 2, ..., k} at certain time instants t of an interval 

T. Our considerations are restricted to the following 

types of acts (K = {1, 2}): 

– publishing a comment on a post or another com-

ment, 

– liking a comment. 

We denote by Δ the set of acts.
5
 Each act a  Δ is 

described by three parameters: the agent who commit-

ted it, the type of the act, and the time instant when it 

was committed. We introduce the following functions 

to characterize acts:  

 fa: Δ → N, associating with each act a  Δ the 

agent i N who committed it; 

 ft: Δ → T, associating with each act a  Δ the 

time instant t  T when it was committed; 

 fk: Δ → K, associating with each act a  Δ its 

type j  K. 

On the set of acts, we define a binary partial-order 

relation of the form “a causes b”: a b. If a b, a  

b, and there does not exist c  Δ such that a c and 

c b, then a is the direct cause of b: a ↓ b. The binary 

relation a b is supposed to hold in the following 

cases: 

 a is a comment and b is a like to it. 

 a is a comment and b is a comment on it. 

 a and b coincide. 

For each agent i  N, we define the set of all his 

acts ( )δ { Δ | }i aa f a i    and the set of his friends  

Ni ⊆ N. (The formal “friendship” relation in an online 

social network implies that an agent can receive in-

formation about the comments posted by his friends, 

the likes they give, etc.). 
Opinions and actions. When modeling the joint 

dynamics of opinions and actions, we conventionally 

interpret the agent’s opinion as his attitude to wearing 

medical masks, expressed in a comment. 

The agent’s opinion in a comment Δb  (fk(b) = 

1) is formally defined in three ways as follows: 

  ' 0, 1,  2r  , where the classification results 

0, 1, and 2 correspond to “against masks” (or “–”), 

“for masks” (or “+”), and “neutral/irrelevant” (or “=”). 

This result is determined using the stochastic vector  

 ,  , p p p    
calculated by the classifier. In machine 

learning, the components of such a vector are inter-

preted as the probabilities of the object’s belonging to 

appropriate classes. 

                                                           
5 The set of relevant comments on wearing medical masks (see 

Section 2) and their likes. 

  '' 0, 1
   

p
r

p p


 

 


, the confidence that the 

comment reflects the “for masks” opinion. Note that 

r' = 0 or r' = 1 for this comment. 

     
1, 1

   

p p
r

p p
 

 


  


, where r = 1 and r = –1 

indicate strong confidence in expressing the “for 
masks” opinion (the “against masks” opinion, respec-

tively). Note that either r' = 0 or r' = 1 for this com-

ment.  

Let a like to some comment be an action as well; 

its assessment coincides with that of the corresponding 

comment liked:  ' 0, 1, 2y  ,  '' 0,1y  , and

[ 1,1]y  . For example, for a like Δa , 

'( ) '( )y a r b , where b is the corresponding comment 

liked (i.e., b a ). To simplify further notations, we 

adopt the conventions ( ) '( )r a y a , ( ) ''( )r a y a , 

and ( ) ( )r а y а . Assume that the instant of liking co-

incides with the instant of publishing the correspond-

ing comment liked.  

The agent’s position is an aggregate characteristic 

of the agent that reflects his attitude to wearing medi-

cal masks. We consider only the position si of agent i 

for which there exists δ ,ia '( ) {0, 1},r а   such that 

0,    0.5 ,   

1,    0.5 ,   

2,    0.5 , 

i

i i

i

r

s r

r

  
  
  

 

where  δ | '( ) {0, 1}
'( )

0, 1
{ δ | '( ) {0, 1}}

ia r a

i
i

r a

r
a r a

  
 


 is the aver-

age of his opinions and the actions “for” and 

“against.” In what follows, we choose 0.05 . 

2. IDENTIFICATION OF AGENTS’ OPINIONS 

The opinions of agents were determined based on 

their comments on COVID-19 posts containing the 

keywords “mask,” “muzzle,” and their derivatives 

(about 60 thousand comments). 

Such comments were subjected to preliminary au-

tomatic text processing, particularly to remove refer-

ences to the interlocutor and Internet addresses. Part of 

the collected sample (approximately 10 thousand 

comments) was labeled by experts: each comment was 

given an appropriate-class label reflecting the attitude 

to the masks: “0” (“against”), “1” (“for”), or “2” 
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(“neutral”). Here are labeled examples (the original 

spelling and punctuation are preserved): “Well we see 
the stats and so keep wearing masks and all that stuff” 

(for masks), “I go without a mask. I am a COVID dis-
sident” (against masks), “He speaks funnily about 
masks in Russia” (neutral/irrelevant). 

To solve the classification problem, we developed 

a neural network classifier based on the pre-trained 

BERT language model (Conversational RuBERT) 

[20]. In addition to the BERT layer, its architecture 

includes additional fully connected layers, dropout 

layers, and a softmax layer. Note the socio-

psychological studies of social network users during 

the COVID-19 pandemic [21–24], which are close to 

this problem. However, first, we identified the opin-

ions of network users instead of, e.g., emotions or hate 

speech and, second, solved the problem for a large 

target data sample. 

The labeled sample was subjected to transfor-

mations. After its random shuffle, the training (90%), 

validation (5%), and test (5%) samples were formed. 

The classes were balanced using weights to compen-

sate the volume of a certain opinion class: the more 

examples were contained in a class, the smaller weight 

the class examples had in the loss function minimized 

by training. Then we found the hyperparameters of the 

classifier with the maximum quality value on the vali-

dation sample under the resource constraints: 192 to-

kens as the maximum input sequence length, 16 ex-

amples as the size of the training packet, and 7 training 

epochs. As a result, the quality value of the trained 
classifier (accuracy) on the test sample was 0.82. (For 

each class, the value of the measure F1 was not less 

than 0.7.) For comparison, the baseline classifier (the 

logistic regression) showed an accuracy of 0.6 on the 

test sample after finding the optimal values of hy-

perparameters on the validation sample. 

The trained classifier was applied to the entire da-

taset of mask-relevant comments. 

3. STUDY OF THE OPINIONS AND ACTIONS OF AGENTS 

This section is organized as follows. Subsection 

3.1 presents the characteristics of social network 

agents with a position on the masks (the socio-

demographic characteristics of agents as well as the 

characteristics of their opinions and actions). Subsec-

tion 3.2 is devoted to the dynamics of opinions and 

actions at the macro level (the shares of agents with a 

certain opinion, without analyzing the opinions of in-

dividual agents) and the connection with exogenous 

factors and trends. Subsection 3.3 considers the struc-

ture of information interaction between agents in the 

network: the characteristics of this structure, the in-

formation interaction preferences of agents, and the 

existence of isolated information communities. 

 

3.1 The characteristics of agents 

This subsection considers agents with a position 

(i.e., {0, 1, 2}is   for agent i) who expressed at least 

one opinion. The classifier determined a total of 16 

thousand such agents who expressed their opinions in 

50 thousand comments (including 38 thousand “for” 

or “against” opinions). 

For the entire period under examination, the share 

of agents with the “for” position was 56%; “against,” 
37%; “neutral,” 7%. However, only half of the agents 

(8 thousand) provided information in social network 

profiles (i.e., their profiles were not closed or deleted). 

For these agents, the proportions slightly changed to 

wearing masks: 58% “for,” 35% “against,” and 7% 
“neutral.” Socio-demographic indicators (gender, age, 

country, and city) were analyzed for the agents with 

accessible profiles. 

Gender and age of agents. The distribution of 

agents by gender is shown in Fig. 1. Among the agents 
with the “against” position, there was a high share of 
males (61%) compared to the proportion of males 
among the agents with the “for” position (51%). 

Information about the day and month of birth was 

provided by 73% of the agents; the year of birth, by 

only 46% of the agents. The distribution of agents by 

age is shown in Fig. 2. (The age was defined as of 

March 1, 2020. The age category was determined 

based on the theory of generations [25]: the average 

life expectancy is 80 years, and it consists of four pe-

riods of about 20 years: childhood → youth → middle 
age → old age.) 

For the agents with the “against” position, the 
share of older age groups was higher (19.2% in cate-

gory 41–60 and 7.2% in category 60+) than for the 
agents with the “for” position (15.2% in category 41–
60 and 6.9% in category 60+). 

The geographical location of agents. The majori-

ty of agents were from Russia (79%), and Ukraine and 

Belarus completed the top three countries. (15% of 

agents did not specify the country.) Approximately the 

same distribution was observed for agents with a fixed 

position. 
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Fig. 1. The distribution of agents with a given position by gender. 

 

 
 

 
 

Fig. 2. The distribution of agents with a given position by age category. 

 
 

The city of residence was specified for 75% of 

agents; see the distribution in Fig. 3.  

 
 

 

 
Fig. 3. The distribution of agents with a given position by city. 

According to this figure, the first three cities are 

Moscow, St. Petersburg, and Yekaterinburg. Among 
the agents with the “for” position, there were more 
residents of St. Petersburg; among those with the 
“against” position, there were more residents of Mos-
cow. 

The opinions and actions of agents. From the 

study of socio-demographic characteristics, we pro-

ceed to the direct analysis of the opinions and actions 

of the agents with a position. 

The distribution of agents by the number of “for” 

and “against” opinions is shown in Fig. 4. The sample 

contained 14.4 thousand agents with a position. On 

average, an agent with the “for” or “against” opinion 

made 1.1 comments for wearing masks and 1.5 com-

ments against them during the period under considera-

tion. In other words, the activity in expressing opin-
ions was low: 79% of agents commented “for” or 
“against” at most twice. 
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Fig. 4. The distribution of agents by the number of opinions expressed.  

 
About 125 thousand likes (84.5 thousand “against” 

and 40.8 thousand “for”) were given to comments with 

the “for” or “against” opinion by 44 thousand agents. 

(About a third of the likes were given by 6 thousand 

agents who expressed the “for” or “against” opinion in 

the comments.) On average, such an agent left 1.9 

“against” likes and 0.9 “for” likes. Thus, likers were 

not very active as well (Fig. 5): 79% of the agents per-

formed no more than two “for” or “against” actions.  

 
 

 

 
Fig. 5. The distribution of agents by the number of actions. 

 
Of interest is the time interval between successive 

expressions of the agents’ opinions in the comments or 

the “probability”6
 of expressing an opinion again with-

in a certain period (Fig. 6). As it turned out, if an agent 

expressed an opinion again, he did so with the follow- 

                                                           
6 Here the “probability” is the share of cases falling in a selected 
time interval (i.e., an estimated probability). 

 

 
Fig. 6. The estimated probability of expressing an opinion again 
depending on the time interval. The blue graph is the approximation by 

the power function. 

 

ing probabilities: 0.5 within a day, 0.7 within a week, 

and 0.8 within three weeks. 
This result can be easily explained: an agent is in-

volved in discussing new information occasions; as a 

rule, one occasion is discussed during a day, and the 

agents involved in the discussion can express their 

opinions more than once. 

 

3.2 The dynamics of “public” opinion in the network 

Let us consider the dynamics of discussions at 

the macro level. Figure 7 shows the dynamics of the 

number of agents’ opinions on wearing masks (the 

assessments of comments). The data were smoothened 

using the 3-day moving average. 

On average, the agents posted 42 “for” comments 

per day (a median of 30, a maximum of 272), 59 

“against” comments (a median of 41, a maximum of 

419), and 46 neutral/irrelevant comments (a median of 

26, a maximum of 409). The peaks of activity come at 

the moments of restrictions. In particular, on March 

25, 2020, President Vladimir Putin addressed Russians 

and announced the introduction of the first off-work 

period due to COVID-19; in October 2020, repeated 

restrictions were introduced in response to the growing 

incidence (e.g., access to entertainment venues was 

restricted on October 19). Of course, another explana-

tion is possible: agents’ activity was connected with 

the objective picture of COVID-19 incidence in the 

Russian Federation. To test such a hypothesis, we 

analyzed the incidence dynamics in the Russian Fed-

eration based on the Johns Hopkins University data 

[26]; see the graph in Fig. 8. 
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Fig. 7. The dynamics of activity on the issue of wearing masks in VKontakte: (a) the number of posts7 and (b) the number of comments. 

 

 

 

 
Fig. 8. The dynamics of COVID-19 incidence in the Russian 

Federation. 

 

On average, there were 11.5 thousand cases per 

day (a median of 8.8 thousand and a maximum of 29.0 

thousand) in the Russian Federation during the period 

under consideration. Pearson’s correlation between 

incidence and the number of “for” opinions is 0.1 (a 

maximum of 0.5 is reached at a lag of 45 days, too 

large for a meaningful explanation); between inci-

dence and the number of “against” opinions, 0.3 (a 

maximum of 0.7 is achieved at a lag of 45 days); be-

tween incidence and the number of “neu-

tral/irrelevant” opinions, –0.3 (–0.2 at a lag of 38 

days). Note the correlation between positive and nega-

tive (0.9), positive and neutral (0.6), and negative and 

neutral (0.4) messages. Consequently, the social net-
work activity on the “mask issue” is most likely indi-
rectly related with COVID-19 incidence. To a higher 
degree, it is determined by informational events, in-
cluding the agenda set by public authorities: e.g., the 

measures to combat the pandemic. 

How did attitudes to wearing masks change over 

time? As it turned out, the share of “against” opinions 
increased (Fig. 9a): by 21% in one year. The share of 

“against” actions changed even more (Fig. 9b): by 

23% in one year.  

At the same time, the share of “for” and “against” 
opinions increased in the total number of relevant 

opinions: it increased by 30% in one year. The share 

of “for” and “against” actions also increased (by 36%). 

In other words, we observe the growing polarization 
in the network. 

__________________________ 
7 According the random check results, the posts of information sources were neutral on the issue of wearing masks. 
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Fig. 9. The shares of: (a) “for” opinions (green area) and “against” opinions (red area) and (b) “for” actions and “against” actions. 

 

3.3 The information interaction of agents 

For the agents who responded to the posts of in-

formation sources, we construct the following net-

works of information interactions: 

 G , the comments–likes network; 

 GC, the comments network; 

 GL, the likes network. 

The network G is connected, it consists of 955 

thousand nodes and 5216 thousand interaction links. 

The network GC has 878 thousand comment links, and 

the network GL has 4522 thousand like links. 

The distribution of agents of the network G by de-

grees is shown in Fig. 10. Note the power-law nature 

of the dependence. The slope of the “straight line” dif-

fers for the in-degrees ( d 
) and out-degrees ( d 

): a 
considerable number of agents have high “populari-

ty” (the distribution of d 
); at the same time, there 

are significantly fewer agents with large “activity” 

(the distribution of d 
). The densities of degrees are 

demonstrated in Fig. 10b and c. Also, the empirical 

density was approximated by known heavy-tailed dis-

tributions (the power law  f x x  and the power 

law with an exponential cutoff   xf x x e  , as the 

most appropriate ones). The power law, especially 

with cutoff, describes well the popularity of agents but 

not their activity.  
What are the peculiarities of interaction between 

agents with different positions on wearing medical 
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masks? Let us define an agent’s position as the aver-

age of the opinions expressed in his actions (see the 

notations in subsection 3.1). According to Fig. 11, for 
the most part, agents take polar positions (even after 

eliminating the agents who committed a single act 

with the “for” or “against” opinion). 

The natural question arises: do agents prefer to in-
teract with like-minded persons? The answer is im-

portant for assessing the informational influence of the 

environment on opinions in the network. 
 

 

 

 
Fig. 10. The distribution of agents in the network: (a) by in-degree d– 
and out-degree d+, (b) by in-degree d– and (c) by out-degree d+. 

 

 
Fig. 11. The distribution of agents by their position. 

 
Table 1 contains the values of the assortativity co-

efficient [27] (its range [–1.0, 1.0]) for the agents who 

committed at least one “for” or “against” act (52.8 

thousand ones) and for the agents who committed at 

least four “for” or “against” acts (8.5 thousand). 

 
Table 1 

The assortativity coefficient for networks 

The number of acts G GC GL 

At least 1 0.21 –0.01 0.25 

At least 4 0.24 –0.05 0.31 

 

Therefore, agents (especially active ones) prefer to 

like agents with a similar position on wearing medical 

masks. However, such preferences are not pro-

nounced, and there is no particular preference for 

commenting on agents with a certain position. 

Now, we consider the likes network for the agents 

who committed at least four “for” or “against” acts. In 

this network, the “for” position is taken by 30% of 

agents (p = 0.30) and the “against” position by 64% of 

agents (q = 0.64). For a randomly chosen edge, the 

estimated probability that it links agents with different 

positions is 2pq = 0.38. At the same time, the share of 

such edges in the network is 0.24. The inequality 0.24 

< 0.38 confirms the weak assortativity of this network. 

Let us calculate probabilities for the “cause-effect” 

relations in the likes network (Table 2). We introduce 

the following notations for the events: A+ (A–) means 

that for a randomly chosen link, the agent causing 

likes has the “for” position (the “against” position, 
respectively); B+ (B–) means that for a randomly cho-

sen link, the agent making likes has the “for” position 

(the “against” position, respectively). 

According to Table 2, the agents with the “against” 

position prefer to interact with agents with a similar 

position. (They both influence and are influenced by 

like-minded persons.) At the same time, for the agents 
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with the “for” position, the interlocutor’s position is 

not so important. 
 

Table 2 

 Estimated conditional probabilities for like links 

P(B|A) B  B  

A  0.78 0.17 

A  0.47 0.46 
 

P(A|B) A  A  

B  0.76 0.19 

B  0.44 0.49 
 

  

However, we cannot conclude that the agents in 

the likes network are divided into weakly interacting 

communities based on their positions: for such a parti-

tion, the modularity value [28] is 0.12. The conclusion 

is confirmed by visualizing the largest connectivity 

component of this graph; see Fig. 12. For comparison, 

the partitioning of the network into communities using 

greedy modularity maximization [29] yields a value of 

0.52. (The maximum possible value is 1.0.) 
 

 

 
Fig. 12. The graph of likes between agents who committed at least four 
“for” or “against” acts. (The agents with the “for” position are marked in 
green whereas those with the “against” position in red.) 

 
Consequently, agents do not form echo chambers 

(communities of like-minded persons) even when con-

sidering only the like links (the highest assortativity 

coefficient). The agents are influenced by the envi-

ronment with different positions and can change their 

position after the influence. 

4. THE RELATIONSHIP BETWEEN THE OPINIONS       

AND ACTIONS OF AGENTS 

Let us pose the following questions: 

 Are there agents who changed their opinions? 

 Does the agent’s opinion affect his actions? 

 Do the agent’s actions affect his opinion? 

(See the Introduction.) 

These questions are essential to identify the models 

of opinion/action dynamics. We try to answer them 

below. 

 

4.1 The agents who changed their opinions 

To identify and model the agents who changed 

their opinions (Question no. 2 in the Introduction), we 

need to select agents with suitable activity. Consider 

the agents with the following features: 

– Each of them expressed at least one “for” opin-

ion and one “against” opinion on wearing medical 

masks. 

– Each of them expressed his opinion 10 to 100 

times. (The weak activity of network agents has been 

emphasized in subsection 3.1: the majority of agents 

expressed their opinions and performed actions not 

more than twice during the period under considera-

tion.) 

– Each of them has an open social network profile 

and at least five friends (required to assess the socio-

demographic characteristics of agents and the influ-

ence of friends). 

These conditions are satisfied for 162 agents 

(about 1% of the agents with the “for” or “against” 
opinion). They will be called significant agents. Note 

that relaxing the second condition does not apprecia-

bly increase the number of significant agents (Fig. 13); 

however, in this case, the data on each agent become 

insufficient for the purposes of analysis and modeling. 

 

 

 
Fig. 13. The distribution of agents by the number of “for” or “against” 
opinions. (The horizontal line corresponds to the minimum number of 

opinions for an agent.) 

 

Thus, although there are agents who changed their 

opinion during the period (some did that twice and 

more), their share is small. Examples of the opinion 
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dynamics of significant agents are shown in Fig. 14. 

(The horizontal axis corresponds to time and the verti-

cal axis to the opinion in the range [–1, 1]; “for” opin-

ions are marked in green and “against” opinions in 
red.) 

 

 

 
Fig. 14. The opinion dynamics of significant agents: some examples. 

 

We characterize the significant agents: define their 

socio-demographic characteristics and build networks 

of links between them (the networks of friendship, 

comments, and likes).  

The socio-demographic characteristics of signif-

icant agents. For most of the significant agents (99 

agents or 61%), the age was not specified. The same 

situation is with the initial sample of agents with opin-

ions (the age was not specified for 62% of agents).  

The distribution of the other agents by age is pre-

sented in Fig. 15. The age of half of the significant 

agents does not exceed 47 years (38 years for the 

agents with opinions). The average age is 48 years (42 

years for the agents with opinions). Consequently, the 
significant agents are older than those with opinions. 

 

 

 

Fig. 15. The distribution of significant agents by age. 

 

According to Fig. 16, the city was not specified for 

25% of the significant agents (for 34% of the agents 

with opinions); 23% of the significant agents specified 

St. Petersburg (12% of the agents with opinions), 17% 

of the significant agents specified Moscow (13% of 

the agents with opinions), and 10% of the agents spec-

ified Yekaterinburg (6% of the agents with opinions). 

Thus, significant agents prefer to specify the city to a 
greater extent; for significant agents, the share of their 
representatives from St. Petersburg and Yekaterinburg 
is higher. 

 

 

 

Fig. 16. The distribution of significant agents by the city of residence. 

 

Among the significant agents, the majority belong 

to males (93 or 57.4%). At the same time, there are 

59.6% of males among the agents with opinions. 

Based on the binomial test results, we do not reject the 

null hypothesis of equal distributions. 

The networks of significant agents. In the friend-
ship network of significant agents, there are only 17 

links and most of the vertices (138) are isolated 

(Fig. 17). The green-color vertices correspond to the 

agents who generally have the “for” opinion and the 

red-color ones to those with the prevailing “against” 
opinion. 

 
 

 

 
Fig. 17. The friendship network of significant agents. 
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The assortativity coefficient for the friendship net-

work is 0.32: with some reservation, due to the small 

number of links, friendship can be assumed an indica-

tor of the similarity of the agents’ positions. On aver-

age, a significant agent has 432 friends, and half of the 

significant agents have no more than 113 friends 

(which is quite close to Dunbar’s number). 

In the comments network, significant users have 

157 friendship links and 45 nodes are isolated 

(Fig. 18). 

 

 

 

Fig. 18: The comments network of significant agents.8 

 
The assortativity coefficient for the network is –

0.46: significant agents with opposite positions prefer 
to comment on each other. On average, a significant 

agent is commented by 10 significant agents and, in 

turn, he comments on 13 significant agents; every se-

cond significant agent is commented by at most 7 sig-

nificant agents and, in turn, every second significant 

agent comments on at most 10 significant agents. 

In the likes network of significant users, there are 

248 friendship links and 37 vertices are isolated 

(Fig. 19). 

The assortativity coefficient for the network is 

0.58: significant agents with a similar position receive 
likes from each other. On average, a significant agent 

receives likes from 69 significant agents and, in turn, 

he likes 28 significant agents; every second agent re-

ceives likes from at most 39 significant agents and, in 

turn, he likes at most 13 significant agents. 

__________________________ 
8 Vertex positions are the same for all networks of significant 

agents: the friendship network, the comments network, and the 

likes network. 

 

 

Fig. 19. The likes network of significant agents. 

 

4.2 The influence of opinions on actions 

Let us consider the opinion dynamics of agent 

 i N  with a position and consecutive instants mt T ,

1, im M , of expressing his opinions. (For each m, 

there exists a comment ia  such that 

 ( ) 0, 1 ,  ( ) 1,  ( )k t mr a f a f a t   .) 

We define the set of “for” or “against” actions per-

formed by agent i during the period  1τ ,m mt t   be-

tween the expressed opinions with the numbers m and 

(m + 1):  


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To assess the influence of an agent’s opinion on 

his actions, we introduce the consistency degree 
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ir  is the opinion expressed in a comment a 

such that 

 ( ) 0, 1 ,  ( ) ,  ( ) .t m ar a f a t f a i      

In a practical interpretation, consistency (see Ques-

tion no. 1 in the Introduction) reflects how much the 

agent’s actions coincide (correlate) with his opinions. 

Figure 20 shows a histogram of the distribution of 

agents by the consistency degree (for the agents who 

expressed at least five opinions).  
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Fig. 20. The distribution of agents by the consistency degree. 

 

The consistency degree averaged over the entire 

network is 0.76 (when restricting the number of ex-

pressed opinions, 0.73). In general, the agent’s actions 
are “consistent” with his opinion, i.e., the agent’s 
opinion can “influence” his actions.  

 

4.3 The influence of actions on opinions 

Let us assess this influence, thereby partially an-

swering Question no. 5. We define the set of actions 

performed by agent i during a given period 

1,[ )m mt t   : 

   |  ( ) 0,( ) ( ) ( 1 , , )  2 .i i t kB a r a f fa a       

Also, we define the influence of the agent’s actions on 

his opinion:  

 ( )
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1, 1( )
( )
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i
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Assume that an opinion change is significant if it 
exceeds the threshold 0.1 . By analogy with [30], 

we consider the “probability”9
 of an agent’s significant 

opinion change under the influence of his actions. Let 

all possible scenarios of expressing the agent’s con-

secutive opinions, 𝑡m → 𝑡m+1, be divided into five clas-

ses based on his “initial” opinion: 

– “strongly against,” r ∈ [–1, –0.6]; 

– “moderately against,” r ∈ (–0.6, –0.2]; 

– “weakly expressed position,” r ∈ (–0.2, 0.2]; 

– “moderately for,” r ∈ (0.2, 0.6]; 

– “strongly for,” r ∈ (0.6, 1]. 

For each class, we estimate the probabilities of the 

following events: (a) the agent’s opinion will signifi-

cantly change “towards” his actions and (b) the 

agent’s opinion will significantly change in the oppo-

site direction to his actions. Here are the analysis re-

sults for two classes, “strongly against” and “strongly 

for.” (The cardinalities of the other classes turned out  

__________________________ 
9 An interpretation for the share of cases with a significant opinion 

change. 

to be too small.) Figure 21 shows the estimated proba-

bilities of a significant opinion change under the influ-

ence of actions: towards actions (blue) and in the op-

posite direction (red). 

 

 

 

Fig. 21. The estimated probabilities of significant opinion changes for 

two classes: (a) “strongly against” and (b) “strongly for.”  

 
Note. If the agent performed no action between the 

expressed opinions, the influence is supposed to be 0. 

Figure 22 demonstrates the mean and confidence 

intervals (at a significance level of 0.05) for a signifi-

cant opinion change due to the influence of actions. 

Consequently, if agents change their opinions, they 
do it most often towards their actions. The greater the 
difference between the “initial” opinion and the 
agent’s actions is, the higher the probability of opin-
ion change will be (Fig. 21) and the greater magni-
tude the opinion change towards actions will have 
(Fig. 22). 

 
   

 

 

Fig. 22. The magnitude of significant opinion changes for two classes: 

(a) “strongly against” and (b) “strongly for.” 

 

CONCLUSIONS 

This paper has presented a primary analysis of the 

joint dynamics of the opinions and actions of social 

network agents (VKontakte users) on an example of 

their attitude toward wearing medical masks during 

the first year of the COVID-19 pandemic. 
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The opinions of VKontakte users have been identi-

fied. A satisfactory quality of automatic classification, 

with an accuracy index of 0.82, has been achieved us-

ing deep learning methods. 

The network agents with a pronounced position on 

wearing medical masks have been characterized. As 

has been discovered, VKontakte users are polarized: 

on the one hand, the share of agents with the “for” po-

sition significantly exceeds that of agents with the 

“against” position; on the other hand, the activity of 

agents with the “against” position is higher. In general, 

there is an activity misbalance: the agents are inactive 

but a small number of agents demonstrated very high 

activity. If an agent expresses his opinion again, he 

will do so within a day with probability 0.5. This fact 

can be explained as follows: agents are involved in 

discussing new information occasions and the old ones 

are forgotten. 

The dynamics of activity of network agents rele-

vant to wearing masks have been analyzed. The net-

work activity dynamics are characterized by bursts, as 

a rule, associated with informational events (e.g., the 

introduction of measures to combat the pandemic). No 

direct relationship with COVID-19 incidence has been 

found (most likely, it is implicit). We have found the 

growing polarization of the network over time (a 30% 

increase in the number of polarized opinions in one 

year). The “for”-“against” opinions ratio changed in 

favor of the negative opinions (a 20% increase in one 

year). 

The networks of information interaction of agents 

have been examined. In these networks, there are no 

particular preferences for commenting on agents with 

a certain position. Agents (especially active ones) pre-

fer to like agents with a similar position regarding 

wearing masks, but such preferences are not pro-

nounced. However, for the likes network, agents with 

the “against” position prefer liking agents with a simi-

lar position. (They influence like-minded persons and 

are themselves influenced by them.) At the same time, 

for agents with the “for” position, the interlocutor’s 

position is not so important. Nevertheless, the agents 

in the likes network are not in the echo chambers of 

like-minded persons: the modularity coefficient is too 

low. This result has been also confirmed by visualiz-

ing the network of informational interactions. Hence, 

agents are exposed to the cross-influence of the social 

environment and can change their opinions. Therefore, 

the models of informational influence in social net-

works should be studied further. 

Some important issues have been settled to identify 

the models of opinion/action dynamics in the future. 

First, we have confirmed the existence of a small 

number of agents (called significant) who changed 

their opinion during the period under consideration; 

see Question no. 2 in the Introduction. They constitute 

about 1% of the number of agents with “for” or 
“against” opinions. The analysis of their characteris-

tics has demonstrated the following: there are more 

males among the significant agents (57%); significant 

agents are older; the share of significant agents from 

St. Petersburg and Yekaterinburg is higher compared 

to those with opinions. Significant agents are weakly 

connected by friendship links; they prefer to comment 

on significant agents with opposing positions and like 

significant agents with similar positions (see Question 

no. 3). Second, it has been shown that an agent’s opin-

ion (his internal state) influences his actions, which 

are, in turn, “consistent” with the opinion (see Ques-

tion no. 1). Third, as it has turned out, agents’ opinions 

change towards their actions: the greater the difference 

between the “initial” opinion and the agent’s actions 

is, the more likely the agent will change his opinion 

towards his actions and the greater magnitude this 

change will have (see Question no. 5). 

In part II of the study, formal linear models of the 

joint dynamics of opinions and actions will be identi-

fied based on the results obtained (see Questions nos. 

5–7). Part III, concluding the study, will be devoted to 

the identification of binary micro models and the 

comparison of linear and threshold models (see Ques-

tions nos. 4–7). 
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Abstract. Diagnosis of railway tracks reveals the deviations of rail parameters in the plan and 

profile from their nominal values. If the deviations approach the limit values, the speeds of 

trains must be reduced. Therefore, forecasting changes in the deviations is a topical problem. 

Despite the significant amount of diagnostic data collected, railway operators underuse machine 

learning methods to improve the quality of forecasting. The proposed approach differs from 

known counterparts as follows. First, the dimensionality of the feature space is increased by 

calculating the variation of the amplitudes of deviations from the nominal values and two types 

of areas (the deviation length multiplied by the amplitude and the deviation length multiplied by 

the variation of the amplitude); subsequently, this space is represented in the 3D matrix form. 

Second, a set of control parameters is formed; it includes the time and space discretization step, 

the type of seasonal fluctuations, the number of trend change points, etc. Third, the deviations 

are forecasted in groups differing in type and position along the track. Forecasting is based on 

minimizing the empirical risk criterion. As a result, a family of autoregressive models is ob-

tained for each discretization interval along the length of the railway track. 
 

Keywords: time series, diagnosis, software package, discrete technological process.  
 

 
 

INTRODUCTION  

Railways operate in difficult conditions, i.e., under 

the effect of natural and climatic factors and loads 

from passing trains. Railway tracks are diagnosed to 

measure the track geometry and reveal the deviations 

of rail parameters in the plan and profile from their 

nominal values. The revealed deviations are divided as 

follows: 

– track width (narrowing, widening), 

– rail level position (misalignments, smooth level 

variations), 

– sag on the right and left rails in the vertical plane 

(right and left sag), 

– rail position in the plan (lining). 

The revealed deviations are associated with dis-

crete time instants and track distance and have a nonu-

niform distribution. If the deviations approach the lim-

it values, the speeds of trains must be reduced. There-

fore, forecasting the deviations is a topical problem.  

Thus, the goal of this paper is to improve the accu-

racy of forecasting the deviations of railway tracks. To 

achieve the goal, we formulate and solve the following 

tasks: review modern forecasting methods for the sizes 

of defects (deviations) in extended objects; analyze 

statistically the deviation parameters as multidimen-

sional data; form the sets of input and output parame-

ters and the combinations of their values; forecast the 

deviations of railway tracks.  

1. A LITERATURE SURVEY 

1.1. General analytics 

We studied the literature using Dimensions, the 

world’s largest linked research database with 135 mil- 
lion publications, 153 million patents, and 7 million 

grants. The mosaic diagram in Fig. 1 shows the distri-

bution of publications by different fields for the query 

“railway degradation” (in thousand pieces).  
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Fig. 1. The distribution of publications (in thousand pieces) by fields 

for 2012–2022.   

 

With the permanently growing length and opera-

tion of railways, the issues of identification and fore-

casting of their condition are becoming acute. This 

process is reflected by the increased number of publi-

cations and their citations (Fig. 2) over the past 11 

years. The characteristic rise of publications and cita-

tions is observed in two fields, “Engineering” and 

“IT”; it seems to be connected with the appearance of 

new sensors and big data processing methods.  

 

 

 
Fig. 2. The dynamics of publications and their citations for the query 

“railway degradation” in the fields “Engineering” and “IT.” 

 

1.2. Forecasting railway track deviations 

The approaches to forecasting the condition of rail 

transport systems evolve due to different types of sen-

sors and automatic processing methods for sensor da-

ta. The survey [1] was devoted to the condition moni-

toring of rail transport systems; the authors listed the 

main areas of development, including the creation of 

onboard systems based on different types of sensors 

and corresponding data processing methods. The pub-

lication [2] proposed a method to classify car-body 

vibration signs for the automatic detection of track 

defects. The causes of the fast degradation of a railway 

crossing were studied in [3]. The dynamic characteris-

tics of the crossing were assessed using sensor equip-

ment; according to the conclusions, the crossing char-

acteristics degraded fast due to train hunting (the sig-

nificant effect of wheel impact forces on the rail). The 

author [4] statistically analyzed diagnostic car data, 

constructed the probability densities of rail distribu-

tions by type, newness, purpose, and class, and clus-

tered the results with transit tonnage recommenda-

tions. The paper [5] presented a model for estimating 

the intensity of railway track wear based on the slope 

angles of transient curves. According to the literature 

analysis, forecasting with the multidimensional time 

series characterizing the technical condition of railway 

tracks involves two basic types of models [6]: 

 autoregressive models, which forecast the values 

of the time series ž using the past values

   , ... , , z t z t p  e.g., by the additive model  

       1ž 1 pt a z t z t p t       , where 

p  are the weight coefficients and  t is the error; 

 regression models of the form 

        1ž , , ,nt f x t x t t    which forecast the time 

series values using a set of features    1 , , nx t x t .  

The main disadvantage of all these approaches is 

the limited use of big data and modern big data pro-

cessing methods to improve the quality of forecasting 

the condition of railway tracks. However, in the litera-

ture devoted to the analysis of climatic, geotechnical 

[7, 8], and seismic data [9] as well as astronomical 

observations, we observe the wide application of clas-

sical multivariate parametric models and the Fourier 

transform (on the one hand) and the relatively recent 

wavelet transforms, canonical correlations, and trajec-

tory matrices (on the other hand). Furthermore, these 

models can be adopted in optimization problems to 

find an optimal set of parameters [10]. 

 

1.3. Time series forecasting models implemented in 

machine learning libraries 

We analyzed machine learning methods for time 

series forecasting on the example of Darts and Grey-

Kite, the open source libraries. Darts contains the im-

plementations of several regression models (ARIMA, 

Exponential Smoothing, Prophet, forecasting based on 

the Fast Fourier transform (FFT), etc. [11]). GreyKite 

provides time series forecasting based on Silverkite, 

Prophet, and ARIMA models, especially suitable for 

series with trend change points or seasonal fluctua-

tions [12]. See Table 1 for a qualitative analysis of 

Silverkite, Prophet, and ARIMA, three modern mod-

els. 
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Table 1 

Qualitative analysis of models 

Criterion Silverkite Prophet ARIMA 

The speed of 

calculations 

High   Low Medium 

The accura-

cy of fore-

casting 

Very 

good 

Good Satisfacto-

ry 

Interpretabil-

ity 

Good Very  

good 

Good 

The ease of 

use 

Satisfactory Good Very  

good 

Visibility Good Very  

good 

Satisfacto-

ry 

 

After the analysis, we selected Prophet [13], an ad-

ditive regression model with adjustable components. It has 

the form 

         tž g t s t h t t          (1) 

with the following notations: t is time; z(t) is the factu-

al time series value; ž(t) is the forecasted time series 

value; g(t) is the trend component described by a 

piecewise linear, piecewise logistic, or smooth func-

tion; s(t) is the seasonal component (periodic chang-

es), estimated using the partial Fourier sum; h(t) is the 

component responsible for trend reversal instants (e.g., 

repair schedule); finally,  t
 
is the error containing 

the information neglected by this model. 

The model allows managing different parameters 

(the seasonality of the time series, the number of trend 

change points, and the time step) and is stable to 

missed data and trend shifts. As a rule, it handles data 

outliers well. 

Adjusting properly the components in equation (1) 

will ensure an acceptable quality of forecasting at the 

model output. This quality is estimated through the 

mean absolute error in percentage [14]: 

MAE
   
 

1% ,

N

t
z t ž t

ž t



                  (2) 

where N denotes the number of time series points. 

In addition, Prophet visualizes the confidence in-

tervals [8] to establish the range of the output feature. 

Thus, the problem under consideration has the fol-

lowing statement: on a training sample {  tx : t = 1, ..., 

h}, find the control parameter vector U of the model 

A(X, U) by minimizing the empirical risk (2). The vec-

tors X and U take values from given subsets of the Eu-

clidean spaces n
E  and r

E , respectively: ,n
X E  

r
U E . Constraints can be imposed on X and U:

 ,   0,   1,  ...,  ig X U i m  .  

 

2. FORECASTING THE PARAMETERS OF DEVIATIONS 

2.1. Statistical analysis of initial data 

The initial data occupy 8.9 Mb, are distributed in 

10 columns (features), and contain 101 thousand rows. 

Among them, 91 rows have missed data; see Table 2 

below. 
Table 2 

Initial data format 

Assigned  

index 

Feature Range The number 

of unique 

values 

1D Kilometer [1, 650] 645 

Picket, m [1, 1105] 1076 

2D Year [2018, 

2021] 

4 

Month [1, 12] 12 

Day [1, 31] 29 

3D The code of 

deviation 

[2065, 

2161] 

17 

Deviation [Left sag, 

Wid] 

18 

Features Amplitude, 

mm 

[6, 1543] 144 

Nominal 

amplitude, 

mm 

[10, 1535] 156 

Length, mm [1, 308] 151 

The degree 

of danger 

[1, 4] 4 

 

According to the analysis results, the data are un-

balanced: 

 by year (Fig. 3a). There were as many deviations 

in 2020 as years 2018, 2019, and the first two months 

of 2021 combined; 

 by the type of deviations (Fig. 3b). The distribu-

tions by year and type are presented in Fig. 3d. In 

2020, the number of diagnosed deviations significantly 

increased; in 2021, the types of deviations increased, 

from 11 in 2018 to 18 in 2021. Moreover, the most 

frequent deviations changed from year to year: sag 

(Left sag, Right sag), misalignment (Mis), narrowing 

(Nar), widening (Wid), and smooth level variation 

(Lev); 

 by the railway track length. Significantly more 

deviations were detected at the railway hubs compared 

to the track distance on average (Fig. 3c).  

Due to the small number of some types of devia-

tions, it is possible to combine them into a group or to 

generate additional data using bootstrap methods.  
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Fig. 3. Unbalanced data: (a) by year, (b) by the type of deviations, (c) by distance, and (d) by year and the type of deviations. In Figs. 3b–3d, Lin denotes 

lining.    

 

2.1.1. Identify trend and seasonality 

The presence of a trend and seasonality was 

checked using the upsampling and downsampling op-

erations by varying the discretization step of the time 

grid:  

 The trend for decreasing the amplitudes of devia-

tions is traced by calculating their median values for 

each year. However, the lengths of the deviations first 

decreased and then sharply increased (Fig. 4a); the 

trend change point corresponds to year 2020. Note that 

“Danger,” an aggregate parameter, is indifferent to 

changes in the median amplitude and the length of 

deviations. 

 Downsampling by time (bimonthly data) and 

transition to the logarithmic scale (Fig. 4d) showed 

that the amplitudes of deviations have the highest var-

iations in July. These changes suggest the presence of 

seasonality in the data. The locally optimal lengths of 

deviations, to some extent, follow those of the ampli-

tudes with a time lag but have no pronounced season-

ality. Also, no seasonal fluctuations were graphically 

identified for the degree of danger. 
 

2.1.2. Increasing the dimensionality of the feature 

space 

Since the time is represented by three integer fea-

tures (“Year,” “Month,” and “Day”), the calculated 

feature “Time” was formed on their basis. The combi-

nation of two features, “Kilometer” and “Picket,” 

characterizes the location of a deviation and forms the 



 

 
 

 

 
 

50 CONTROL SCIENCES  No. 2 ● 2023  

CONTROL OF TECHNICAL SYSTEMS AND INDUSTRIAL PROCESSES 

new feature “Distance.” To increase the stationarity of 

the time series, the differences between the features 

“Amplitude” and “Nominal Amplitude” were calculat-

ed and the attribute “Variation” was created. For a 

more complete description of the attribute “Variation” 

with a planar rather than point value, we introduced 

two aggregate features, “Area_A” and “Area_V” (the 

deviation length multiplied by the amplitude and the 

deviation length multiplied by the variation of the am-

plitude, respectively). In addition, 11 infrequent devia-

tions were combined into the feature “Others” to in-

crease the number of time series values. Fig. 5 demon-

strates the peculiarities of the new features: 

 the differences in the spread of deviations: only 

positive values for “Widening,” “Misalignment,” and 

“Sag”; only negative values for “Narrowing” with a 

significant degree of danger; a large dispersion for 

“Smooth level variations” (Fig. 5a); 

 the clusters of the feature “Area_A” values by the 
types of deviations when passing to the logarithmic 

scale (Fig. 5b). 

Hence, it is necessary to use different forecasting 

models [15, 16] for each type of deviations or to nor-

malize their values.  
 

 

  

(a) (b) 

 
Fig. 4. The identification of (a) trend and (b) seasonality in the features “Amplitude,” “Deviation length,” and “The degree of danger.” 

 

 

(a) (b) 
 

 

Fig. 5. Analysis of the dispersion by the type of deviation: (a) the spread of values and (b) value clusters.
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2.1.3. Representing the data in the 3D matrix form 

Each type of deviations may have specific dynam-

ics (the law of variation), and each kilometer of rail-

way tracks may have geotechnical peculiarities. There-

fore, in the forecasting models, the length and ampli-

tude of deviations, their nominal values as well as the 

aggregate features were written as a 3D matrix with 

the following axes:  

– the location along the railway track,  

– the time (the instant of detecting a deviation),  

– the code of deviation.  

A fragment of the transformed data is demonstrat-

ed in Fig. 6. 
 

2.1.4. Probability densities 

Probability densities were constructed on different 

time grids (with averaging from several weeks to a 

quarter) for the initial values of lengths, amplitudes, 

the variations of amplitudes, the areas of each type of 

deviations, and the degree of deviation. As it turned 

out, the values of the features “Variation” and “Ar-

ea_V” are closest to the Gaussian distribution (Fig. 7). 

The probability densities of the other features cor-

respond to a two-tailed distribution. Therefore, their 

values were normalized into the interval [0, 1] by the 

formula 

min
, norm

max min

,  i
i

x x
x

x x





                         (3) 

where ,  normix  denotes the normalized value of a fea-

ture, minx  and maxx  are its smallest and largest values, 

respectively, and ix  is the ith initial value of the fea-

ture. 

Thus, the statistical analysis of the parameters of 

deviations as multidimensional data revealed the fol-

lowing properties: the data are unbalanced by year and 

the type of deviations, and trends and local minima 

appear when varying the discretization step of the data 

by year, month, and quarter. As a result, the least fre-

quent types of deviations were grouped; the dimen-

sionality of the feature space was increased by adding 

the position of deviations and the time instants of their 

detection and by calculating the variation of the devia-

tion amplitudes from the nominal values and the cor-

responding areas of deviations (by the length, ampli-

tude, and amplitude variation); the resulting feature 

space was represented in the 3D matrix form. 

  

 

 
Fig. 6. A fragment of the transformed data 

 

 

 
Fig. 7. The probability densities of feature values: (a) “Variation,” averaged on the six-week scale, and (b) “Area_V,” averaged on the seven-week scale.    
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2.2. The method for forecasting the parameters of 

railway track deviations 

The proposed method for forecasting the parame-

ters of railway track deviations includes three stages as 

follows. The first stage includes statistical analysis to 

group the rare types of deviations and form the model 

parameter vector X (the distance and time, the varia-

tion of amplitudes from the nominal values, and the 

areas of deviations). Then, the feature values are in-

dexed along the three axes (distance, the code of devi-

ation, and time) to form time series for each kilometer 

and the type of deviation.  

In the second stage, the feature space is increased 

by adding the normalized and logarithmic lengths, 

amplitudes, the variations of amplitudes, areas, and the 

degrees of danger). Then, the control parameter vector 

U is constructed, including the time discretization step, 

seasonality, and the number of trend change points. 

After that, the constraints  ig U  are formed consider-

ing the following parameters:  

– data depth and forecasting step: one year; three, 

two, or one quarter; two or one month; five, three, or 

two weeks;  

– the type of seasonality: annual, quarterly, month-

ly, or weekly;  

– the number of trend change points, according to 

the number of repairs; 

– the type of seasonality model (additive or multi-

plicative);  

– the rate of seasonal fluctuations (the number of 

terms in the partial Fourier sum). 

In the third stage, under sufficiently many devia-

tions in the group characterized by the type of devia-

tion and the track kilometer, the model A (1) is trained 

in each group with estimating the empirical risk 

MAE% (2). As a result, the optimal values of the pa-

rameter vector U are determined for each group in 

terms of the minimum empirical risk criterion. 

The practical significance of this method consists 

in the possibility to gain new knowledge and optimize 

railway transport. 

 
2.3. Implementation 

Table 3 shows the sets of model parameters corre-

sponding to the best quality of forecasting.  

The mean absolute error MAE% ranges from 2.6% 

to 8.4% for the recommended model parameters. Ac-

cording to the calculation results, we draw the follow-

ing conclusions: 

– Quarterly and annual grids significantly degrade 

the quality of forecasting. 

– The best forecasts are for “Misalignment,” “Lin-

ing,” “Left sag,” “Widening,” and “Others” (the ag-

gregate of 11 rarely encountered deviations). 

– At most two trend change points should be se-

lected. 

– For the five-week grid, the best values of MAE% 

are achieved in the case of two trend change points. 

– The lowest values of MAE% are achieved when 

considering the weekly, monthly, and quarterly sea-

sonal fluctuations. 

– Taking the logarithm of the feature values wors-

ens the quality of forecasting. 

– Normalizing the feature values into the interval 

[0, 1] improves the quality of forecasting. 

Table 3 

The results of forecasting 

MAE% Time step Deviation Variation The number of trend 

change points 

2.68  1 month Misalignment AREA_A  0 

3.03 3 weeks Lining  LENGTH  0 

3.27 3 weeks Widening  LENGTH  2 

3.89  3 weeks Left sag VARIATION  0 

4.36 1 month Misalignment AMPLITUDE  1 

4.45 3 weeks Others  LENGTH  2 

4.60 5 weeks Misalignment VARIATION 2 

5.34 1 month Misalignment AMPLITUDE  1 

5.34 1 month Right sag AMPLITUDE  2 

5.74 3 weeks Others AREA_V  0 

5.74 3 weeks Widening AREA_V  0 

6.59 1 month Misalignment  DEGREE 2 

7.90 5 weeks Lining   LENGTH 2 

8.39 3 weeks  Others AREA_A  0 

8.39  3 weeks Widening  AREA_A  0 
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– Centering the values (subtracting the mean) and 

normalizing them (dividing by the dispersion) and us-

ing multiplicative regressors for seasonality worsens 

the quality of forecasting. 

Figure 8a shows the one-month forecast for the 

feature “Misalignment”; Fig. 8b, the three-week fore-

cast for the feature “Widening.” The black dots are the 

factual values, the blue line corresponds to the model 

values, and the blue domain is the uncertainty corri-

dor. Figures 8c and 8d present the identified trends; 

Figs. 8d–8h, the variations of the seasonal component, 

monthly and quarterly (Figs. 8e and 8g), and weekly  

1-month time discretization 
Feature “Amplitude,” value normalization into the interval [0, 1] 
1 km, 1 trend change point 
Quarterly and monthly seasonality (Fourier order = 2) 
One-month forecast 
MAE% 4.36 

3-weeks time discretization 
Feature “Length,” value normalization into the interval [0, 1] 
24 km, 2 trend change points  
Monthly and weekly seasonality (Fourier order = 3) 
One-month forecast 
MAE% 3.27  

  

(a) (b) 

  

(c) (d) 

  

(e) (f) 

  

(g) (h) 

 

Fig. 8. The results of forecasting: (a), (b) model-based; (c), (d) trend;  (e)–(h) seasonality. 
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and monthly (Figs. 8f and 8h). For both models, the 

uncertainty corridors for the seasonal and trend com-

ponents are calculated as well. 

According to the one-month forecast, the length 

and amplitude of deviations are increasing. The last 

point of the training sample is the local optimum 

point. The growth of amplitudes for the feature “Misa-

lignment” falls on the last month in the quarter. This is 

probably due to repair work.  

To implement the method, we developed a pro-

gram in the Python language. The program forms a 

family of forecasting models for different groups of 

the types of deviations and the kilometers of roadway 

tracks on the features. It can be used to optimize rail-

way transportation, which is of practical significance. 

The Python language and the Google Colaboratory 

platform were applied to manipulate, visualize, and 

study the data. The statistical analysis results were 

visualized using Matplotlib, Pandas, and Seaborn li-

braries. The models were trained using SciPy, Sklearn, 

and Prophet libraries. 

CONCLUSIONS 

According to the literature survey, machine learn-

ing methods have proven their effectiveness in identi-

fying and forecasting the condition of objects under a 

fairly long history of observations. 

The statistical analysis carried out in this paper al-

lows:  

– revealing the number of deviations on any given 

time interval for any part of the railway track;  

– comparing the sums of the variations of devia-

tions from the nominal values for any railway track 

section at different time instants; 

– normalizing the feature values into a certain in-

terval; 

– establishing data unbalancedness for different 

time intervals and types of deviations; 

– synthesizing control parameters and features 

(time and distance, normalized and logarithmic 

lengths, amplitudes, the variations of amplitudes, are-

as, and the degrees of danger).  

The parameters of railway track deviations have 

been statistically analyzed and the feature space has 

been supplemented by the variation of the amplitudes 

of deviations from the nominal values and the areas of 

deviations and variations.  

The proposed method for forecasting the parame-

ters of railway track deviations allows: 

– defining the control parameter vector U; 

– forming the constraints gi(U); 

– obtaining a family of forecasting models by the 

types of deviations and railway track sections in terms 

of the minimum error (relative risk) criterion.  

The control parameter vector of the forecasting 

model considers the type of seasonal fluctuations 

(from weekly to annual), the type of their description 

(additive or multiplicative), the rate of seasonality 

change (the number of terms in the partial Fourier 

sum), and the number of trend change points (in the 

general case, the number of time series points minus 

one). 

To increase the accuracy of forecasting, including 

deviations with a shallow detection history, we have 

proposed to apply upsampling along the railway track 

(one and a half kilometers, two kilometers, etc.). 

 
Data Availability. A code fragment and a data 

fragment (three years of homogeneous measurements 

on two trace sections) that confirm the presented re-

sults can be found on the author’s GitHub account: 

https://github.com/avladova/Railway-track-deviations 

or the author’s website http://vladova.ru/About.  
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Abstract. This paper considers the problem of designing an optimal inter-orbital spacecraft 

transfer. We present a computational algorithm and modeling results of the optimal transfer 

trajectory between near-Earth elliptical orbits for a spacecraft with a chemical booster and fixed 

thrust. The trajectory design procedure includes four stages as follows: a) formation of the pri-

mary ranges of initial approximations for typical optimization problems; b) iterative integration 

to find the domains of convergence for a typical variational problem; c) determination of the 

optimum for each problem statement within the accepted ranges and its implementation by cal-

culating the final conditions residuals; d) analysis of the results obtained. We use numerical 

methods of mathematical analysis and mathematical programming. The risk of “overstepping” 
the potentially optimal result is minimized by varying the accuracy at different stages of calcu-

lations. Based on the results, we improve the primary solution of the reference problem state-

ment, identify the domains of convergence of solutions, and obtain the sets of initial approxima-

tion vectors ensuring convergence in the considered problems for further analysis. The results of 

this study can be used to develop further and refine the algorithm for selecting optimal initial 

approximations for different optimization problems (including spacecraft trajectory optimiza-

tion as a typical one). 

 
Keywords: optimal control, spacecraft trajectory optimization, maximum principle, mathematical model-

ing, nonlinear programming.  
 

 

 

INTRODUCTION  

Currently, there exist many methods for solving 
optimal control problems. However, Pontryagin’s 
maximum principle [1] is one of the most widespread 
approaches to dynamic optimization. This method 
yields optimality conditions, including the cases when 
optimal control is on the admissible domain boundary. 
Also, it allows deriving all necessary conditions for 
the variational calculus problem, reducing the original 
problem to a boundary value problem of differential 
equations [1]. Like other methods [2], the maximum 
principle requires an initial approximation for the pa-
rameter values, and the correct choice of initial ap-
proximations provides faster convergence and success-
ful determination of an optimum. At the same time, 
the choice problem is connected with the branching of 
optimal solutions and the high sensitivity of the resid-
uals of the boundary value problem to its parameter 
variations [3]. Moreover, despite the possibility to cre-
ate formal estimation algorithms under a given initial 

approximation, one should follow intuition and a pri-
ori knowledge to select good approximations [2, 4]. 

Modern literature offers some practical methods 
facilitating the choice of initial approximations, such 
as the homotopy of maximum thrust [5], edge normal-
ization [6], edge estimation by a reference trajectory 
[7], and others. In special cases, some of the devel-
oped methods turn out useful. For example, we men-
tion approximate rephrasing solutions, which were 
developed to obtain initial approximations for indirect 
methods [7–10]. Relevant studies focus on particular 
problems; solving some of them gives new (auxiliary) 
methods for finding initial approximations for relevant 
problems. Nevertheless, most of the modern ap-
proaches still involve the trial-and-error method, often 
more effective than subtle counterparts. It consists in 
choosing initial approximations based on a priori 
knowledge and intuition [2–4, 8]. 

Thus, more and more efforts of the global research 
community are applied to find algorithms that will be 
effective in choosing correct initial approximations for 
optimal control problems; for example, see [2, 4–6, 8].  

http://doi.org/10.25728/cs.2023.2.6
mailto:petrakowae@mail.ru
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This paper implements the first stage of research, 

intended to identify the relationships between the vec-

tor components ensuring convergence for typical inter-

orbital spacecraft transfer optimization problems. The 

first part of the study identifies the domains of conver-

gence for typical optimization problems within ac-

cepted ranges. It reduces to forming initial approxima-

tion vectors ensuring the best solutions within a data 

grid. Expectedly, this study will contribute to refining 

initial approximation choice algorithms for typical 

problems. 

1. PROBLEM STATEMENT 

This paper considers the problem of designing an 

optimal inter-orbital transfer trajectory for a space-

craft. 

 

1.1. The general formulation and parameters of the 

optimization problem 

We consider a spacecraft on a given initial near-

Earth orbit. The spacecraft includes a chemical booster 

with some known characteristics. This booster must 

transfer the spacecraft to a working near-Earth orbit 

with specified characteristics. 

It is required to find a rational transfer scheme be-

tween the orbits. As an optimality criterion, we choose 

the spacecraft mass inserted into the working orbit: the 

mass is maximized. The transfer time is not limited. 

We fix the following parameters and conditions for 

all cases under consideration: the spacecraft mass on 

the initial orbit is 5000 kg; the thrust of the unregulat-

ed rocket engine of the booster is 5 kN; the number of 

engine ignitions is arbitrary; the specific impulse is 

330 s; the spacecraft transfer scheme is limited to one 

revolution; the orbits belong to the same plane; the 

apsidal lines of the orbits coincide; the gravity field is 

Newtonian. 

We vary the following parameters: the perigee alti-

tude of the initial orbit and its apogee altitude; the per-

igee altitude of the final orbit and its apogee altitude.  

The transfer scheme characteristics are as follows: 

– the start point of the spacecraft on the initial or-

bit, 

– the number of active and passive sections on the 

transfer trajectory, 

– the duration of active and passive sections of the 

trajectory and their location on the transfer trajectory 

(in other words, the time instants of engine ignition 

and cutoff), 

– the pitch angle program on each active section,  

– the end point on the final orbit. 

 

1.2. Spacecraft transfer model 

The mathematical model of the spacecraft motion 

includes the vector of its phase coordinates with the 

following components: the radial velocity Vr, the nor-

mal velocity Vn, the radius r, and the polar angle β. 
Recall that the sequence of active and passive sections 

is not fixed, and we design an optimal law of engine 

ignition and cutoff. Therefore, it is reasonable to add 

the spacecraft mass m to the listed variables, and the 

resulting vector of the phase variables (further called 

the phase vector) takes the form 

.

r

n
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V

z r
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 
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The spacecraft motion is described by the system 

of differential equations 
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The notations are as follows: 

P is the engine thrust (unregulated, a known value); 

  is the true anomaly; 

  is the Earth’s gravitational parameter; 

q is the mass flow rate of the engine (a known value); 

δ is the thrust function taking only two values: δ = 1 

(ignition) and δ = 0 (cutoff);  

φ is the pitch angle of the spacecraft (the angle be-

tween the thrust vector and the local horizon); 

δ(t) and φ(t) are the control functions to be optimized. 

In the first stage of the analysis, we fix the motion 

conditions in the initial orbit perigee as the initial con-

ditions:  
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Here, 0t  is the start time, which can be set to 0 (the 

time is counted from the start), and 0p  and 0e  are the 

focal parameter and the eccentricity of the initial orbit, 

respectively. The subscript “f” in the relations below 

denotes belonging to the final motion conditions. We 

count the angular range (the polar angle) from the ap-

sidal line of the initial orbit. 

The spacecraft transport problem arising in the first 

stage is as follows: for the set of initial conditions (3), 

find the control functions δ(t) and φ(t) and the transfer 

time ft  under which the spacecraft will reach the 

phase space point 

 

   

 

0,

μ
1 ,

,
1

β( )

r f

n f f

f
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
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with the minimum fuel consumption,  m(tf ) → max. 

 

1.3. The mathematical optimization problem 

We introduce an auxiliary function (Hamiltonian). 

It can be treated as the scalar product of two vectors: 

the right-hand sides of the motion equations and the 

conjugate variables. The vector of conjugate variables, 

further called the conjugate vector, has the same di-

mension as the phase vector; each component of the 

conjugate vector corresponds to some phase variable. 

In other words, the dimension of the phase vector is 5; 

see (1). 

The conjugate vector has the form  

.
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The Hamiltonian is given by 
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According to the maximum principle, the chosen 

control law maximizes the Hamiltonian, i.e., the opti-

mal control functions (δ(t) and φ(t)) can be found from 

the maximum conditions for the Hamiltonian. 

In addition, it is possible to show that 
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Here, Ψ denotes the engine switching function and W 

is the exhaust velocity. The subscript “opt” means that 

the corresponding relations are derived by maximizing 

the Hamiltonian. 

The obtained pitch angle program is as follows: 
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Considering the optimal control laws (the pitch an-

gle program and the optimal thrust function), the equa-

tions of the phase variables on the optimal trajectory 

take the form 
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Due to the maximum principle, the conjugate vari-

ables satisfy the system of differential equations 
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Consequently,  
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   (5) 

The corresponding boundary value problem of the 

maximum principle is as follows: find values of the 

conjugate vector components at the start point, λVr(t0), 

λVn(t0), λr(t0), λβ(t0), and λm(t0), and the transfer time tf 

(six unknowns in total) such that 
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In the second stage of the analysis, the start and 

end points of the spacecraft transfer trajectory are 

floating. To implement this requirement, we introduce 

the transversality conditions. 

 

1.4. The transversality conditions at the start and end 

points of the transfer trajectory 

The transversality condition expresses the perpen-

dicularity of the conjugate vector to all tangent vectors 

of the boundary manifold. 

If the phase variables at a boundary point (first, the 

start point) are a function of some chosen parameter 

(in the case under consideration, the true anomaly of 

the initial orbital point, 0 ), the tangent vector of the 

initial manifold has the components  
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Calculating the derivatives, we obtain the vector  

0 0 0 00

2

0 0

0 00 0

cos υ sin υ sin( ) ( ) ( )

(1 cos( ))

υ
, , , 1, 0 .

υ
e e p e

p p e

 
 
  

 

The optimality conditions for the start point on the 

initial orbit are given by the perpendicularity of the 

conjugate vector and this tangent vector. The perpen-

dicularity condition can be written as 
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Similarly, the optimality condition for the transfer 

end point (the optimality of the final angular distance) 

has the form 
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2. A DATA GRID TO FIND INITIAL APPROXIMATIONS  

The algorithm for further study (the trajectory de-

sign procedure) consists of four stages: 

 calculation of optimal intra-orbital transfer tra-

jectories with different parameters for the spacecraft 

with a chemical booster and a fixed thrust to identify 

and refine the ranges of initial approximations for typ-

ical problems. It produces a data grid for an exhaustive 

search over the initial values vector; 

 iterative integration to find the domains of 

convergence and reach an optimum of the variational 

problem; 

 determination of the optimum for each prob-

lem statement within the accepted ranges and its im-

plementation by calculating the final conditions resid-

uals. 

 analysis of the results obtained. 
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For the primary choice of the range of initial ap-

proximations, we solve an optimization problem with 

the following orbit data: 500-km perigee altitude and 

1500-km apogee altitude (the initial orbit), and 2000-

km perigee altitude and 10 000-km apogee altitude 

(the final orbit). For these data, the Bard method [2] 

yields the following initial approximations (with a fi-

nal spacecraft mass of 3203.788 kg): 

 
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 
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0

0

0
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. 

The aircraft transfer scheme after calculating the 

residuals is presented in the figure below. The nota-

tions are as follows: 1

1jrtt   is the transfer trajectory ob-

tained with integrating by the Runge–Kutta method of 

the fourth order with a variable step; 1

1jt  is the 

change in the polar angle 
1

t  on this trajectory. 

 
 

 

 
The optimal transfer scheme (choice of initial values). 

 

This solution is taken as a reference to form the 

range for each of the unknown variables. To determine 

such a range, we add the values for the left and right 

boundaries at the initial time instant; they are calculat-

ed so that, according to the generated initial data vec-

tors, the sizes of the domains of convergence will be 

sufficient to identify the relationships between the pa-

rameter values and the degree of convergence of the 

results. Note that the ranges should be not very large 

to reduce the risk of “overstepping” the possible solu-

tion during integration (to avoid critical steps). 

Thus, we choose the following ranges to find good 

approximations for the unknown variables at the initial 

time instant: 

0     0.079, ..., 0.058rV    , 

0λ   1  .291, ..., 1.431,nV   

0λ   1  .361,..., 1.491r  , 

0λ    0.3, ..., 0.7,m   

0     0.61, ..., 0.60405.     

Over 4 145 000 variations of the initial approxima-

tion vectors were checked for each of the five prob-

lems in the selected range to identify the relationships 

between the parameter values and convergence. 

The data grid (see Table 1) was loaded into Py-

thon. 

3. THE ITERATIVE ALGORITHM FOR SOLVING THE SET 

OF TYPICAL OPTIMIZATION PROBLEMS 

3.1. The iterative algorithm for solving the optimization 

problem 

The algorithm was implemented in MathCad in 

two stages as follows. 

The first stage is to find the preliminary domains 

of convergence areas by iterating parameter values 

(performing an exhaustive search) within the data grid. 

Note that the solution accuracy is set to 10
–3

. This 

moderate value reduces the risk of “overstepping” the 

potential solution and allows avoiding the multiply 

increasing number of vectors to be checked (in the 

case of four and more decimal places). In the second 

stage, we return to the required accuracy of 10
–14

 and 

refine the preliminary solution by calculating the re-

siduals. 

These stages are discussed in detail below. 
 

3.1.1. The first stage (preliminary solution) 

The first step of the algorithm is to enter the data 

and reduce them to a common dimensionless form. 

We select five sets of input parameters to demonstrate 

the algorithm: 

1. 400-km perigee altitude and 1400-km apogee al-

titude (the initial orbit), and 1900-km perigee altitude 

and 9900-km apogee altitude (the final orbit). 

2. 400-km perigee altitude and 1400-km apogee al-

titude (the initial orbit), and 2000-km perigee altitude 

and 10 000-km apogee altitude (the final orbit). 
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Table 1 

The data grid for the exhaustive search when integrating by the Runge–Kutta method of the fourth order 

Vr Vn R λVr λVn λr ʋ0 λm 

–0.0394875 1.05887075 0.942166729 –0.079 1.291 1.361 –0.61 0.3 

–0.0394875 1.05887075 0.942166729 –0.079 1.291 1.361 –0.61 0.4 

–0.0394875 1.05887075 0.942166729 –0.079 1.291 1.361 –0.61 0.5 

–0.0394875 1.05887075 0.942166729 –0.079 1.291 1.361 –0.61 0.6 

–0.0394875 1.05887075 0.942166729 –0.079 1.291 1.361 –0.61 0.7 

–0.0394677 1.05888457 0.942154435 –0.079 1.291 1.361 –0.6097 0.3 

–0.0394677 1.05888457 0.942154435 –0.079 1.291 1.361 –0.6097 0.4 

–0.0394677 1.05888457 0.942154435 –0.079 1.291 1.361 –0.6097 0.5 

–0.0394677 1.05888457 0.942154435 –0.079 1.291 1.361 –0.6097 0.6 

–0.0394677 1.05888457 0.942154435 –0.079 1.291 1.361 –0.6097 0.7 

–0.0394479 1.05889838 0.942142147 –0.079 1.291 1.361 –0.6093 0.3 

–0.0394479 1.05889838 0.942142147 –0.079 1.291 1.361 –0.6093 0.4 

–0.0394479 1.05889838 0.942142147 –0.079 1.291 1.361 –0.6093 0.5 

–0.0394479 1.05889838 0.942142147 –0.079 1.291 1.361 –0.6093 0.6 

–0.0394479 1.05889838 0.942142147 –0.079 1.291 1.361 –0.6093 0.7 

 

 

3. 400-km perigee altitude and 1400-km apogee al-

titude (the initial orbit), and 2100-km perigee altitude 

and 10 100-km apogee altitude (the final orbit). 

4. 500-km perigee altitude and 1500-km apogee al-

titude (the initial orbit), and 2000-km perigee altitude 

and 10 000-km apogee altitude (the final orbit). 

5. 600-km perigee altitude and 1600-km apogee al-

titude (the initial orbit), and 2000-km perigee altitude 

and 10 000-km apogee altitude (the final orbit). 

All varying characteristics are entered iteratively in 

a loop with a counter from 0 to 4 (five problem state-

ments). Due to a very significant load on the computa-

tional system (exhaustive search within the data grid 

and iterative calculations), we divided the program by 

stages into the following subprograms: 

 a program with preliminary calculations, 

which outputs the results in a separate Excel 

file; 

 a program with basic calculations in the loop; 

 a program that visualizes the results. 

The input data for the problem include: 

 the Earth’s gravitational parameter (398 600 
3

2

km

s
) and the Earth’s radius (6371 km); 

 the initial spacecraft mass (5000 kg), the thrust 

of the chemical rocket engine (5000 N), and its specif-

ic impulse (330 s∙g); 

 the perigee and apogee altitudes of the initial 

and final orbits as well as the angle between their ap-

sidal lines; 

 the elements of the initial and final orbits (the 

perigee radius rp  and the apogee radius ra , the semi-

major axis A , the energy constant h , the eccentricity 

e , and the focal parameter p );  

 the orbital equation, i.e., the length of the 

spacecraft radius vector as a function of the true 

anomaly: 

 
   

1 cos

p
r

e


  
. 

Next, the entered dimensional quantities are con-

verted to dimensionless form. Dimensionless quanti-

ties reduce the CPU load by replacing thousands of 

kilometers with the normalized values. Also, the num-

ber of input arguments is reduced. 

The mathematical model is the equations of the 

planar motion of the spacecraft. The orbital coordinate 

system is used to analyze the spacecraft velocity (the 

radial Vr and transversal Vn components). The space-

craft position is considered in the polar coordinate sys-

tem: the principal axis x is directed along the radius 

vector of the apsidal point of the initial orbit. In this 

case, r is the length of the radius vector and b is the 

polar angle. 

The angle   in the equations is the pitch angle of 

the spacecraft measured from the local horizon line. 

All variables in the system of differential equations 

under consideration are dimensionless. 

See Section 1, system (2), for the initial mathemat-

ical model. The final model based on the maximum 
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principle is represented by the system of ten first-order 

ordinary differential equations (4) and (5). 

Integration involves the Rkadapt tool of MathCad. 

The initial approximations for Rkadapt are found by 

exhaustive search within the data grid; see Section 2. 

The data grid is presented in Table 1. In this stage of 

calculations, the solution accuracy is set to 10
–3

.  

In the first stage, the preliminary check of the solu-

tions (insertion into the final orbit) is visual by the 

graphs of the results since the final conditions are not 

considered and the required accuracy is not observed. 

The algorithm fixes all sets of vectors without conver-

gence and distributes all solutions with convergence 

into three groups for further analysis:  

– insertion into the final orbit (for each case),  

– insertion into an orbit above the final one,  

– insertion into an orbit below the final one. 

Note that the final spacecraft mass on the orbit (the 

transfer optimality criterion) is calculated but not con-

sidered due to insufficient accuracy. 

Thus, the main result of the first stage is the set of 

initial value vectors ensuring insertion into the final 

orbit (for each specific case) and the sets of initial val-

ue vectors for further analysis. 

 

3.1.2. The second stage (optimal solution) 

In the second stage, the algorithm returns to the re-

quired accuracy 10
–14

 and operates the sets of candi-

date vectors (the ones ensuring insertion into the final 

orbit). 

To find the exact solution and then the optimum, 

we developed a program calculating the final condi-

tions residuals at a floating point of inserting into the 

final orbit. The program requires the transversality 

conditions derived in Section 2. 

The program outputs the vector of residuals, which 

is used to find an exact solution: equating their values 

to 0 allows obtaining the factual initial variables, the 

final transfer time, and the polar angle characterizing 

the transfer end point. 

In this stage, the spacecraft mass at the transfer end 

point is analyzed and the optimum (the solution of the 

problem) is identified. In addition, the effect of start 

point variations within the data grid on the final space-

craft mass (on the final orbit) is assessed. 

The result obtained within the data grid is the vec-

tors ensuring the optimal transfer between the orbits. 

For problem statements 1–5, they are combined in Ta-

ble 2. The notations are as follows: 
FT  is the transfer 

time; 
F  is the polar angle characterizing the transfer 

end point; 
Fm  is the spacecraft mass on the final orbit. 

Here, the subscript “1” indicates the parameters at the 

initial time instant with the best result by the final air-

craft mass criterion. 

Thus, the implemented approach improved the re-

sult for the “reference” problem (statement 4) by 365 g 

compared to the Bard method [2]. 

 

3.2. Analysis and discussion of the results 

Five typical problems were calculated in a loop. 

The domains of convergence were identified and the 

best solutions satisfying the optimality condition were 

obtained within the grid (the ones with the maximum 

aircraft mass on the final orbit). The risk of “overstep-

ping” the potentially optimal result was reduced using 

variable accuracy in different stages of the calcula-

tions. 

The results––the vectors of the desired variables 

for each case––were written in Excel tables using 

MathCad. They will be estimated and analyzed by sta-

tistical methods in a Python program. 

With the proposed approach to calculations and 

accuracy, the initial result for the “reference” problem 
was improved by 365 g without leaving the ranges for 

each value. 

 
Table 2 

The optimal transfer characteristics in problem statements 1–5 (analysis within the data grid) 

 
Characteristics  Statement 1 Statement 2 Statement 3 Statement 4 Statement 5 

1

0  –0.608528181266 –0.687262955509 –0.58694862445 –0.58063271537992 –0.67460422765 

1

r  V  –0.065265825615 –0.075257944004 –0.06564653582 –0.06466045327036 –0.06339073139 

1

n  V   1.3623340777782 1.3653869345017 1.364158466294 1.36474044140864 1.357648817782 

1
  r  1.4200011568480 1.4207257561587 1.421069918027 1.42243156356652 1.40764863211 

FT  6.7321648922778 7.0228415355241 12.30599404742 12.48386539989280 5.855669428846 

F  3.1311300732552 3.166796288751 5.127686975088 5.33807657900554 2.859452408788 

Fm  3227.339 kg 3182.552 kg 3181.12 kg 3204.153 kg 3247.748 kg 
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Thus, this paper demonstrates the effectiveness of 

exhaustive search within the data grid when refining 

and improving the initial result in optimal inter-orbital 

spacecraft transfer problems. This paper is the first 

(preliminary) stage of research aimed at identifying 

the mathematical relationships between the vector 

components ensuring convergence for typical prob-

lems. Calculations were carried out in parallelized 

programs in MathCad 15 and Python 3.9 mainly based 

on a Core i5 1035G1 processor. The total running time 

of the programs was 8 hours. 

CONCLUSIONS  

In this paper, we have studied and extended the ca-

pabilities of mathematical programming with applica-

tion to typical optimization problems (optimization of 

the spacecraft transfer trajectory between near-Earth 

elliptical orbits). In addition, we have demonstrated an 

effective approach to finding optimal initial approxi-

mations for the variational problem of inter-orbital 

spacecraft transfer optimization with the minimum 

mass flow criterion. 

The results are as follows: 

 Over 4 145 000 variations of the initial ap-

proximations were checked for each problem in 

MathCad and Python programs to identify relation-

ships between the parameter values and convergence. 

 The primary solution of the reference varia-

tional problem of inter-orbital spacecraft transfer op-

timization was improved within the considered ranges. 

 Five typical problems were iteratively solved 

in a loop in MathCad and their parameter sets were 

examined. 

The results of this study can be used to develop 

further and refine an algorithm for selecting optimal 

initial approximations for different optimization prob-

lems (including spacecraft trajectory optimization as a 

typical one). Expectedly, they will simplify the solu-

tion of such problems and will contribute to the re-

finement and development of the corresponding math-

ematical apparatus. 
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ON THE 110TH ANNIVERSARY OF ACADEMICIAN BORIS N. PETROV’S BIRTH 

 

March 11, 2023, marked 

the 110th anniversary of 

Academician Boris Niko-

laevich Petrov’s birth. He 
was an outstanding scientist 

and scientific organizer in the 

field of automatic control. 

B.N. Petrov’s R&D activities 

were closely connected with 

Trapeznikov Institute of Con-

trol Sciences (the USSR, then 

Russian, Academy of Sci-

ences; before 1969, the Insti-

tute of Automation and Re-

mote Control, the USSR 

Academy of Sciences), 

where he rose from the engi-

neer to the world-renowned 

scientist. From 1947 to 1951, 

he was Director of the Insti-

tute. 

Boris Nikolaevich was 

remarkable for his encyclo-

pedic knowledge and wide 

range of research interests. 

Actively working in the gen-

eral theory of automatic control, he always selected 

the most relevant problems. 

He developed the structural transformation method 

for the block diagrams (schemes) of automatic systems 

and a corresponding mathematical apparatus, the alge-

bra of structural transformations. B.N. Petrov is a 

founder of the theory of invariant control systems. His 

multifaceted investigations on invariance theory re-

sulted in new principles and structures for various 

types of combined systems. 

In 1957, Boris Nikolaevich led the research in the 

theory, design, and development of searchless self-

adaptive systems (adaptive systems with a model). 

Under his guidance and participation, adaptive control 

systems for several classes of rockets by Chief De-

signer I.S. Seleznev were designed and developed, for 

the first time in the USSR.  

B.N. Petrov’s studies of nonstationary (time-

varying) and multivariate systems, as well as his con-

tributions to sensitivity theory 

and control algorithm design 

as an inverse dynamics prob-

lem, are widely known. 

Boris Nikolayevich was a 

talented teacher. He began tu-

toring at Ordzhonikidze Mos-

cow Aviation Institute in 1944 

by creating a new course of 

lectures on the automation of 

motors and propellers. The 

significance of that course 

went beyond the technical nar-

rative: in his lectures, B.N. 

Petrov delivered to the stu-

dents the most important and 

recent results in the theory of 

automatic control of those 

years.  

In 1954, the Institute was 

entrusted by a government de-

cree to lead R&D works on a 

propulsion control system for 

the intercontinental ballistic 

missile developed by S.P. 

Korolev. Boris Nikolaevich 

took responsibility for the ideology of a fundamentally 

new class of systems––terminal fuel control systems 

for liquid-propellant engines––that significantly in-

creased the rocket’s power output by sharply reducing 
the guaranteed fuel reserves. 

The development of thrust control systems for liq-

uid-propellant engines and the synchronization of tank 

emptying for complex-architecture rockets were acute 

problems. They were accompanied by many challeng-

es on the pathway of creating fundamentally new sys-

tems that started from scratch, without any back-

ground history, prototype systems, and literature 

sources. 

The results of R&D works by B.N. Petrov and the 

Institute’s employees during collaboration with acad-

emician S.P. Korolev, OKB-1 Chief Designer, and 

other outstanding Soviet scientists and engineers in the 

field of space rocket technology contributed signifi-

cantly to developing onboard control systems of 
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launch vehicles, particularly the launch of the first arti-

ficial Earth satellite and Yu.A. Gagarin’s pioneering 
space flight. 

The results obtained by Boris Nikolayevich and his 

team were of a fundamental character. The control 

systems on their basis became an integral part of all 

large liquid-propellant rockets developed by chief de-

signers S.P. Korolev, M.K. Yangel, V.N. Chelomey, 

and V.F. Utkin. 

B.N. Petrov’s ideas were further refined and ap-

plied in modern R&D works of the Institute in the 

field of rocket and space technology. They were em-

bodied in terminal control systems for a new genera-

tion of launch vehicles and upper stages for space and 

defense applications (modernized Soyuz-2, the Angara 

family, Sarmat, Soyuz-5, Amur, and oxygen-hydrogen 

heavy-class upper stages (KVTK)). 

Since 1956, an important area of B.N. Petrov’s 

work was the theory and control systems for artificial 

Earth satellites. Boris Nikolayevich participated in the 

following activities: creating pre-damping systems for 

gravitationally stabilized Earth satellites, control sys-

tems for communication satellites and direct TV 

broadcasting satellites in the geostationary orbit, and 

several multi-seat manned orbital aircraft; developing 

automatic stations; injecting the world’s first artificial 

moon satellite into a near-moon orbit. 

In the last years of his life, B.N. Petrov headed the 

Intercosmos Council of the USSR Academy of Sci-

ences. He was in charge of the successful development 

and implementation of major international space pro-

grams. Among them, note the Soyuz-Apollo project 

involving researchers, engineers, and designers from 

the USSR and the USA. Petrov personally contributed 

to solving numerous organizational, scientific, and 

technical problems of the project. 

Under Boris Nikolaevich’s guidance, large profes-

sional teams grew up. His scientific school successful-

ly develops topical problems of modern control theo-

ry.  

B.N. Petrov wrote about 200 journalistic and popu-

lar science articles on major scientific problems in au-

tomation, computer engineering, experiment automa-

tion, and program management of space research. He 

supported everything new and promising in science 

and repeatedly emphasized the importance of develop-

ing a mathematical or abstract systems theory. As he 

said, this theory extends the horizons of control sci-

ence. 

Boris Nikolaevich was not only a great researcher 

but also an outstanding scientific organizer. In 1953, 

he was elected Corresponding Member of the USSR 

Academy of Sciences; in 1960, Academician of the 

Academy. Since 1963, B.N. Petrov was the Academi-

cian-Secretary of the Department of Mechanical Engi-

neering and Control Processes (the USSR Academy of 

Sciences); in 1979, he was elected Vice-President of 

the USSR Academy of Sciences.  

B.N. Petrov was entitled the Hero of Socialist La-

bor. He was awarded the Order of Lenin (5 times), the 

Order of the October Revolution, the Labor Red Ban-

ner Order, the Red Star Order, as well as the USSR 

Lenin and State Prizes. 

Boris Nikolaevich’s activities were widely recog-

nized in other countries. He was Full Member of the 

International Academy of Astronautics and Foreign 

Member of the Czechoslovak, Hungarian, Bulgarian, 

and Polish Academies of Sciences. Moreover, he was 

awarded several foreign orders and the Gold Medal of 

the French National Center for Space Research. 

In August 1980, an untimely death took B.N. Pe-

trov away, full of creative energy. In November 1980, 

the Government issued a decree on perpetuating his 

memory. The Presidium of the USSR Academy of 

Sciences established the Petrov Gold Medal (since 

1993, the Petrov Prize), awarded for outstanding re-

search in the theory and systems of automatic control 

and experimental research in space exploration.  

The name of Boris Nikolaevich Petrov will forever 

remain in the annals of the national science of control 

and astronautics. 
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