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Abstract. This paper considers the technical condition monitoring problem for the components of 

an onboard equipment complex to perform its real-time reconfiguration. The idea is to use at least 

three levels of monitoring systems: the nearest perspective, only traditional built-in control (BiC) 

to detect faults; the next level, BiC together with auxiliary means to increase the fidelity of tech-

nical diagnosis, including mutual cross-pair monitoring; the distant perspective, logical pro-

cessing algorithms for system observations as a whole based on the normalized rules of failure 

mode and effects analysis (FMEA) of aircraft equipment. Mathematically, the pair monitoring of 

component conditions consists in forming the so-called preference matrices; their values and spe-

cial tables are used to determine the condition of diagnosed objects with high reliability and, 

moreover, to evaluate possible errors of diagnostic tools. For third-level methods, an action se-

quence is proposed as follows: the reverse and direct logical models reproducing the dependen-

cies of faulty states based on FMEA results are alternatively initiated. An updated methodology 

for handling triplex logical models is proposed. The main advantages of logical models––
significant simplicity and universality––ensure their effectiveness in a wide range of dynamic 

systems of varying complexity. A methodological example illustrates the application of logical 

triplex models. 
 

Keywords: onboard equipment complex, technical monitoring, logical pair monitoring, logical triplex mod-

els, analysis of functional failures, redundancy management.  
 

 

 

INTRODUCTION  

The creation of redundant reconfigurable onboard 

equipment complexes (OECs) for mobile objects is a 

non-alternative way to achieve the maximum possible 

reliability of these complexes under the limited relia-

bility of the components used and a wide range of ex-

ternal factors. According to the paper [1], the concept 

of Active Fault-Tolerant Control Systems (AFTCS) 

implies the joint operation of at least three subsystems 

as follows. The first subsystem is the reconfigurable or 

adaptable part of the equipment (Reconfigurable Con-

trol System, RCS; in our case, the equipment of the 

complex); the second subsystem detects (monitors) 

and diagnoses faults of this complex (Fault Detection 

and Diagnosis, FDD); the third subsystem implements 

the so-called Reconfiguration Mechanism (RM).  

Reconfigurability means that an OEC has the 

properties to purposefully change its parametric and 

structural characteristics in real time. 

By definition, redundancy management is assigned 

to the second and third subsystems mentioned above.  

Historically, research works on monitoring, diag-

nosis, and reconfiguration of technical systems have 

been isolated from each other. On the one hand, the 

known solutions in the field of monitoring and diagno-

sis [2–9] are not related to the subsequent use of their 

results in real time. On the other hand, the reconfigura-

tion approaches proposed in [10–14] proceed from 

monitoring results as a given. This situation has obvi-

http://doi.org/10.25728/cs.2023.5.7
mailto:v_bukov@mail.ru
mailto:bronnikov_a_m@mail.ru
mailto:vorobiev@niiao.ru,
mailto:saga30@yandex.ru
mailto:vshurman@rpkb.ru


 

 
 

 

 
 

76 CONTROL SCIENCES  No. 5 ● 2023 

CONTROL OF TECHNICAL SYSTEMS AND INDUSTRIAL PROCESSES 

ous disadvantages since the following questions re-

main open: What is the actual necessity of real-time 

diagnosis? What are the mutual requirements of diag-

nosis and reconfiguration? How can their interaction 

be systematically analyzed?  

Nevertheless, separate solutions of monitoring, di-

agnosis, and reconfiguration problems have been pre-

vailing in the scientific literature and practice so far. 

This paper is devoted to the technical condition 

(operability) monitoring problem for the components 

of a reconfigurable complex within the redundancy 

management approach based on the supervisory con-

figuration control method [15]. Here, we consider a 

broader problem statement: the readiness monitoring 

of an OEC, which covers (along with operability) the 

completion of all real-time preparations of OEC com-

ponents for the intended use. 

1. THE FUNCTIONS AND GENERATIONS OF MONITORING 

MEANS 

In the emerging applied theory of redundancy 

management [15], monitoring means have to deter-

mine, for each available (hardware or software) com-

ponent, its availability index (AI) and functional effi-

ciency (FEI) for use in periodic arbitration of configu-

rations. 

By assumption, monitoring is performed in three 

main steps as follows: 

 data acquisition from components (either by 

sending special requests or intercepting data transla-

tion implemented by components independently); 

 data processing, including initial mathematical

treatment, if they come from several sources and be-

long to one component, and preparation of the results 

(generation of AI and FEI) for transmission;  

 transfer of the results (AI and FEI) to the redun-

dancy management level by supervisor requests or by 

translation over a shared local area network. 

As the theory and applications evolve [15], differ-

ent monitoring methods in terms of principles and al-

gorithms can be used; they form three main levels 

summarized in Table 1. 

The first monitoring level is basic and involves on-

ly the existing built-in control (BiC) or new means 

created by component developers. The effect is to en-

sure equipment control in accordance with industry 

regulations determining the depth and quality of con-

trol procedures [16, 17]. 

Along with the existing BiC, the second level in-

volves effective algorithmic solutions with mutual 

control of redundant components having BiC, e.g., 

logical pair monitoring (LPM) procedures [18]. The 

corresponding implementation is possible in onboard 

automated control systems (OACSs) and onboard 

maintenance systems (OMSs) [17]. 

In the case of heterogeneous
1
 objects and their 

BiCs, it is possible to assess the operability of the 

functional part of the components and BiC with max-

imum reliability. 

The third level involves more complex (most im-

portantly, independent of BiC) algorithms and moni-

toring strategies based on the analysis of processes in 

the “object + OEC” system using various concepts and 

models, including state forecasting. In particular, the 

matter concerns logical models based on the so-called 

directed triplex graphs [19]. 

 
Table 1 

Development of monitoring methods for redundant OECs 

No. Level Means Toolkit Effect 

1 Basic Traditional BiC  Autonomous monitoring Ensuring equipment control  

in accordance with industry regulations 

2 Next-

generation 

Integration  

with OACSs,  

use of LPM 

Integration into the architecture 

of  

existing (currently developed) 

OACSs (OMSs) 

More comprehensive and complementary  

equipment control based on various  

engineering and algorithmic solutions 

3 Next-

generation 

Independent mon-

itoring algorithms 

Application of more sophisticated 

monitoring algorithms and 

strategies 

 (logical models, state  

forecasting) 

The qualitatively new level and high  

fidelity of control, multiple fault  

detection and diagnosis 

 

________________________________ 
1 Nodes of the same purpose are created by different developers and (or) are based on different engineering solutions. 
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2. MONITORING BASED ON BUILT-IN CONTROL 

BiC is a set of hardware or software components 

introduced into systems, their parts, or functional as-

semblies (FAs). As a rule, they do not participate in 

the work of functional modules (FMs) of the system or 

its FAs on purpose but collect and summarize various 

data that objectively reflect the operability of these 

modules in the developer’s opinion. 

There are two significantly different organizational 

approaches to the operation of BiC:  

– test control of equipment operability, which re-

quires a temporary “withdrawal” of the controlled ob-

ject from its intended-purpose operation; 

– functional control, which is performed during the 

intended-purpose operation of the controlled object. 

Functional control is generally implemented based 

on two main principles as follows: 

 Use of different voting schemes. Here, a common 

solution is the so-called quorum elements (QEs), 

which identify faulty modules by the processing of 

voting results of several connected FMs. The operabil-

ity of an FM is judged by a significant deviation of its 

output from those of same-type modules (the largest 

deviation or that exceeding a given threshold) [20]. 

The main features of the quorum-based method in-

clude: 

– the assumption that the technical state of an FM 

remains unchanged within each cycle; 

– the assumption that a QE is operable (never 

fails); 

– applicability to three or more FMs (in the case of 

two FMs, a pair of FMs becomes the controlled object, 

not each FM separately); 

– the assumption that within the voting rules 

(equal, weighted, with discriminations, etc.), the oper-

able FMs within each cycle dominate over the faulty 

ones and the latter can be disconnected; 

– a common data flow for all FMs. 

A peculiar form of voting is widely implemented 

in the so-called self-checking systems [9]: a set of 

same-type modules subjected to identical input actions 

is divided into pairs, and the outputs within each pair 

are compared with each other. A pair with matching 

outputs is considered to be operable; otherwise, both 

modules of the pair are considered to be inoperable. 

 Use of fidelity rules. Depending on particular 

conditions and solutions, such rules can be as follows: 

comparing with reference models, detecting violations 

of given time and (or) parametric intervals (control by 

parameter tolerance [20]), checking logical and other 

relations, calculating different-order invariants, etc. 

The main features of the method of fidelity rules 

include the following:  

– Within each cycle, the operability of an FM does 

not change. 

– By assumption, an element implementing fidelity 

rules is operable. (If there is a reference model, it is 

operable.) 

– This method is applicable to any number of FMs. 

– By assumption, the input and output data contain 

sufficient information. 

– Each FM has a separate data flow. 

The technical condition of computing units in the 

OEC central computing system is monitored by com-

bining the methods described above. 

In accordance with the ARINC 653 standard, a 

health monitor is a system function responsible for 

monitoring and reporting errors in the operation of 

hardware means, application software, and the operat-

ing system. The information about the technical condi-

tion of the computer during normal operation is finally 

collected by operating system kernel mechanisms and 

(or) a special section of system software.  

The resulting information of the health monitor is 

transmitted to the OMS and communication channels 

with ground facilities or is processed by the operating 

system. This information is generated from the follow-

ing input data:  

 the results of built-in control tests, which check 

equipment operability in the background mode during 

specially allocated time intervals; 

 the output data of event handlers; an event is a 

“special case” detected by hardware means when exe-

cuting functional applications, usually a programming 

error detected or a protocol violation during data re-

ception in the input channels of an external interface; 

 the information of functional applications about 

errors and incorrect input or output data.  

The recent direction [21] stands somewhat apart. It 

can be called FM monitoring based on operational da-

ta. By assumption, a special element (chip) is structur-

ally and functionally connected directly to an FM to 

gather and accumulate data on the conditions of its use 

and storage. Such a chip stores different parameters 

(FM data) and sends them to the monitoring module, 

in particular:  

– passport information,  

– test results at different stages of the life cycle, 

– statistics of operation indicators and characteris-

tics (estimates of the achieved accuracy, remaining 

life, energy indicators, etc.), 

– statistics of external impacts during intended use, 

storage, and routine maintenance. 
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The monitoring module is responsible for analyz-

ing the incoming data and judging about FM operabil-

ity based on the analysis results. 

Thus, we summarize the common features (limita-

tions) of BiC with different degrees of occurrence: 

 weak
2
 assumptions about the unchanged opera-

bility of the controlled devices within the monitoring 

cycle; 

 strong
3
 assumptions about the operability of con-

trol systems or their major devices; 

 the requirement on a minimum admissible or 

large number of FMs (in the case of quorum or majori-

ty control); 

 the requirement that operable FMs dominate over 

inoperable FMs; 

 the fast disconnection of faulty FMs; 

 the requirement on sufficient informativeness for 

all processes in FMs. 

The main advantage of using BiC (in the current 

form) to monitor the components of a redundant OEC 

is the well-established technologies of their creation 

and application in practice. 

Analytical monitoring and diagnosis methods [5–
7] are being intensively developed. They further refine 

the concept of fidelity rules and are based on theoreti-

cal patterns and peculiarities in the operation of dy-

namic systems. 

3. USE OF LOGICAL PAIR MONITORING 

A common drawback of using BiC is the forced 

trust in these diagnosis means, i.e., the a priori as-

sumption of their infallibility [22–24]. According to 

the studies [15], without considering the inevitable 

limited capabilities of control (monitoring) means, 

factual fault tolerance can be significantly inferior to 

expectations. 

One remedy is logical pair monitoring (LPM) pro-

cedures [18]: both autonomous monitoring and mutual 

cross-monitoring are performed for two FMs of the 

same functional purpose. By assumption, all structur-

ally isolated functional assemblies “FM + BiC,” com-

parable in purpose and operation principles, are de-

signed so that the BiC of each assembly can access the 

FM of any other assembly
4
 (Fig. 1). 

This figure has the following notations:   is the 

current time (monitoring cycle number); v  is input 

                                                           
2 This assumption is not crucial in practice. 
3 This assumption significantly narrows the applicability of the 
approach. 
4 The complete adoption of such an idea may cause significant 

difficulties. As a compromise solution, limited access may be im-

plemented at the developer’s discretion.  

data; y  is output data; p  is controlled parameters 

(possibly, they include v  and y ); 
i j

s

  is the opera-

bility assessment of the i th FM (FMi) generated by 

the j th BiC (BiCj). Binary operability assessments 

(1––“operable” and 0––“inoperable”) form an indica-

tor matrix (IM). 

Monitoring is performed under several assump-

tions: 

 Same-type data flows through different FAs are 

not connected with each other (the functional autono-

my of FAs). 

 Each functional node “FM + BiC” is implement-

ed on a technological base and supported by infra-

structural means independently of the base and means 

of other FAs (the technical heterogeneity of FAs). 

 FMs may be independently operable or inopera-

ble (the independence of FM operability). 

 Only one element in a pair of BiC can have a 

simple error, i.e., a false assessment of “operable” or 

“inoperable” (the error-free operation of at least one 

BiC). 

 The monitoring process is divided into cycles 

within which FM operability and the errors of BiC are 

unchanged (the stationary operability of FAs). 

Under these assumptions, the full group of differ-

ent IM values makes up 13 matrices uniquely related 

to the operable or inoperable state of both FAs; for 

details, see [18]. In accordance with the LPM indicator 

rule [18] (Table 2 below), each IM value unambigu-

ously determines the technical condition of both each 

FM and each BiC. The only exception is the IM value 

ind

τ
1 1

1 1
S

 
  
  

, 

which describes the operability of both FMs or the 

inoperability of one BiC in the form of a false assess-

ment of “operable.” But this ambiguity does not con-

cern FM operability; in the part of BiC, it can be con-

sidered by design solutions. 

Also, the publication [25] presented a more com-

plicated version of LPM with the possible presence of 

the so-called gray zone. This zone appears when some 

part of BiC participating in monitoring cannot be sepa-

rated from the FM in terms of data passage. In this 

case, to implement LPM, BiC has to be dissected 

along the boundary between the grey zone and the 

analytical segment. As a result, the indicator rule is 

modified and, generally, the efficiency of monitoring 

is reduced: the operability of the grey zone becomes 

indistinguishable from that of the FM, and error identi-

fication refers to the analytical segment only. 
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Fig. 1. The schematic diagram of functional assemblies for LPM. 

 

Table 2 

IM values obtained by LPM 

Inoperable FM 

Errors in BiC 

Errors in BiC1 Errors in BiC2 
No errors  

False “1” False “0” False “1” False “0” 

Inoperable 

FM1 

1 0

1 1

 
 
  

 
0 0

0 1

 
 
  

 
0 1

1 1

 
 
  

 
0 0

1 0

 
 
  

 
0 0

1 1

 
 
  

 

Inoperable 

FM2 

1 1

1 0

 
 
  

 
0 1

0 0

 
 
  

 
1 1

0 1

 
 
  

 
1 0

0 0

 
 
  

 
1 1

0 0

 
 
  

 

Both operable –  
0 1

0 1

 
 
  

 – 
1 0

1 0

 
 
  

 
1 1

1 1

 
 
  

 

 
 

4. DIRECT AND REVERSE LOGICAL MODELS 

The publications [20, 26] introduced a logical 

models-based approach to operability control of tech-

nical systems. When applied to the monitoring of 

components in a complex with managed redundancy, 

this approach is as follows. 

According to [27], the OEC designer performs 

failure mode and effects analysis (FMEA) of aircraft 

equipment. Such failures include completely terminat-

ed operation, loss of capability to meet the require-

ments, intermittent operation, unnecessary operation, 

etc. The assessment results are a list of typical equip-

ment failures causing functional faults, including the 

description of their relationships and consequences. In 

most cases, failure consequences are divided into local 

(i.e., characteristic of the component itself), those of 

the next higher level, and those at the highest level 

(the entire system, e.g., an aircraft). It is necessary to 

identify failure consequences at the highest level for 

comparing the criticality of failures of all components 

included in the OEC. Usually, FMEA results are pre-

sented in the form of tables of possible failures and 

their consequences. 

FMEA may be not comprehensive, i.e., may be 

performed partially considering the criticality of fail-

ures of different parts of the systems. 

This approach implies passing from descriptive 

(qualitative) FMEA results to the construction of two 

types of formalized logical failure propagation models 

for the object of diagnosis with triplex variables: 0––
“no failure or its impact,” 1––“failure or its impact 

exists,” and &––“indefinite state.” 

The original methodology of building and using 

triplex models was described in [20, 26]. It has a low 

level of formalization (a system of decision rules), 

which creates difficulties in practice. Below we pro-

pose a deeper approach largely devoid of this draw-

back. 

The idea is to model failure impact propagation 

(from causes to manifestations) in an OEC using a 

logical network containing generalized elements with 
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the following logical operators: ORi (an analog of dis-

junction) or ANDi (an analog of conjunction) at the 

input and ORo or ANDo at the output; see Fig. 2. In 

this case, the element’s state 
id

x  is given by the values 

of triplex variables at its inputs, 
in

j
x , in accordance 

with causal relation formulas: 1 2

in in id
x x x   for the 

ORi operator or 1 2

in in id
x x x   for the ANDi operator. 

It also determines the value of such variables at the 

outputs: 1 2

id out out
x x x   for the ORo operator or 

1 2

id out out
x x x   for the ANDo operator. 

 

 

 
Fig. 2. An element of the logical network (failure impact propagation 

models for OEC). 

 

The ORo operator must be provided with a de-

scription of output switching conditions (by an exter-

nal impact, by definite characteristics of the logical 

network state, etc.). 

Note an important aspect: when constructing the 

logical network by the artificial division of the models 

of real devices, each network element must be as-

signed at most one input and at most one output opera-

tor. 

Note that the arithmetic of such triplex variables is 

not conventional, and each causal transition between 

the elements of the proposed logical network (the di-

rect logical model) is performed according to the rules 

summarized in Table 3. The additional symbol  , 

also called an operator, denotes the absence of an al-

ternative. 

For example, the formulas in cells 1-2 (row 1, col-

umn 2) and 1-4 of Table 3 should be interpreted as 

follows: the presence of at least one signal 
in

1j
x   

(failure impact) at the inputs of a logical network ele-

ment with the ORi logic brings this element to the 

state 
id

1x   (it is prone to failure impact). This corre-

sponds to failure state evolution in non-redundant 

functional devices of the OEC. The cells of row 2, on 

the other hand, are associated with the ANDi logic, 

characteristic of redundant devices.  

The cells highlighted in yellow in Table 3 describe 

the propagation of the indefiniteness & over the triplex 

logical network. The remaining cells reflect the unam-

biguous development of the situation: the propagation 

(1) or non-propagation (0) of failure impact. 

The process of analyzing system failures is associ-

ated with the reverse logic that determines transitions 

from failure manifestations to their causes. The corre-

sponding transitions (the reverse logical model, the 

left “effect-to-cause” arrows) , 

1 2

in in id
x x x  , and 1 2

id out out
x x x   are presented in 

Table 4. For example, the formula in cell 2-1 of this 

table is interpreted as follows: the state 
id

1x   of an 

element with the ANDi operator was a consequence of 

the simultaneous presence of 1 at its inputs. 

Reverse logic is used to judge about the input giv-

en a known output. For operators at the input, it is re-

quired to determine possible combinations at the input 

of a logical network element by its state; for operators 

at the output, it is required to determine the state of a 

logical network element by the combination at the 

output.
 

Table 3 

Direct logic arithmetic 

Operators 

and row 

numbers 

Column numbers and formulas 

1 2 3 4 5 6 7 8 9 

ORi 1 1 + 1 → 1 1 + 0 → 1 1 + & → 1 0 + 1 → 1 0 + 0 → 0 0 + & → & & + 1 → 1 & + 0 → & & + & → & 

ANDi 2 1 × 1 → 1 1 × 0 → 0 1 × & → & 0 × 1 → 0 0 × 0 → 0 0 × & → 0 & × 1 → & & × 0 → 0 & × & → & 

ORo 3 - 1 → 1 + 0 - 1 → 0 + 1 0 → 0 + 0 & → 0 + & - & → & + 0 - 

ANDo 4 1 → 1 × 1 0 → 0 × 0 & → & × & 

  5 1 → 1 0 → 0 & → & 

 

1 2

in in id
x x x 
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Table 4 

Reverse logic arithmetic 

Operators  

and row 

numbers 

Column numbers and formulas 

1 2 3 

rORi 1 0 + 0 ← 0 
(1 + 1 ← 1 or 1 + 0 ← 1 or 0 + 1 ← 1 or)* 1 + & ← 1 or & 

+ 1 ← 1 

0 + & ← & or & + 0 ← & or  

& + & ← & 

rAN

Di 
2 1 × 1 ← 1 

(0 × 0 ← 0 or 1 × 0 ← 0 or 0 × 1 ← 0 or)* 0 × & ← 0 or & 

× 0 ← 0 

1 × & ← & or & × 1 ← & or  

& × & ← & 

rORo 3 0 ← 0 + 0 
1 ← 1 + 1 or 1 ← 1 + 0 or 1 ← 0 + 1 or 1 ← 1 + & or 1 ← 

& + 1 

& ← 0 + & or & ← & + 0 or  

& ← & + & 

rAN

Do 
4 1 ← 1 × 1 

0 ← 1 × 0 or 0 ← 0 × 1 or 0 ← 0 × 0 or 0 ← & × 0 or 0 ← 
0 × & 

& ← 1 × & or & ← & × 1 or  

& ← & × & 

  5 1 ← 1 0 ← 0 & ← & 

 

* If “indefinite” is conceptually identified with “any,” then the formulas in brackets should be ignored.  

 

The formulas in Table 4 can be justified using the 

following explanations for row 4: 

a) If a combination of 1 and 1 is detected at the 

outputs of a logical network element (both are prone to 

failure impact), then due to the logic of the AND oper-

ator, this element is prone to failure impact. 

b) If a combination of 1 and 0 is detected at the 

outputs of a logical network element (one output is 

prone to failure impact, whereas the other is not), then 

this element is resistive to failure impact, and the fail-

ure has occurred in the chain of elements following the 

output with a value of 1. 

c) If a combination of 0 and 1 is detected, then the 

result is the same as in item b). 

d) If a combination of 0 and 0 is detected, then the 

element is resistive to failure impact. 

e) If a combination of & and 0 is detected, then the 

element is resistive to failure impact for any value of 

& (see item a) or c)). 

f) If a combination of 0 and & is detected, then the 

result is the same as in item e). 

g) If a combination of & and & is detected, then the 

element has the indefinite state. 

h) If a combination of & and 1 is detected, then the 

element has the indefinite state since the element is 

resistive to failure impact for & = 0 (by item b)) but is 

prone to failure impact for & = 1 (by item f)). 

i) If a combination of 1 and & is detected, then the 

result is the same as in item h). 

In Table 4, the cells generating ambiguity are high-

lighted in yellow; it is therefore required to analyze in 

parallel each of the possible variants. For example, 

according to the formulas in cell 1-2 (analysis of rORi, 

i.e., the ORi operator in the reverse direction), the state 

id
1x   may be a consequence of signal indefiniteness 

at any input, even though the other input may be resis-

tive to failure impact. Bold boxes indicate cells with 

different combinations of output signals corresponding 

to the same element state. For example, according to 

cell 3-2, an element with the ORo operator is prone to 

failure impact if any of its outputs has this property. 

The formulas of Tables 3 and 4 can be obviously 

extended to the cases of three or more inputs and out-

puts. 

5. FORMULAS OF TRIPLEX MODELS 

The direct analysis of the logical network is to 

model cycle-to-cycle failure impact propagation 

among elements. The corresponding relations of state 

dynamics and output have the form 

1 init
DM , EM ,

1, 2, ...,
k k k k

X X X Y X

k

     


   (1) 

with the following notations: 
k

X  is the n-dimensional 

vector of OEC component failures at calculation cycle 

k  with values 1, 0, or &, assigned to each logical 

network element; 
init

X  is the initial state of the vector 

k
X ; DM is the direct dependency matrix, filled with 

unities and empty elements
5
  according to FMEA 

results; EM is the exit matrix, which highlights the 

elements of the OEC model with directly observed 

failures (is filled with zeros and unities); 
k

Y  is the m-

                                                           
5 Not a zero value (no failure), but an indication of being eliminat-

ed from consideration. 
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Here, the notation 
4

ORo)
k

x
.
(  refers to cycle k  

and is interpreted as follows: according to the switch-

ing rule at the output of element 4 (Fig. 3), the current 

value 
4 k

x
.

 is considered in either the first 
1 1k

x ,( )  or 

second 
2 1k

x ,( )  row of (6) only. The alternative to the 

value 
4 k

x
.

 is 0. 

With 
1 k

x 
.
& , 

2 init
1x 

.
, and 

4
1

k
x 
.

, the row 

for 
2 1k

x .  gives 

 

for ORo

4 1
x x , 

2 1

0  (3/2-6)

1  (3/1-4)

1 1
k

x     0
.

(& ) ;  

 

for ORo

4 2
x x , 

2 1

&  (3/2-7)

1  (3/1-7)

1 1
k

x     1
.

(& ) . 

 

Hereinafter, the subscripts in brackets indicate the cell 

address: table/row-column. 

In the reverse logical failure cause analysis model 

(3), the operation   is interpreted as follows. Sequen-

tial composition is performed for the elements τ.ˆj
x  of 

the column matrix τX̂  with the elements rDM
i j.

 for 

each i . The element rDM
i j.

 = 1 corresponds to using 

the triplex value of the variable τ.ˆj
x  whereas rDM

i j.
 

=  to ignoring the latter (but according to other 

rules). An operator associated with a column of the 

matrix rDM prescribes the type of formulas from Ta-

ble 4. An operator associated with a row of the matrix 

DM prescribes combining the elements of this row and 

preliminary actions with the triplex variable as fol-

lows: the operators   and rANDo prescribe no ac-

tions; the operator rORo prescribes introducing the 

distinction of the variables τ.jx  used in this column 

according to the switching conditions in the logical 

network.  

The actions with rDM are explained by the follow-

ing generalized notation, valid for any element rDM
ij

: 

  rOPo
1

rOPi

rOPo rOPi rOPo. table 4

ˆ ˆ1

ˆ(? ? ) ,

i jij

j

x x

x

 



      

    

    (7) 

where rOPi  outside square brackets denotes the oper-

ators rORi , rANDi , and   at the input of the ele-

ment, and rOPo  outside square brackets denotes the 

operators rORo , rANDo , and   at the output of the 

element. Inside square brackets, these notations repre-

sent the corresponding operations: + (in the case of 

OR),   (in the case of AND), or no operations (in the 

case of  ). Question marks indicate the values 1, 0, 

or & read from Table 4 for particular rOPi  and 
j

x̂ . 

For example, the expression (8) is equivalent to 

formula (5). Here, the notations 
1

rORo)τx
.
(  and 

2
rORo)τx

.
(  are interpreted as follows: according to the 

switching rule at the output of element 4 (Fig. 3), ei-

ther the value  1 τx
,
ˆ  or the value 

2 τ,ˆ( )x  is used in the 

line for 
4 τ 1.x̂  . The alternative is the value 0. 

The ambiguities in formula (8) are resolved by 

harmonizing the logical formulas or require additional 

investigation of the variants. 

 

 

1 2 3 5

2 3

3 4

4 1 2

5 51

1

0

0

rORo) rORo) 0

0

τ τ τ

τ

τ k

τ τ

ττ

x x x x

x x

x x y

x x x

x x


            
     

      
       
     

          
     
     

. . .

.

.

. .

.

ˆ ˆ ˆ ˆ? ? ? ?

ˆ ˆ? ?

ˆ ˆ

ˆ ˆ ˆ( ? ? (

ˆ ˆ

.          (8)  
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With 
2 τ 1
.

x̂  , 
3 τ 0
.

x̂  , and 1
k

y  , the row for 

1 τ 1.x̂   gives 

1 τ 1
1 4 2 1 0 4 1 1

0 4 4 2

1 4 3 2

1 1 1 0 0 0 1 1
.

( / ) ( / )

( / )

( / )

x̂ 
 





        , 

which agrees with the direct analysis of the graph in 

Fig. 3. 

7. THE GENERAL LOGIC OF USING TRIPLEX MODELS 

The failures of OEC components during their op-

eration are diagnosed as follows. The proposed ap-

proach is based on the assumption that any technical  

system (the object of diagnosis) contains three groups 

of parts. 

The first group includes various OEC components 

(hardware and software) whose failures are significant 

(critical) and are covered by FMEA. 

Communication channels can be either physical 

(wired or wireless communication between compo-

nents) or virtual (routed digital communication). 

The third group includes OEC components to iden-

tify (observe) the correctness or incorrectness of OEC 

operation directly. As a rule, the final effects of func-

tional failures are manifested in such components. 

The three groups of components are characterized 

in Table 5.  

The proposed approach is to use the direct and re-

verse logical models alternately and repeatedly. It has 

the following features: 

 

Table 5 

The capabilities and features of logical models  

Characterization 

The group of system parts 

System components  

where failures may occur 

Links between components 

(the propagation channels of 

failure impacts) 

The locations of failure mani-

festations (the devices whose 

behavior can be observed to 

detect the occurrence of     

failures) 

Features regarding the 

occurrence and manifesta-

tion of failures 

Failures can be in any of the 

components analyzed. 

The links can be arbitrary 

within known structures. 

The locations of failure mani-

festations, as well as the 

forms of these manifestations, 

are precisely known.  

T
h

e 
ca

p
ab

il
it

ie
s 

o
f 

lo
g

ic
al

 m
o
d

el
s 

Direct logical 

model 

As a rule, the locations of 

expected failures (the vector 

)kX  are unknown and are 

given approximately. 

The links must be determined 

precisely. 

The locations of failure mani-

festations are calculated, but 

they possibly differ from the 

really observed ones due to 

erroneous specification of 

failure locations. Therefore, 

the modeling process is re-

peatedly initiated with vary-

ing the expected failures. The 

accuracy criterion of failure 

specification is the coinci-

dence of the calculated and 

measured output vectors 
k

Y . 

Reverse logical 

model 

Failure locations are deter-

mined from calculation re-

sults, but there is no confi-

dence due to model ambigui-

ties. 

The links are determined by 

the logical reversion of the 

direct model. 

The locations of failure mani-

festations are specified ac-

cording to the observation 

results. 
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 Due to its exceptional simplicity, the logical fail-

ure impact propagation model in the form of a logical 

network yields computationally simple algorithms 

even for very complex OEC architectures. 

 Model building is based on FMEA, a well-

mastered methodology for the aircraft industry with 

acceptable depth and breadth of coverage for the op-

eration conditions of OECs. 

 The operability of components is described using 

triplex variables to reduce the number of variants un-

der analysis when executing the algorithms. 

 The models are alternated to proceed with the 

following steps. 

Step 0. The initial failure vector estimate τ 0X 
ˆ  is 

determined by formula (3) from the known output 

vector 
0

Y  (the vector of directly observed failures). 

The estimate 
0τX 

ˆ  contains the components of the 

vector 
0

Y  in the form of 0 and 1; the other compo-

nents are indefinite. 

Step 1. The reverse logical model is used from the 

locations of failure manifestations τ 0X̂   to expected 

failures to divide the components τ 1 2X  , ,...
ˆ  into defi-

nitely operable (0), definitely inoperable (1), and in-

definite (&). The indefinite states either pass through 

the branches of the reverse logical model unchanged 

or change to definite states. The number τ of cycles 

implemented must be sufficient to reach a “stationary 

point,” i.e., the invariable vector τX̂ . 

Step 2. The direct logical model is used from the 

expected failures 
0 τ

ˆ ˆ
k

X X   to the corresponding 

estimates 
1 2 1 2

EM
k k

Y X  
, ,... , ,...

ˆ ˆ  of their manifes-

tations to confirm the adequacy of these estimates or 

to refine the indefinite states. The number k of cycles 

implemented must be sufficient to reach a “stationary 

point,” i.e., the invariable vector 
1 2k

X  , ,...
ˆ . 

Steps 1 and 2 are alternated until stabilizing the es-

timate 
1 2k

X  , ,...
ˆ .  

The problem of calculating the estimate 1,2,...
ˆ

kX   

from the vector 0Y  has no analytical solution so far. 

Hence, it can be obtained by numerical iterative 

methods only. Various computational algorithms, ra-

tional and effective to a greater or lesser extent, can 

be applied here. One possible algorithm was presented 

in [19].  

8. A METHODICAL EXAMPLE 

In [29], the failures in helicopter altitude and speed pa-

rameters were detected using the algorithm [19]. The paper 

[30] considered the problem of detecting failures in a re-

dundant electrohydraulic actuator. Due to the voluminous 

nature of applications and the limited scope of the presenta-

tion, we will demonstrate the approach of this paper on a 

simplified example.  

Consider a partially redundant OEC fragment (Fig. 4). 

Here, drive 1 is controlled by computing units 1 and 2 (the 

drive becomes inoperable in the case of failures of both 

units); drives 2 and 3 are controlled by computing unit 2; 

power unit 1 feeds computing units 1 and 2; power unit 2 

feeds drives 1 and 2; finally, power unit 3 feeds drive 3. For 

the sake of a compact problem statement, neither power 

supply buses nor digital and analog communication lines 

are considered. The directly observable data are the drive 

failures, which are assessed by the current positions of the 

rods relative to the set positions within a given tolerance.  

We introduce the following notations of the states: 1x  

(drive 1), 2x  (drive 2), 3x  (drive 3), 4x  (computing unit 1), 

5x  (computing unit 2), 6x  (power unit 1), 7x  (power unit 

2), and 8x  (power unit 3). The output vector consists of 

1 1y x , 2 2y x , and 3 3y x . Drive 1 is conventionally 

divided into two elements 1x  and 9x  to distinguish the op-

erators ORi and ANDi that formalize failure impact at its 

input 4 5 7(( ) )x x x  . 

 

 

 
Fig. 4. The functional diagram of the OEC fragment.
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Here, the possible variants for 
j

x̂  (Table 4) are shown by 

the fractional line; the values related to 
j

x̂  are set in bold; 

the values 
q

x̂  appearing in the formulas of Table 4 jointly 

with 
j

x̂  are indicated by the subscripts q. Note that in the 

formula for 
5

x̂ , the multiplication of variants according to 

cell 4-2 in Table 4 is canceled; in the formula for 
8

x̂ , it is 

preserved. 

Thus, after the first cycle, the system state has the esti-

mate 

 

1

2

3

4

5

6

7

8

9 1

0  no failure,

0  no failure,

1  failure,

 indefinite state,

0  no failure,

 indefinite state,

0  no failu

1 or &

0

x

x

x

x

x

x

x

x

x

    
   

   
    
   

   
       

   
       
   
   
      

ˆ

ˆ

ˆ

ˆ &

ˆ

ˆ &

ˆ

ˆ

ˆ

re,

 indefinite state

 no failure.




,

 
 

The estimation procedure can be continued in different 

directions due to the ambiguous estimate 
8 1

x
.
ˆ . It is possible 

to analyze each of the options 
8 1

1x 
.
ˆ  and 

8 1
x 
.
ˆ & , 

thereby increasing the amount of calculations, or to accept 

8 1
x 
.
ˆ & . The advantage of each option seems unobvious 

and needs to be studied in a particular case. Let us select the 

second option. 

Then, after the second cycle of the reverse triplex model, 

we obtain 

 

T

2
0 0 1 0 0 0 0X    

ˆ & & ; 

 

after the third cycle, the estimation takes the final form 

 

T

3
0 0 1 0 0 0 0 0X    

ˆ & ,
 

 

remaining invariable at the subsequent cycles. 

Step 2. In this result, one component 8x̂  has the indefi-

nite value: it can be either 1 (failure) or 0 (no failure). To 

clarify the situation, we use the direct logical model (9), 

substituting alternately 8ˆ 1x   and 8ˆ 0x  . In the first case,  

ORi

ORi

ORi

ANDi

ANDo ANDo ANDo

DM

ˆ

1 1

1 1

1 1

1

1

1 1

0

0

1

0

0

0

0

1

0

X











     



 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 




 





 0 0

0 0

0 0

1 1

0 0

0 .0

0 0

0 0

1 1

0 0

   
   

    
    
    
    
     
    
    
    
    
    
    

   

 

 

The reader can verify that the second case gives 

 Tˆ 0 0 1 0 0 0 0 0 0X   . In both cases, there 

is an observation of failure (10), (13), which confirms the 

possible failures of drive 3 ( 3x ) and power unit 3 ( 8x ) in 

the first case and the possible failure of drive 3 ( 3x ) in the 

second case. 

This methodical example is simple, and the cause of the 

failure of drive 3 3( )x  can be established by the reader in-

dependently. Two variants are possible here: either drive 3

3( )x  has failed under the indefinite state of power unit 3      

( 8x ) or power unit 3 ( 8x ) has failed, causing drive 3 3( )x  

to fail as well. 

Thus, the modeling result obtained in this example does 

not contradict the engineering analysis. 

 

CONCLUSIONS 

This paper has considered three solutions to moni-

tor the technical condition of components in reconfig-

urable redundant OECs. The choice of an appropriate 

variant depends on different factors, including the lev-

el of theoretical and applied development, the goals 
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and capabilities of the OEC developer, the criticality 

of systems under diagnosis, etc.  

The most accessible solution is using BiC in the 

nearest perspective. The next level implies the sup-

plementary application of logical pair monitoring to 

increase the reliability of diagnosis results significant-

ly under the inevitable errors of diagnostic means. In 

the distant perspective, it seems reasonable to add al-

gorithms based on the logical failure impact propaga-

tion models of OECs. 

The algorithms with logical (triplex) models have 

several features that make the approach attractive: 

 Due to their exceptional simplicity, logical mod-

els can be effectively applied even for very complex 

OEC architectures. 

 Model building is based on FMEA, a well-

mastered methodology for the aircraft industry with 

acceptable depth and breadth of coverage for the oper-

ation conditions of OECs. 

 Triplex models are handled using special con-

structs similar to matrix ones; appropriate methods and 

software tools have to be developed. 

Further research will focus on the analytical de-

termination of the failure estimate vector to reduce the 

number of iterations when identifying the operable 

state of OECs. 
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