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Abstract. Redundancy management of a technical system involves a monitoring procedure (con-

trol of the current state of its components) to reconfigure the system and improve the performance 

and autonomy of its application. This paper initiates a four-part survey of the state-of-the-art 

monitoring methods for redundancy management. Part I is mainly devoted to the analysis of vot-

ing schemes, fidelity rules, control codes, and program control, representing the most widespread 

monitoring methods in modern technical systems and built-in control. In addition, we examine 

long-known, albeit less common, monitoring methods: diagnosis with partition into classes and 

diagnosis based on algebraic invariants. 
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INTRODUCTION 

The increased capabilities of information and 

mathematical support of control processes in complex 

dynamic systems and equipment complexes enable a 

fundamentally new approach to meeting the ever-

tightening requirements for their fault tolerance, par-

ticularly based on manageable redundancy [1, 2]. One 

task of redundancy management in advanced systems 

is to perform a monitoring procedure, i.e., track cur-

rent changes [3] in the operational readiness of the 

components of such systems [4, 5] in order to recon-

figure them whenever necessary. 

Technical condition monitoring consists in observ-

ing the state of a given object during an interval of its 

life cycle (e.g., an aircraft flight). This process is based 

on a certain hierarchy of methods for determining the 

technical condition of an object, i.e., technical diagno-

sis [6]. According to [7], monitoring is an integral part 

of maintenance. 

Technical diagnosis is usually a discrete sequence 

of technical diagnoses (diagnostic results bound to 

certain time instants) [6]. 

Diagnosing the technical condition of technical 

systems is a very complex problem requiring a wide 

range of algorithmic solutions. From an engineering 

point of view, the content of control (diagnosis) of 

systems is to detect (find) faults by available features.  

Concerning the prospects of this R&D direction, 

the strongest results in the field of monitoring should 

be expected from a system approach
1
, primarily based 

on the triunity of the following key directions: 1) reli-

ability and operability, 2) rationality (limitation of re-

sources used, essential, e.g., for self-checking circuits 

[8]), and 3) the reasonable depth (“granularity”) of the 

                                                           
1 This idea was suggested by one of the paper’s reviewers, and we 

express sincere gratitude for it. However, the scientific substantia-

tion and revelation of the corresponding considerations is the sub-

ject of a separate publication. 
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system design, optimizing the balance of large- and 

small-fragment partitions into system components.  

The figure shows the classification of currently 

used and being developed diagnosis methods for dy-

namic systems, with keywords characterizing them 

rather than their conventional names. On the one hand, 

test and functional control have much in common in 

the methods and procedures used and, on the other, 

they possess some peculiarities not discussed in the 

survey. 

Below we summarize the main approaches to di-

agnosing the faults of components of aircraft on-board 

equipment complexes (OECs). This survey does not 

claim to be exhaustive. We endeavor to treat the sub-

ject systematically and illustrate the capabilities and 

typical limitations of common approaches as well as 

their development trends. The presentation evolves 

from the simplest (obvious) methods to more and 

more complex ones, requiring the developer’s 

knowledge of special mathematical apparatus.  

1. MONITORING BASED ON BUILT-IN CONTROL 

Built-in control (BiC) [9, 10] is among the most 

widespread modern solutions for ensuring the required 

fault tolerance of various technical systems. In sys-

tems of increased danger (particularly aircraft OECs), 

built-in control is implemented for all components 

(systems, subsystems, assemblies, modules, and even 

microcircuits). 

BiC is a set of hardware or software components, 

introduced into systems, their parts, or functional as-

semblies (FAs). As a rule, they do not participate in 

the work of functional modules (FMs) of the system or 

its FAs on purpose but collect and summarize various 

data that objectively reflect the operability of these 

modules in the developer’s opinion. Looking forward, 

BiC can be based on various monitoring methods and 

their combinations, covered in all four parts of the 

survey. Here we consider only the most widespread 

approaches, which are widely implemented in modern 

BiC. 

There are two different organizational approaches 

to the operation of BiC: test control and functional 

control. 

 

1.1. Test Control 

In test control [11, 12], assemblies, devices, and 

the entire system are checked using special equipment, 

namely, generators of test (input) impacts and analyz-

ers of output responses. Due to the need for additional  

 

 

 
Fig. Diagnosis methods for dynamic systems: a classification.  
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equipment and the complexity of combining with 

normal operation, test methods are applied only when 

the controlled object is not used for its intended pur-

pose. 

In onboard conditions, testing is performed using 

specialized BiC tests in a background mode during 

special intervals (slots) allocated by the real-time op-

erating system. The content of BiC tests is the compar-

ison of the results of addressing (writing and reading) 

software-accessible resources of the computing unit, 

including specially organized control channels. 

Testing with simulation of standard impacts is per-

formed by a special generator of tests, and the output 

responses are compared with the reference ones using 

an analyzer. 

Probabilistic testing involves a test generator of 

pseudorandom impacts and statistical processing of 

the output data; the results are compared with the ref-

erence ones obtained beforehand.  

Testing with switch counting includes generating a 

sequence of test sets of signals at the circuit’s input 

and calculating the number of switches at its output; 

the result is compared with the reference.  

In signature testing, the controlled object is stimu-

lated using a generator of pseudorandom impacts, and 

the output responses are compressed through a signa-

ture analyzer; the resulting signatures are compared 

with the reference signatures. 

 

1.2. Functional Control 

Functional control is performed during the intend-

ed-purpose operation of the controlled object and is 

generally implemented based on two main principles: 

voting schemes and fidelity rules. 

The principal peculiarity of comparison (voting) 

schemes is the simultaneous use of several technical 

devices (subsystems, assemblies, or modules) identical 

in purpose and implementation. The diagnosis system 

is reduced to the means of comparing the data of these 

systems and selecting a preference by a given rule of 

comparing their outputs. Here, a common solution is 

the so-called quorum elements (QEs), which identify 

faulty modules by processing the voting results of sev-

eral connected FMs. The operability of an FM is 

judged by a significant deviation of its output from 

those of same-type modules (the largest deviation or 

that exceeding a given threshold) [13–15]. 

The main peculiarities of the quorum-based meth-

od include: 

– the assumption that the technical state of an FM 

remains unchanged within a cycle; 

– the assumption that a QE is operable (never 

fails)
2
; 

– applicability to three or more FMs (in the case of 

two FMs, a pair of FMs becomes the controlled object, 

not each FM separately); 

– the assumption that within the voting rules 

(equal, weighted, with discriminations, etc.), the oper-

able FMs within each cycle dominate the faulty ones 

and the latter can be disconnected; 

– a common data flow for all FMs. 

A peculiar form of comparison is widely imple-

mented in the so-called self-checking systems [8]: a 

set of same-type modules subjected to identical input 

actions is divided into pairs, and the outputs within 

each pair are compared with each other. A pair with 

matching outputs is considered to be operable; other-

wise, both modules of the pair are considered to be 

inoperable. 

The principal peculiarity of systems using fidelity 

rules (FRs) is the presence of a single diagnosed de-

vice. Depending on particular conditions and solu-

tions, such rules can be as follows: comparing with 

reference (electronic) models, detecting violations of 

given time and (or) parametric intervals (control by 

parameter tolerance [13]), checking logical and other 

relations, calculating different-order invariants, etc. 

The main peculiarities of the method of FRs in-

clude the following: 

– Within each cycle, the operability of an FM does 

not change. 

– By assumption, an element implementing FRs is 

operable. (If there is a reference model, it is operable.) 

– This method is applicable to any number of 

FMs. 

– By assumption, the input and output data contain 

sufficient information. 

– Each FM has a separate data flow. 

The recent direction [16] stands somewhat apart. It 

can be called FM monitoring based on operational da-

ta with recording of application conditions. By as-

sumption, a special element (chip) is structurally and 

functionally connected directly to an FM to gather and 

accumulate data on the conditions of its use and stor-

age. Such a chip stores different parameters (FM data) 

and sends them to the monitoring module, in particu-

lar: 

– passport information, 

– test results at different stages of the life cycle, 

                                                           
2 The matter concerns a conceptual solution; however, multilevel 

majorization schemes are known that shift this constraint to higher 

levels of comparison of the results. 
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– statistics of operation indicators and characteris-

tics (estimates of the achieved accuracy, remaining 

life, energy indicators, etc.), 

– statistics of external impacts during intended use, 

storage, and routine maintenance. 

The monitoring module is responsible for analyz-

ing the incoming data and judging FM operability 

based on the analysis results. 
 

1.3. Advantages and Conditions of Using Built-in Control 

Thus, we summarize the common peculiarities 

(limitations) of BiC with different degrees of occur-

rence: 

– weak
3
 assumptions about the unchanged opera-

bility of the controlled devices within the monitoring 

cycle; 

– strong
4
 assumptions about the operability of con-

trol systems or their major devices; 

– the requirement for a minimum admissible or 

large number of FMs (in the case of quorum or majori-

ty control); 

– the requirement that operable FMs dominate in-

operable FMs; 

– the fast disconnection of faulty FMs; 

– the sufficient informativeness requirement for all 

processes in FMs.
5
 

The main advantage of using BiC (in the current 

form) to monitor the components of a redundant OEC 

is the well-established technologies of their creation 

and application in practice. 

2. USE OF CONTROL CODES 

A specific direction of built-in control of digital 

devices is the use of control codes to detect and cor-

rect errors in digital data [11, 17–23]. 

Block codes are most widespread: a symbolic se-

quence at the source output is divided into blocks 

(codewords, or code combinations) containing the 

same number of symbols. Any code can detect and 

correct errors (is noise-resistant) if some of its code-

words are not used for information transmission [24]. 

In other words, a noise-resistant code must be redun-

dant. Nevertheless, two types of noise-resistant codes 

are distinguished: codes with error detection and codes 

with error correction (correcting codes).  

Error detection consists in identifying the trans-

formation of the received or read (allowed) codeword 

                                                           
3
 This assumption is not crucial in practice. 

4
 This assumption significantly narrows the applicability of the 

approach. 
5 The need for this requirement will be illustrated in part III of the 
survey. 

into the so-called forbidden one. Note that the errors 

related to its transformation into another authorized 

codeword are not detected. 

Error correction is a more complex operation: all 

forbidden codewords are divided into disjoint subsets, 

and each subset is assigned to one of the allowed 

codewords. Thus, the belonging of the resulting for-

bidden codeword to a subset is interpreted as the cor-

responding allowed codeword. If the resulting forbid-

den codeword belongs to neither of the subsets, the 

error will be detected but not corrected. 

The error detection and correction properties of 

codes are characterized by the detection ( detK ) and 

correction ( corK ) coefficients, det corK K , which 

have a probabilistic nature.  

Detecting codes include, e.g., the following com-

mon codes. 

A forbidden combination check code detects com-

binations of bit values in a codeword that are declared 

invalid (e.g., accessing a non-existent address). 

A parity check code can be treated as a special case 

of a forbidden combination check code. It is formed 

by adding one non-informative bit to the information 

bits storing a codeword (mod2 convolution, supple-

menting the number of units in a code to oddness, 

checked at each exchange between registers). A parity 

check code is simple in technical realization and de-

tects errors of odd multiplicity. 

Iterative codes belong to the class of product codes 

and can be written as rectangular matrices or tables 

(can be built from matrices of higher dimensions). The 

information symbols recorded by rows and columns 

can be encoded by a noise-resistant code of the same 

or different types.  

In a particular case, iterative codes are an evolution 

of parity check codes: they are used for the separate 

parity checking of rows, columns, and other structures 

of stored and transmitted data arrays. Such codes are 

characterized by simplicity and efficiency in detecting 

multiple errors. As an illustration, we present the con-

trol principle of a two-dimensional matrix array with 

parity checking by rows, columns, and the principal 

diagonal [22]: 
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Correlational codes involve an additional control 

bit introduced for each information bit of a word so 

that the entry “01” corresponds to the initial infor-

mation value “0” and the entry “10” to the value “1.” 

In this case, the codes “00” and “11” are signs of data 

distortion. 

DS-coding [23] is a kind of using correlation 

codes. It is implemented via two parallel channels of 

sequential code transmission. If there is a bit value 

change from 0 to 1 or from 1 to 0 in the main channel 

D, no bit value change will occur in the control chan-

nel S. And vice versa, if there is no bit value change in 

the channel D, the bit value will change from 0 to 1 or 

from 1 to 0 in the channel S. The receiver controls the 

absence of either a simultaneous change or constancy 

of bit values in both channels. If this condition is vio-

lated, a data transmission error will be detected. This 

type of coding is characterized by a minimum error 

detection delay (one stroke). 

A simple repetition code involves the repeated 

transmission of codewords. If they coincide, then the 

absence of an error is confirmed; otherwise, errors are 

detected. 

An inverse code is a modification of a simple repe-

tition code: in the case of an odd number of units in a 

source word, its inversion is added to it. The inverse 

code is received in two stages. In the first stage, the 

units in the base word are summed. If the number of 

units is even, the control bits will be received without 

change; if odd, the control bits will be inverted. In the 

second stage, the control and information bits are 

summed modulo 2. The zero sum indicates the ab-

sence of errors. If the sum is non-zero, the received 

word will be rejected. 

Balanced codes are the simplest block codes in 

which allowed words contain a fixed number of units. 

They are used mainly for data transmission via com-

munication channels.  

Cascade coding. The advantages of different cod-

ing methods can be combined by applying cascade 

coding. In this case, information is first encoded with 

one code and then with another, resulting in a product 

code. 

Correcting codes include, but are not limited to, the 

following. 

A Hamming code is one of the most widely known 

classes of linear codes [17, 20, 24, 25]. In this code, 

the bits with numbers representing the degree of two 

are control bits, and the rest are information bits. As a 

rule, the maximum possible number of information 

bits is determined based on the number of control bits. 

There are no Hamming codes with one control bit; a 

Hamming code with two control bits contains one in-

formation bit, etc. The result is achieved by repeatedly 

checking the received combination for parity. Each 

check must cover part of the information bits and one 

of the redundant bits. When transmitting data (writing 

data to memory), the values of the control bits are 

formed and written; when receiving (reading) these 

data, the control bits are again formed and compared 

with the original ones. If all the newly calculated con-

trol bits coincide with the received ones, then the mes-

sage contains no errors; otherwise, an error is detected 

and, if possible, this error is corrected. 

In convolutional codes [26], control bits are 

formed based on several information words and de-

coding is performed based on several codewords. The 

principle of convolutional codes can be compared with 

error correction by sense. Convolutional codes are also 

called lattice or trefoil codes. 

In cyclic codes [17–19], a cyclic permutation of 

any codeword containing both information and control 

bits results in a word belonging to the same cyclic 

code. The formalism of operations over polynomials is 

used to construct cyclic codes: polynomials corre-

sponding to the received codewords must divide by 

their generator without a remainder. The presence of a 

remainder indicates an error. If the number of errors 

does not exceed the calculated value, then the remain-

der depends on the configuration of errors and can be 

used for their correction. Cyclic codes allow simplify-

ing the circuit implementation of encoding and decod-

ing devices by using shift registers. 

3. PROGRAM METHODS TO CONTROL ALGORITHM 

EXECUTION 

The advantages of software tools include versatili-

ty, flexibility, and relatively low cost. At the same 

time, they require specific software packages for im-

plementation. 

The multiple counting method assumes that the 

control task is solved two or more times. In the sim-

plest case, the coinciding results are a sign of the cor-

rect solution. A deeper approach may involve various 

algorithms to process the results, including voting 

schemes (majorized estimates). Additional memory 

and counting time are required. 

Control by the truncated algorithm is intended to 

reduce the cost of multiple counting. It applies to the 

cases when the task has a simplified (reduced) algo-

rithmic variant, and therefore a less accurate but sub-

stantially similar result can be formed. Such a variant 

may not satisfy the customer as the solution of the 

original task, but it is acceptable for assessing the cor-

rectness of the full algorithm. 
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The limit value check method.
6
 It can be used in 

problems with a priori estimation of admissible ranges 

of the solution. Often such ranges are determined for 

separate checkpoints (places in the action sequence of 

an algorithm). This method can be treated as a variant 

of the truncated algorithm when it is applied to calcu-

late the bounds of possible solutions.  

The substitution method. If the algorithm to be 

checked solves mathematical equations, then tradi-

tionally an effective check is to substitute the resulting 

solution into the original equations. An admissibly 

small residual (the difference between the left- and 

right-hand sides) of the equations allows judging the 

correct solution. Unlike multiple counting, substitution 

reveals systematic (programming) errors. In addition, 

substitution is usually less labor-intensive than multi-

ple counting. 

The back-counting method. In some tasks, it is pos-

sible to determine the initial data by the result ob-

tained, and the correctness of counting can be checked 

accordingly. The corresponding costs can sometimes 

be smaller than those of direct counting.  

Checking by additional relations. In this method, it 

is possible to introduce relations between various pa-

rameters of the main problem, described by exact or 

statistical formulas. Generally speaking, it is a simpli-

fied version of the analytical methods: the method of 

invariants and the method of redundant variables (see 

part II of the survey). 

The checksum method consists in summing up all 

words of an array (commands, data) and then saving 

the sum in a definite part of the array. In the interest of 

control, repeated summation and comparison with the 

checksum saved are performed. It is applied mainly 

when transferring data and uploading/downloading 

programs. 

The record counting method is to calculate and 

memorize the records being executed, i.e., the datasets 

precisely defined. Later, when handling the data, the 

counting is repeated and the result is compared with 

the original one. This method detects losses or omis-

sions in data processing. 

Marker pulse control allows tracking the passage 

of certain positions by a computational process or the 

completion of counting. The generation of appropriate 

time points (markers) must be provided in the algo-

rithm being implemented. In case of violating the pre-

scribed marker sequence or exceeding the waiting 

time, the counting is interrupted and a decision on fur-

ther actions is made (recalculation, use of reserve vari-

ants, or task stop). 

                                                           
6 A kind of parameter tolerance control [12]. 

A specific case of the marker pulse method is the 

multiple (three to five times) sending of a data re-

trieval request. An error is fixed under no response to 

all the requests sent. In case of receiving a response to 

any request, the data transfer
7
 process is considered to 

be fault-free. 

Control of the execution sequence of commands 

and program modules is carried out by dividing pro-

grams into sections. Then one of the following meth-

ods is applied:  

 For each section, the convolution is calculated 

(by counting the number of operators, by signature 

analysis, by using codes) and then compared with the 

pre-calculated value.  

 Each section is assigned a certain codeword (sec-

tion key), which is written to the selected RAM cell 

before the section execution starts and is checked at 

the end of this section. The nodes of branching pro-

grams are checked using keys and cyclic sections are 

checked by the number of cycle repetitions. 

Unlike these heuristic methods, the diagnosis 

methods described below proceed from a relatively 

deeper mathematical analysis of the system diagnosed. 

4. DIAGNOSIS WITH PARTITION INTO CLASSES 

The mathematical formulation of the control prob-

lem was given in [27], where faults were searched in 

an electrical circuit. The main element of this formula-

tion is a rectangular table of faults containing S feature 

rows and D state columns. Consider a fixed subset DR  

of columns. If DR  is a partition of the set of state-

columns into classes
8
, then formally the problem is to 

determine a partition SR  on the set of feature rows to 

obtain a bijective mapping  

D SR R .                               (1) 

Condition (1) is intuitively clear: on elements from 

the set D as a test, one constructs at least one element 

from DR  and assigns to it, by the if-and-only-if impli-

cation, an element from SR . 

Various modifications of this approach have be-

come widespread [28]. 

The methods of this approach involve the model of 

a diagnosed object described by the table of fault func-

tions i
jR  (see the general form below). Here, D de-

notes the set of technical states of the object; 0d D  

                                                           
7 Data fidelity is controlled separately. 

8 By definition, classes are either disjoint or completely coincident. 
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is its fault-free (operable) state; id D , 1,i n , are 

faulty (inoperable) states. Each inoperable state corre-

sponds to a certain fault (failure, defect) is S  and 

conversely. 

 

Fault functions 

R 
D 

0d   id   nd  

S 

1s  0
1R  ... 1

iR  ... 1
nR  

 ... ... ... ... ... 

js  0
jR  ... 

i
jR  ... 

n
jR  

 ... ... ... ... ... 

ks  0
kR  ... i

kR  ... n
kR  

 

In this table, S is the set of features js S , 1, ;j k  

i
jR  is a fault function compactly written by the formu-

la 

( )i i
j jR s  .                            (2) 

It represents the system behavior in an analytical, 

graphical, tabular, or other form. A more detailed de-

scription includes input and output signals, lists of el-

ementary checks, and initial conditions (for dynamic 

objects) [28]. 

The general formula (2) can be further specified in 

the light of achieving the desired depth of diagnosis. 

Often the explicit formula (2) is adopted only for the 

fault-free state 0
jR , and the faulty states are described 

with respect to this state.  

By assumption, all faults possess detectability and 

distinguishability: all faults can be unambiguously 

identified and separated from other faults via some set 

  of elementary checks. In this case, by a simple 

enumeration of elementary checks k  , one can 

partition the fault table into disjoint subsets D , 

υ =1, λ : 

1

,D D






  ,D D      .            (3) 

Fault tables are used to build both diagnostic algo-

rithms and a physical model of the object that imple-

ments diagnostic schemes. 

For the same table of fault functions and a given 

partition of the set D  into subsets D , it is generally 

possible to construct several complete non-redundant 

tests T   (sets of elementary checks ).  The con-

tent of many solutions of this approach is to minimize 

the number of elementary checks. Various tools are 

used for this purpose: dividing diagnosis tasks into 

direct and inverse (determining the technical state id  

via a given elementary check k  and determining the 

set of checks  k  that distinguish a given pair of 

faults md  and nd , respectively ), constructing fault 

trees, splitting inputs and outputs, etc. 

5. DIAGNOSIS BASED ON ALGEBRAIC INVARIANTS 

Control with calculating algebraic invariants [28] 

belongs to analytical methods due to using analytical 

information (mathematical description) about the op-

eration of the controlled object. It consists in checking 

some algebraic relations (control conditions) for the 

set of object’s output signals, supplemented (if neces-

sary) by one or more redundant signals. The invari-

ance of control conditions is that, in the absence of 

faults, they must hold for any input signals and at any 

time instant. 

The operation of a diagnostic device can be briefly 

described as follows. The device receives input U  and 

output Y  signals of the object under check. Based on 

these signals, auxiliary signals Z  are generated to sat-

isfy, together with the signals Y , an algebraic equa-

tion resolved with respect to the variable   (called the 

syndrome): 

( , ) 0.Y Z                             (4) 

The syndrome is invariant with respect to the vector of 

input signals U . If condition (4) is violated ( 0  ), 

then the occurrence of a fault is judged. In practice, 

due to the presence of admissible errors in measure-

ments and calculations, the control condition (4) holds 

approximately, and diagnosis is performed according 

to the inequality    , where   specifies the output 

signal tolerance for the diagnostic device. Objects pos-

sessing such algebraic invariants are called objects 

with natural redundancy. Examples are objects that 

must move along a certain (in particular, phase) trajec-

tory (on a sphere, in a plane, etc.) in a fault-free state. 

The advantage of such systems is the minimum neces-

sary a priori information about the object and addi-

tional diagnostic means. The majority of fault detec-

tion schemes have artificially created redundancy. 

Now we analyze the sensitivity of the syndrome 

(4) to faults. Let the syndrome be an m-dimensional 

vector  
T

1 m    , and let the possible faults 

of the object be formalized by an n -dimensional vec-
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tor  
T

1 nF f f . In this case, equation (4) is 

written as 

( , , ) 0Y Z F   .                       (5)  

Obviously, for the syndrome   to respond to a 

single fault 0if  , it suffices to satisfy the nonzero 

sensitivity condition 

: 0
j

i

j
f


 


, 

which is ensured by design solutions. In the case of a 

multiple fault (when several faults fi occur simultane-

ously), the additional condition 
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(no mutual compensation (5) for the effects of these 

faults) must be valid. Therefore, under m = n and the 

maximum rank of the Jacobi matrix, all simultaneous 

faults fi are detected. If the number m of the syndrome 

components Δj is smaller than the number n of faults fi, 

then the mutual compensation of these effects is pos-

sible and, consequently, they will be omitted. 

CONCLUSIONS 

A classification of diagnosis methods has been 

proposed, and the content and peculiarities of built-in 

control have been described. Engineering heuristic 

monitoring methods have been considered. Monitoring 

methods based on voting schemes, fidelity rules, con-

trol codes, functional control software, fault tables, 

and algebraic invariants have been briefly character-

ized. Part II of the survey will deal with diagnosis 

methods based on classical fault modeling of the diag-

nosed system. In part III, we will analyze diagnosis 

methods based on neural networks, fuzzy and structur-

al models, and models in the form of sets. Finally, part 

IV will be devoted to new approaches to technical di-

agnosis and combinations of different models and 

methods. 
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