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Abstract. This paper proposes a new method for constructing a two-stage dual photon switch 

with enhanced functional characteristics in the system basis of low-channel photon switches and 

photon multiplexers and demultiplexers. The method yields non-blocking switches with static 

self-routing. Also, the method ensures a significant speed-up for the switches with the same 

number of channels and a significant increase in the number of channels with the same speed 

compared to the non-blocking dual switches known previously. The non-blocking self-routing 

dual photon switches presented below have the highest possible speed and a maximum possible 

number of channels with almost the same complexity. As is shown in the paper, the dual 

switches have a switching complexity comparable with full switches and, at the same time, a 

lower channel complexity. 
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INTRODUCTION  

In the papers [1–3], a technique was proposed for 

constructing non-blocking photon switches with static 

self-routing for optical supercomputer systems. A sys-

tem area network is non-blocking if for any packet 

permutation, conflict-free paths from sources to sinks 

can be built in it. A system area network is self-

routing if conflict-free paths can be built locally over 

network nodes without their interaction based on rout-

ing information in packets only. Finally, self-routing 

is static if any source can independently choose con-

flict-free paths to its sink without interacting with oth-

er sources. 

Until recently, the problem of constructing non-

blocking system area networks has not been com-

pletely solved. At best, rearrangeable multistage Clos 

networks were proposed [4, 5]. In rearrangeable net-

works [4], a conflict-free implementation of any per-

mutation of data packets is possible, but a conflict-

free schedule for each permutation has to be compiled 

separately, and it is not self-routing. 

Non-blocking Clos networks [6] are known. How-

ever, for such networks, no static or even dynamic 

routing procedures have been proposed so far. In ad-

dition, they have significantly greater complexity than 

rearrangeable Clos networks and are not applied in 

practice. 

The p-ary r-dimensional generalized hypercube is 

a widely used system area network [7, 8]. However, 

for r > 2, it is neither non-blocking nor even rear-

rangeable. For making the generalized hypercube re-

arrangeable, the number of channels in it should be 

increased. For example, for p = 2, it suffices to double 

the number of channels of one dimension [9]. In this 

case, a double hypercube in which all channels are 

duplicated has conflict-free schedules for two permu-

tations at once [10].  

The three-dimensional hypercube with dynamic 

self-routing has been made non-blocking recently; see 

[11]. However, this required an almost threefold in-

crease in the number of channels and the degree of 

constituent switches. 

Nevertheless, the problem of constructing a non-

blocking self-routing network has a solution in the 

special case of networks with the topology of a quasi-

complete graph and digraph [12]. Unfortunately, the 

number N of users (processors) in such networks does 
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not exceed the square of the degree p of composite 

switches: N = p(p – 1)/ + 1 and N = p
2
, respectively, 

where  is the number of different channels between 

users. Moreover, they have a greater switching com-

plexity and a smaller channel complexity compared to 

a complete graph. A quasi-complete graph is isomor-

phic to such a mathematical object as an incomplete 

balanced block design [13–17]; a quasi-complete di-

graph is isomorphic to a two-dimensional generalized 

hypercube (parallelogram) or a two-dimensional mul-

tiring. In particular, the two lowest dimensions of the 

four-dimensional hypercube Dragonfly (CRAY XC-

30) [8] are implemented in the form of a 616 paral-

lelogram and represent a non-blocking self-routing 

subnet. 

Networks with the topology of quasi-complete 

graphs and digraphs can be extended by increasing the 

number of their users without changing the non-

blocking and self-routing properties. This effect is 

achieved by the invariant extension method of system 

area networks [12, 18]. Unfortunately, such an exten-

sion further increases the switching complexity of 

extended networks, strongly restricting their scalabil-

ity. 

Note that most modern system area networks 

(Clos networks [5], generalized hypercubes [8], mul-

tidimensional tori [19], the hierarchy of complete 

graphs from IBM [20], and the Melanox thick tree 

[21, 22]) cannot implement an arbitrary permutation 

of packages in one session without conflict. It is often 

necessary to resend the packets blocked in buffers. At 

present, photon computers are being developed [23], 

whose photon networks contain no buffer memory for 

blocked packets in the channels. 

In the papers [1–3], the concept of dual networks 

was introduced, and new dual networks were con-

structed for photon computers, implementing arbitrary 

permutations of packets without conflict at a slightly 

lower channel speed. The methodology for construct-

ing these networks is based on four fundamental prin-

ciples:  

 Applying a four-channel switch of a new structure, 

which is dual by the conflict resolution approach. It 

combines the bus method (separation of conflicting 

signals to different cycles in one channel) and the 

switch method (separation of conflicting signals to 

different channels). 

 Assuming the parallel transmission of signaling 

and control information for switches at different fre-

quencies for each data bit. This assumption eliminates 

the problem of synchronizing signals from different 

channels.  

 Cascading switches so that the Ith channel of the 

Jth switch on one stage is connected to the Jth chan-

nel of the Ith switch on the next stage. With such ex-

change links, the previous and next stages must in-

clude the same number of switches, each having the 

same number of channels. This method allows con-

structing multichannel switches with a small number 

of stages. 

 Balancing the speed and complexity of a multi-

stage switch using the invariant extension method of 

system area networks [4], which preserves the non-

blocking property and speed of the switch with an 

increase in the number of its channels. This method 

involves an extended circuit base consisting of both 

pp switches for p channels and pairs of 1p multi-

plexers and p1 demultiplexers, where p  2. 

In the papers [1–3], one of the block designs of a 

dual 44 switch is a two-stage circuit of four demulti-

plexers and four multiplexers with feedback links 

through the delay lines (Fig. 1). The switch stages are 

interconnected by exchange links. 

 

 
 

Fig. 1. Generalized block design of dual switch SS4:  

D4 – four-input demultiplexer, M4 – four-output multiplexer, DL – delay 

line of length  signals. 

 

If the complexity of multiplexers M4 and demulti-

plexers D4 is measured by the number of switching 

points (equal to 4), then the switching complexity of 

the switch is S1 = 32.  

The combination of two control frequencies 

uniquely determines the demultiplexer’s mode in 

which the information signal can be directed to one of 

the four outputs. Possible combinations of control 

signals are presented in Table 1 below.  
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Table 1  

Control frequencies for photon 4×4 switch  

Output no. Control frequencies 

1 11 

2 12 

3 21 

4 22 

 

The signals from the demultiplexer’s outputs are 

supplied to the multiplexer’s inputs. One of them is 

passed to the output, and the rest return to their delay 

lines DL. The switch implements dynamic signal 

delay using the feedback links through DL. 

The dual switch SS4 provides non-blocking with 

static self-routing under an appropriate length  of the 

delay line. The value  depends on the number of the 

stage in which the switch SS4 is used. 

For the first stage,  = 1. Let four signals of dura-
tion T0 be simultaneously supplied to the inputs of the 
switch SS4, all received in one cycle. With dynamic 
signal delay at the switch outputs, there are four pos-
sible options of signal placement: one at each output, 
two signals in a row at two outputs, one and three sig-
nals in a row at two outputs, and four signals in a row 
at one output. They are shown in Fig. 2. As a result, 
the switch SS4 will be non-blocking for any input 
traffic when the period T1 of information signals is 
four cycles. 

 

 
 
Fig. 2. Different distributions of input signals among lines and cycles.  

 
Therefore, the non-blocking self-routing switch 

SS4 has the following performance characteristics: the 
signal period T1 = 4 = N1 cycles, the number of chan-
nels N1 = 4, and the switching complexity 
S1 = 32 = N1

5/2
. 

In the papers [1–3], the two-stage 1616 switch 
S216 with exchange links was considered, consisting 
of four switches SS4 on each stage. The first stage 
includes DL1, and the second stage includes DL0 (no 
delay lines). For an arbitrary permutation of packets, 
S216 turned out to be a non-blocking self-routing 

switch with the following performance characteristics: 
the number of channels N2 = 16, the signal period 
T2 = 4 = N2

1/2
 cycles, and the switching complexity 

S2 = 2432 = 256 = N2
2
.  

In the papers [1–3], the four-stage 256256 switch 
S4256 with exchange links was considered, consisting 
of 16 switches S216 on each stage. It consists of four 
stages of switches SS4. The first stage includes DL1, 
the second stage includes DL4, the third stage in-
cludes DL15, and the fourth stage includes DL0 (no 
delay lines). For an arbitrary permutation of packets, 
S4256 turned out to be a non-blocking self-routing 
switch with the following performance characteristics: 

the signal period T4 = 49  3N4
1/2

 cycles, the number 
of channels N4 = 256, and the switching complexity 

S4 = 216256 = 8192 = N4
1.625

. Note the large digit 
period (low speed) and small complexity of this 
switch. 

In the papers [1–3], the “speed–complexity” ratio 
was balanced using an invariant extension of small-
period switches. In particular, the switch S216 was 
extended through external multiplexers M4 and de-
multiplexers D4. As a result, the non-blocking self-
routing switch S364 was constructed, consisting of 16 
switches S216 and 64 demultiplexers D4 and multi-
plexers M4. This switch has the following perfor-
mance characteristics: the number of channels 
N3 = 64, the signal period T3 = 4 = N3

1/3
 cycles, and 

the switching complexity S3 = 16256+4128 = 
=4 608 = N3

2.028
.  

In this paper, a non-blocking switch with the qua-
si-complete digraph topology will be used not only to 
extend two-stage switches but immediately to con-
struct them. The resulting switches have a higher 
speed (a smaller signal period) and more channels 
than those proposed in [1–3]. 

In Section 1, we present the structure and charac-
teristics of a switch with the quasi-complete graph 
topology for any number p of ports. In Section 2, we 
discuss the main idea of increasing the speed and the 
number of channels for p = 2 on an example of con-
structing a non-blocking three-stage switch. In Sec-
tion 3, this idea is fully realized by constructing a 
non-blocking two-stage switch for p = 2. In Section 4, 
we construct a similar two-stage switch for any p. In 
Section 5, we describe an extension of a two-stage 
switch into switches with more channels and a con-
stant signal period.  

1. NON-BLOCKING SELF-ROUTING SWITCH WITH QUASI-

COMPLETE DIGRAPH TOPOLOGY  

Consider N1 = p
2
 dual pp switches (SSp). For      

p = 4, the block design of each of them is shown in 

Fig. 1. In the general case, they represent a two-stage 
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block design with exchange links: the first stage in-

cludes p demultiplexers of the type 1p (Dp), and the 

second stage includes p multiplexers of the type p1 

(Мp) with feedback links through the delay lines DL 

for each input. Each switch SSp has the switching 

complexity S1 = 2p
2
.  

From N1 = p
2
 switches SSp, N1 multiplexers Мp 

without delay lines, and N1 demultiplexers Dp, it is 
possible to construct a non-blocking self-routing 

switch N1N1 with the quasi-complete digraph topol-
ogy––the switch SFN1. The interconnections in this 
switch are specified by an incidence table; for p = 4, 
see the example in Table 2. The circuit of the switch 
SF16 is provided in Fig. 3. 

 
Table 2 

Interconnections in 1616 switch SF16 with quasi-

complete digraph topology 

Simplex channels  

from users 

44 

switches 

SS4 

Simplex channels to 

users 

1 2 3 4 1 1 5 9 13 

2 3 4 1 2 2 6 10 14 

3 4 1 2 3 3 7 11 15 

4 1 2 3 4 4 8 12 16 

5 6 7 8 5 5 9 13 1 

6 7 8 5 6 6 10 14 2 

7 8 5 6 7 7 11 15 3 

8 5 6 7 8 8 12 16 4 

9 10 11 12 9 9 13 1 5 

10 11 12 9 10 10 14 2 6 

11 12 9 10 11 11 15 3 7 

12 9 10 11 12 12 16 4 8 

13 14 15 16 13 13 1 5 9 

14 15 16 13 14 14 2 6 10 

15 16 13 14 15 15 3 7 11 

16 13 14 15 16 16 4 8 12 

 
The switch SFN1 is non-blocking on packet per-

mutations and for any distribution of N1 packets 
among outputs when no more than p packets are sent 
to each output. 

The switch SFN1 has the following performance 
characteristics: the number of channels N1 = p

2
, the 

signal period  = p, and the switching complexity 

 = S1N1 + 2pN1 = 2p
2
N1 + 2pN1 = 2p

3
(p + 1). For any 

switches, we will also introduce the layout complexity 
by the number of simplex channels in them. For SFN1, 

this complexity is given by  = 2pN1 = 2p
3
. All per-

formance characteristics of the switch are combined 
in Table 3. We consider the switch SFN1 to be one-
stage, according to the number of stages of the 
switches SSp. Below, the number of stages will be 
interpreted by the number of stages of the switches 
SSp.  

We emphasize that the switch SFN1 is non-
blocking on packet permutations and for any distribu-
tion of N1 input packets among outputs when at most 
p packets are sent to each output.  

 

 

1 1 1 

2 2 2 

3 3 3 

4 4 4 

5 5 5 

6 6 6 

7 7 7 

8 8 8 

9 9 9 

10 10 10 

11 11 11 

12 12 12 

13 13 13 

14 14 14 

15 15 15 

16 16 16 
 

 
Fig. 3. Switch SF16 with quasi-complete digraph topology. 

Boxes correspond to switches SS4, and triangles to multiplexers M4 

and demultiplexers D4.  

 

 

Table 3 

Performance characteristics of switch SFN1  

p 2 3 4 5 6 7 8 

N1 4 9 16 25 36 49 64 

 48 216 640 1500 3024 5488 9216 

 N1
2.79 

N1
2.45

 N1
2.33

 N1
2.27

 N1
2.24

 N1
2.21

 N1
2.19

 

 16 54 128 250 432 686 1024 

 N1
2 

N1
1.82

 N1
1.75

 N1
1.72

 N1
1.69

 N1
1.68

 N1
1.67

 

 

The table is extended to p = 8 since a dual photon 

88 switch, SS8, has already been developed; see 

[24]. 

In Sections 2 and 3, the dual switches SS2 and 

SF4, shown in Fig. 4, will be used. Note that the one-

stage switch SF4 has the same signal period and num-

ber of channels as the two-stage switch constructed 

from SS4 in the papers [1–3].  
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Fig. 4. Non-blocking self-routing switch SF4.    

 

2. NON-BLOCKING SELF-ROUTING THREE-STAGE 

SWITCH  

From the dual switch SF4, we construct a self-
routing two-stage network with exchange links––the 
network С216 shown in Fig. 5. It consists of two stag-
es, and each stage includes four switches SF4. Unfor-
tunately, this network is not a 16-channel non-
blocking switch: it can have signal conflicts on the 
stage of the multiplexers M2, highlighted in gray. 
Signals in the first and second cycles may conflict. To 
resolve the conflicts, it suffices to provide these mul-

tiplexers with DL,  = 2 (Fig. 6). Then, conditionally 
speaking, they will form the second stage of dual 
switches without demultiplexers. The result is a three-
stage non-blocking self-routing switch S316. It has the 
following performance characteristics: the number of 
channels N3 = 16 = 2

4
, the signal period T3 = 4, the 

switching complexity S3 = 2N1p =2= 384 = N3
2.15

, 

and the layout complexity L3 = 2N1+N1p =2= 
= 144 = N3

1.79
. 

Let us compare the performance characteristics of 
this three-stage switch and the two-stage switch de-
scribed in the introduction (the one composed of 
SS4). They have 16 channels each, the signal period 

ratio is  = T3/T2 = 2/4 = 0.5, and the switching com-

plexity ratio is  = S3/S2 = 384/256= 1.5. The product 

 = 0.75 shows how many times the reduction in the 
signal period is less than the increase in the switching 
complexity.  

Using the switches SF16 in a similar way, we can 
construct the two-stage self-routing network N3256 
with exchange links. It consists of two stages of 16 
switches SF16 on each stage. This network may have 
conflicts on the multiplexers M4 of the first stage. For 
making N3256 a three-stage non-blocking self-routing 
switch, it suffices to provide these multiplexers with 

DL,  = 4 (Fig. 7). The result is a three-stage non-
blocking self-routing switch S3256. It has the follow-
ing  performance characteristics: the number of  chan- 
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Fig. 5. Two-stage network N216. 

 

 

 

 

Fig. 6. Multiplexer M2 with delay lines for first stage.  

 

 

 
 

Fig. 7. Multiplexer M4 with delay lines for first stage.  

 
nels N3 = 256 = 4

4
, the signal period T3 = 11, the 

switching complexity S3 = 2N1p =4= 20 480 = N3
1.79

, 

and the layout complexity L3 = 2N1+N1p =4= 

=4352 = N3
1.51

. The values  and T3 are justified in 
Lemma 1 below. 

Let us compare the performance characteristics of 

this three-stage switch and the four-stage switch de-

scribed in the introduction in the case p = 4. They 
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have 256 channels each, the signal period ratio is 

 = T3/T2 = 10/49  0.204, and the switching complex-

ity ratio is  = S3/S2 = 20 480/8192 = 2.5. The product 

 = 0.51 shows how many times the reduction in the 

signal period is less than the increase in the switching 

complexity.  

For an arbitrary p > 2, the three-stage switch S3p
4
 

is constructed by analogy from the switches SFp
2
. It 

has the following property.  

L e m m a  1 .  The switch S3p
4
 is non-blocking if 

the multiplexer Mp of the first stage has DL with 

 = p and the signal period 

T3 = p
2
.                                 (1) 

P  r  o  o  f .  At their inputs, Mp receive p signals 

with their possible distribution on the interval from 1 to p 

cycles. In a conflict situation, they are distributed maximal-

ly on the interval from 1 to p cycles. For ensuring that in 

any conflicts, the primary signals are not superimposed on 

the signals delayed in the DL, a sufficient condition is 

 = p.  

The maximum number of conflicting signals occurs 

when all signals are distributed among p cycles. In this 

case, conflict resolution will require retransmitting the con-

flicting signals through the DL p times. As a result, they 

will be distributed on the interval from 1 to p
2
 cycles. And 

the conclusion follows. ♦ 

Formula (1) was confirmed by numerical simula-

tions on a switch model with the synchronous genera-

tion of arbitrary permutations of packets. 

For an arbitrary p  2, the switches S3p
4 

have the 

performance characteristics shown in Table 4.  

 
Table 4 

Performance characteristics of switches S3N3   

p  N3 = p
4
 T3 = p

2 
S3 L3 

2 2 16 4 384 = N3
2.15

 144 = N3
1.79

 

3 3 81 9 3888 = N3
1.88

 1053 = N3
1.58

 

4 4 256 16 20 480 = N3
1.79

 4352 = N3
1.51

 

5 5 625 25 75 000 = N3
1.74

 13 125 = N3
1.47

 

6 6 1296 36 217 728 = N3
1.71

 32 400 = N3
1.45

 

7 7 2401 49 537 824 = N3
1.70

 69 629 =  N3
1.43

 

8 8 4096 64 1 179 648 = N3
1.68

 135 168 =  N3
1.42

 

 

3. NON-BLOCKING SELF-ROUTING BINARY TWO-STAGE 

SWITCH  

The three-stage switch S316 can be turned into the 

non-blocking two-stage switch S316 by the internal 

parallelization method: we should cut the M2 stage 

with DLp from the first stage (Fig. 5) and separate the 

conflicting signals across two copies of the second 

stage (Fig. 8). The outputs of these copies are com-

bined by an additional M2 stage. The switch S216 

switch has the following performance characteristics: 

the number of channels N2 = 16, the signal period 

T2 = 2, the switching complexity S2 = N1( – pN1) + 

+pN2p = 2= 576 = N2
2.29

, and the layout complexity 

L2 = (p + 1) N1 + pN2p = 2 = 224 = N3
1.95

. 
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Fig. 8. Non-blocking self-routing binary two-stage switch S216.  

Channels to second stage copies and from them are indicated by dot-

ted lines.   
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Note that the switch S216 has slightly greater 
complexity than S316. In addition, the two-stage 
switch S216 and the two-stage switch composed of the 
switches SS4 [1–3] have the same number of chan-
nels, but the former switch has half the signal period 
of the latter. 

4. NON-BLOCKING SELF-ROUTING P-ARY TWO-STAGE 

SWITCH  

Using the internal parallelization method, from 
the switches SFN1 (N1 = p

2
, p > 2), we can construct 

the non-blocking self-routing p-ary two-stage switch  

S2N1
2
 or S2N2 (Fig. 9) with the number of channels 

N2 = p
4
. In Fig. 9, the trapezoidal block B2,1 indicates 

the switch SFN1 without the output multiplexers Mp, 
which has N1 inputs and N1 groups of outputs with p 
outputs each. The square block B2,2 indicates the 
complete switch SFN1 with N1 inputs and N1 outputs. 
The triangular block B2,3 indicates the multiplexer 
Mp.  

A set of N1 blocks B2,1 is indicated by B2
*
. In this 

set, the outputs of blocks B2,1 are numbered by I, J, 

and k, where I (1  I  N1) gives the number of B2,1 in 

B2
*
, J (1  J  N1) gives the group number of p out-

puts of B2,1, and k (1  k  p) gives the output number 
in the group. 

 

 

A set of N1 blocks B2,2 is indicated 
by B2. In this set, the inputs of blocks 
B2,2 are numbered by I and J, where I 

(1  I  N1) gives the number of B2,2 in 

B2, and J (1  J  N1) gives the input 
number of B2,2. There are p copies of the 
set B2. 

Between the outputs of blocks B2,1 in 
the set B2

*
 and the inputs of blocks B2,2 

in each of the p copies of the set B2, 
there are exchange links, in which the 
outputs no. I, J, and k of the set B2

*
 are 

connected to the inputs no. J and I of the 
kth copy of the set B2.  

The set B2
*
 and each set B2 in the kth 

group have exchange links: the outputs 
no. I, J, and k of blocks B2,1 are connect-
ed to inputs no. J and I of blocks B2,2 in 
the kth copy of sets B2. The outputs of k 
copies of sets B2 are combined by N2 
blocks into the outputs of the switch 
S2N2 

Each block B2,1 has the switching 

complexity S2,1 =  – pN1 = 2p
2
N1 + pN1 

and the layout complexity 

L2,1 =  = 2pN1 along with the output 
lines on a copy of B2,2. Each copy of B2,2 
has the switching complexity 

S2,2 =  = 2p
2
N1 + 2pN1 and the layout 

complexity L2,2 =  =2pN1. Each block 
B2,3 has the switching complexity 
S2,3 = p and the layout complexity 
L2,3 = p along with the input lines from 
copies of B2,2. As a result, the switching 
and layout complexities of the switch 
S2N2 are S2 = N1S2,1 + pN1S2,2 + 
+ N2S2,3 = 2N2(p

3 
+ 2p

2 
+ p) = 2(N2

7/4 
+ 

+ 2N2
3/2 

+ N2
5/4

) and L2 = N1L2,1 + 
+pN1L2,2  + N2L2,3 = N2(2p

2 
+ 2p + 

+p) = 2N2
3/2 

+ 3N2
5/4

, respectively. Table 
5 shows the performance characteristics 
of the switches S2N2 compared to the 
switches S3N3 (Table 4). 

 

Fig. 9. Non-blocking self-routing p-ary two-stage switch S2N2. Channels to kth and pth copies 

of second stage and from them are indicated by short and long dotted lines, respectively. 
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According to Table 5, for the same p, the two-
stage switches S2N2 have a considerably greater num-
ber of channels (N2 = N2

2
) than the two-stage switches 

composed of the switches SSp [1–3]. They both have 
the same signal period (T2 = T2 = p) but different 

switching complexities (S2  N2
2
 vs. S2 = 2N2

3/2
, re-

spectively). 

5. EXTENSIONS OF NON-BLOCKING SELF-ROUTING  

P-ARY SWITCHES 

This section will apply the invariant extension 
method of system area networks [18], which is in-
tended to enlarge the number of users by increasing 
the network complexity without changing transmis-
sion delays. To extend the switches S2N2 in this meth-
od, separate multiplexers Md and demultiplexers Dd 
are used, where d is a divider of N2, i.e., d = p

r
 (r = 1, 

2, …). In the papers [1–3], this method was adopted 
in the case r = 1 for extending the switches construct-
ed in the purely switching scheme base.  

The invariant extension method consists in the fol-
lowing. Let us take d

2
 switches S2N2. Each of them is 

divided into n = N2/d zones with d ports in each. (A 
port is an “input–output” pair.) Parts of the switches 

S2N2 in any zone are also dd switches. All together, 
they are the backbone element of the switch SF1d

2
 

with the quasi-complete digraph topology. (For ex-
ample, see Fig. 3 for d = p = 4 and Fig. 4 for 
d = p = 2.) To form each such switch, it suffices to 
connect d

2
 inputs to it through multiplexers Md, and 

d
2
 outputs through demultiplexers Dd according to the 

corresponding interconnection table (for example, see 

Table 2 for d = p = 4). These connections yield the 
extended switch SE2R2, where R2 = nd

2
 = dN2. In this 

switch, from any input the signal comes to the unique 
(!) copy of the switch S2N2, then passing to any given 
output without additional delays. Therefore, SE2R2 is 
a non-blocking self-routing switch, like S2N2. 

An example of extending the switch SE216 to the 
switch SE232 with d = p= 2 is illustrated in Table 6 
and Fig. 10. 

 

 

1.i SS2 D2 

D2 

D2 

D2 

M2 

M2 

M2 

M2 

2.i SS2 

3.i SS2 

4.i SS2 

1+4(i-1) 

2+4(i-1) 

3+4(i-1) 

4+4(i-1) 

1+4(i-1) 

2+4(i-1) 

3+4(i-1) 

4+4(i-1) 

1 ≤ i ≤ 8 

SF14 

 
 

Fig. 10. Interconnection diagram of inputs and outputs of switch 

SE232 in ith zone of switch SE216.   

 

The switch SE2R2 has the switching complexity 
S2

*
 = d

 2
S2 + 2R2d = d

 2
2(N2

7/4 
+ 2N2

3/2 
+ N2

5/4 
+ N2) and 

the layout complexity L2
*
 = d

 2
L2 + 2R2d = d

 2
(2N2

3/2 
+ 

+ 3N2
5/4 

+ N2). Table 7 presents the performance char-
acteristics of SE2R2 with some values of p and d. Note 
that the extended switch preserves its specific com-
plexity (per channel) when increasing the number of 
its channels and maintaining its speed (signal period). 

  
Table 5 

Performance characteristics of switches S2N2   

p N2 = p
4 

T2 = N2
1/4 

S2 L2  = S2/S3  = T3/T2 / 

2 16 2 576 = N2
2.29

 224 = N2
1.95

 1.50 2 0.75 

3 81 3 7776 = N2
2.04

 2187 = N2
1.75

 2.00 3 0.67 

4 256 4 51 200 = N2
1.96

 11 264 = N2
1.68

 2.50 4 0.63 

5 625 5 225 000 = N2
1.91

 40 625 = N2
1.65

 3.00 5 0.60 

6 1296 6 762 048 = N2
1.89

 116 640 = N2
1.63

 3.50 6 0.58 

7 2401 7 2 152 296 = N2
1.87

 285 719 = N2
1.61

 4.00 7 0.57 

8 4096 8 5 308 416 = N2
1.86

 622 592 = N2
1.60

 4.50 8 0.56 

 

Table 6  

Arranging switches SS2 in extended switch SE232 with d = p = 2   

Copy of S216 

Ports of switch S216 

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 

Composition of switches SE232 from switches SS2 

1 1 SS2 2 SS2 3 SS2 4 SS2 5 SS2 6 SS2 7 SS2 8 SS2 

2 1 SS2 2 SS2 3 SS2 4 SS2 5 SS2 6 SS2 7 SS2 8 SS2 

3 1 SS2 2 SS2 3 SS2 4 SS2 5 SS2 6 SS2 7 SS2 8 SS2 

4 1 SS2 2 SS2 3 SS2 4 SS2 5 SS2 6 SS2 7 SS2 8 SS2 
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Table 7 

Performance characteristics of switch SE2R2 with some values of p and d   

p 2 3 4 5 6 7 8 

T2 2 3 4 5 6 7 8 

d = p 

R2 32 243 1024 3125 7776 16 807 32 768 

S2
*
 R2

2.25
 R2

2.03
 R2

1.97
 R2

1.93
 R2

1.91
 R2

1.90
 R2

1.89
 

L2
*
 R2

1.89
 R2

21.74
 R2

1.69
 R2

1.66
 R2

1.65
 R2

1.64
 R2

1.63
 

d = p
2
 

R2 64 729 4096 15 625 46 656 117 649 262 144 

S2
*
 R2

2.21
 R2

2.03
 R2

1.97
 R2

1.94
 R2

1.93
 R2

1.92
 R2

1.91
 

L2
*
 R2

1.91
 R2

1.78
 R2

1.74
 R2

1.72
 R2

1.71
 R2

1.7
 R2

1.69
 

d = p
3
 

R2 128 2187 16 384 78 125 279 936 823 543 2 097 152 

S2
*
 R2

2.18
 R2

2.02
 R2

1.98
 R2

1.95
 R2

1.94
 R2

1.93
 R2

1.92
 

L2
*
 R2

1.92
 R2

1.81
 R2

1.78
 R2

1.76
 R2

1.75
 R2

1.74
 R2

1.74
 

d = p
4
 

R2 256 6561 65 536 390 625 1 679 616 5 764 801 16 777 216 

S2
*
 R2

2.16
 R2

2.02
 R2

1.98
 R2

1.96
 R2

1.95
 R2

1.94
 R2

1.93
 

L2
*
 R2

1.93
 R2

1.84
 R2

1.8
 R2

1.79
 R2

1.78
 R2

1.77
 R2

1.77
 

 

CONCLUSIONS  

This paper has proposed a technique for construct-
ing non-blocking self-routing photon switches of wide 
scalability based on new dual photon switches with a 
small number p of channels. In dual switches, signal 
conflicts are resolved by distributing them either 
among different channels or among different cycles. 
The latter method requires increasing the signal peri-

od by p times for a p-channel dual pp switch. 
Dual photon switches of wide scalability have 

been constructed with the minimum possible signal 
period, which is p times greater than the signal dura-
tion. Scalability is achieved using switches with the 
quasi-complete digraph topology and the invariant 
extension of any networks based on them. This meth-
od allows increasing the number of network channels 
while maintaining such properties as the signal period, 
non-blocking, and self-routing through its paralleliza-
tion with increasing complexity. This method in-

volves an extended element base consisting of pp 

switches, 1p demultiplexers, and p1 multiplexers. 
Three- and two-stage non-blocking self-routing N-

channel NN switches with N = p
4
 have been con-

structed. In the first of these, the period–complexity 
balance is shifted towards a lower complexity under a 
large period. In the two-stage switch, the balance is 
shifted towards the minimum period under high com-
plexity. Its switching complexity turned out to be 
comparable to the complexity of a full switch, and its 
layout complexity turned out to be significantly less 
than that of a full switch. These switches have only 

two stages of pp switches and two stages of 1p de-

multiplexers and p1 multiplexers. 
The above switches have been extended to R-

channel RR switches with R = N
r
 (r = 1, 2, 3, 4) us-

ing another stage of 1d demultiplexers and d1 mul-
tiplexers with d = p

r
. These R-channel switches are 

non-blocking self-routing switches with a minimum 
signal period. Their switching complexity is compa-
rable to that of a full switch, and the channel com-
plexity is significantly less. 

In comparison with the papers [1–3], the main re-
sults of this work are a significant reduction in the 
signal period with the same number of channels and a 
significant increase in the number of channels with 
the same single period. In other words, the key novel-
ty consists in developing a method for constructing 
non-blocking self-routing dual photon switches with 
the minimum possible signal period and the feasibility 
of achieving the maximum number of channels under 
almost the same complexity. 

This paper, together with [1–3], has presented a 
technique for designing fundamentally new dual sys-
tem networks with the following properties: 

– They are non-blocking networks with static self-
routing of packets, i.e., networks with conflict-free 
self-routing on arbitrary packet permutations.  

– They have the widest scalability with the maxi-
mum speed reached on them and the complexity com-
parable to that of a full switch.  

– Their maximum speed is only 2–4 times less 
than the physically achievable speed.  

– They allow balancing the speed–complexity ra-

tio with decreasing their complexity to that of the 
non-blocking Clos network (which has no conflict-

free self-routing procedures) but at a significantly 
lower speed of the non-blocking network. 

In the future, we expect to make dual networks 
channel fault-tolerant by replacing the quasi-complete 

digraph topology with the quasi-complete graph one. 
In addition, when cascading dual networks, we expect 

to use internal parallelization (Sections 3 and 4) in-

stead of external parallelization (invariant extension). 
This approach will enable the scaling of dual net-

works with smaller costs.  
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