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Abstract. The controlled plant is a single-link manipulator elastically jointed to a DC motor and 

operating under uncertainty and incomplete measurements. The problem is to design a discon-

tinuous feedback control for tracking a given reference signal of the plant’s angular position. 

The angular position and velocity of the manipulator are not available for measurements; the 

sensors are located only on the drive; parametric and exogenous disturbances affecting the ma-

nipulator are nonsmooth and cannot be directly suppressed by control applied to the actuator. 

Within the block approach, a decomposition procedure is developed to design a nonlinear local 

feedback control. This control ensures the controlled variable’s invariance with respect to un-

certainties unmatched with the control action. A state observer of reduced order is constructed 

to estimate the angular position and velocity of the manipulator required for feedback design. 

The state variables in this observer are estimated using the principle of restoring exogenous 

disturbances by their action on the controlled plant. With this principle, a dynamic model of 

exogenous disturbances is not needed. In both problems (control and observation), S-shaped 

bounded continuous local feedback laws are used (smooth (sigmoid) and nonsmooth (piecewise 

linear) local feedback, respectively). These local feedback laws suppress bounded disturbances 

acting with them through the same channel. The algorithms developed below do not require 

real-time identification of parametric and exogenous disturbances. However, they stabilize the 

observation and tracking errors with some accuracy. The effectiveness of the dynamic feedback 

is validated by the results of numerical simulation. 

 
Keywords: electromechanical system, tracking, invariance, block approach, state observer of reduced 

order, S-shaped functions. 
 

 

INTRODUCTION  

This paper considers a simple electromechanical 

system: a single-link sensorless manipulator elastically 

jointed to a DC motor and operating under parametric 

and exogenous disturbances. The basic problem is to 

control the angular position of the manipulator: stabi-

lize it at a given level or track an admissible reference 

signal. Despite the seeming simplicity, this plant has 

all attributes of a complex automatic control system. 

Namely, it is described by a fifth-order dynamic model 

with  nonlinearity  and   uncertain  parameters,  has  an  
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incomplete set of sensors, and is affected by exoge-

nous disturbances. At present, many efficient control 

algorithms have been developed for mechanical and 

electromechanical systems within various approaches; 

for example, see [1–5]. However, when solving such 

problems, a specific type of uncertainties (parametric 

uncertainties, or exogenous disturbances of a certain 

class, or incomplete measurements) is often consid-

ered. In many studies, the mathematical model con-

sists of the mechanical system only (the dynamics of 

actuators are neglected), and the suppression of un-

matched disturbances acting through different chan-

nels with control remains an open problem [6].  
In the previous publication [7], we considered a 

single-link sensorless manipulator elastically jointed to 
a DC motor under the assumption that its reference 
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signal, parametric and exogenous disturbances are 
smooth functions of time. As a result, the controlled 
plant model was written in the canonical input-output 
form in mixed variables (linear combinations of the 
state variables, exogenous actions, and their deriva-
tives), and the observation and tracking problems were 
successfully solved based on the form. The unmeas-
ured controlled variable necessary for feedback design 
in the mixed variables observer was estimated using 
an additional loop in the observation subsystem. How-
ever, different nonsmooth disturbances (shock loads 
and dry friction forces) [8] often act on a mechanical 
plant during operation. These disturbances cannot be 
differentiated and cannot be directly suppressed or 
compensated by applying control to the actuator. Be-
low, we consider such nonsmooth and unmatched ex-
ogenous and parametric disturbances and piecewise 
discontinuous reference signals, which are an obstacle 
to applying typical control methods, particularly the 
feedback linearization method [9, 10]. The controlled 
plant and the problem statement are described in Sec-
tion 1. 

The block approach seems reasonable to design the 
tracking system under such conditions. According to 
this approach, the state variables are used as fictitious 
controls from a certain class of smooth functions [11, 
12]. In this case, the disturbances are matched with the 
fictitious controls and can be suppressed with a given 
accuracy. The original system is reduced to another 
one with respect to the tracking error and the residuals 
between the real and generated fictitious controls (in-
variant local feedback laws), and the exogenous sig-
nals are not differentiated. The true discontinuous con-
trol applied to the actuator ensures the sequential con-
vergence of the residuals to given neighborhoods of 
zero, thereby stabilizing the tracking error (achieving 
the goal of control). Stabilizing fictitious controls are 
constructed as smooth and bounded sigmoid functions 
to avoid, at the beginning of transients, the bursts (an 
overshoot of the state variables) inherent in systems 
with linear high-gain feedback laws [11, 13]. (They 
are traditionally used to suppress exogenous disturb-
ances.) The paper [12] presented a local sigmoid feed-
back design procedure for a nonlinear single-channel 
plant under the assumption that the functions of the 
state variables on the right-hand sides of the differen-
tial system dynamics equations are bounded every-
where. The scientific novelty of this study consists in 
developing a block parametric design procedure for 
sigmoid fictitious controls for an almost linear fifth-
order system with nonsmooth exogenous disturbances 
(whose derivatives have a discontinuity). The plant 
has the following peculiarity: from the theoretical 
point of view, the linear combinations of state varia-
bles in the system equations are not bounded. To 
achieve the goal of control, the values of internal vari-

ables in the control process must belong to given rang-
es. The design procedure of the basic control law con-
sidering these features of the plant is given in Section 
2.  

Section 3 solves the observation problem in the 
case where the angular position and velocity of the 
manipulator required for feedback design cannot be 
measured (e.g., due to an aggressive environment, vi-
bration, etc. [14]) and the sensors are mounted on the 
actuator only. A reduced-order state observer is con-
structed. It estimates the state variables by restoring 
exogenous disturbances by their effect on the con-
trolled plant without any dynamic model of the signals 
[15, 16]. According to this restoration principle, the 
variable is treated as an exogenous disturbance and 
estimated using a feedback law in the observer (a cor-
rective action). Following this approach, we design a 
robust state observer without the system equations 
with uncertain parameters. Also, we develop a decom-
position procedure for designing piecewise linear 
feedback laws to solve the observation problem with a 
given accuracy under the parametric and exogenous 
disturbances affecting the mechanical subsystem. Due 
to the S-shaped invariant feedback laws (smooth in 
tracking, and piecewise-smooth in observation), there 
is no need to identify the uncertain parameters and 
exogenous disturbances in the observation and control 
processes: it suffices to know their ranges. The con-
troller’s parameters require no retuning when uncer-
tainties change arbitrarily within the admissible rang-
es. This conclusion is illustrated by the numerical sim-
ulation results in Section 4. 

1. DESCRIPTION OF THE CONTROLLED PLANT. 

PROBLEM STATEMENT 

Consider a single-link rigid manipulator with a ro-

tating joint elastically connected to the shaft of a DC 

motor. Its mathematical model is described by the dif-

ferential equations [7, 17] 

1 2 2 21 1 2 1 2 3, sin( ) ( ),x x x a x a x b x f t          (1) 

3 4 4 41 1 43 3 44 4 4 5

5 54 4 55 5 5

, ,

.

x x x a x a x a x b x

x a x a x b u

     

   
      (2) 

Equations (1) correspond to the manipulator dy-

namics whereas equations (2) to the dynamics of the 

DC motor with permanent magnets [6]. In addition, 

a41 =   a43 < 0, and the other design factors are posi-

tive: 

2 21 /l lb a k J  , 
2 / la mgh J , 

43 /l ma k J , 

44 / ma d J , 
4 /m mb k J ,  

54 /a с L , 
55 /a R L , 

5 1/b L . 

The variables 
T

1 5( , ..., )x x x  and parameters of 

system (1), (2) are described in Table 1.  
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Table 1 

The variables and parameters of the controlled plant 

Notation Description, measurement unit  Notation Description, measurement unit  

x1 The angular position of manipulator’s link, rad g  Acceleration of gravity, 9.8 m/s
2
 

x2 The angular velocity of manipulator’s link, rad/s  kl Gear rigidity, N·m/rad  

x3 The angular position of DC motor’s shaft, rad Jl The manipulator’s moment of inertia, kg·m
2
 

x4 The angular velocity of DC motor’s shaft, rad/s  km Gain, N·m/A 

x5 The drive armature current of DC motor, A Jm The moment of inertia of DC motor, kg·m
2
 

f(t) Uncontrolled disturbance, N/(kg·m) D Damping coefficient, 

 kg·m
2
/s 

u  The drive armature voltage of DC motor, V c  The counter emf coefficient of DC motor, V·s/rad  

h Manipulator’s link length, m L The drive armature inductance of DC motor, H 

m   Manipulator’s link mass, kg R  The drive armature resistance of DC motor, Ω 

 

In system (1), (2), the output controlled variable is 

the angular position x1(t) of the manipulator’s link; the 

drive armature voltage u of the DC motor is a discon-

tinuous control. The problem is to design a dynamic 

feedback control under which the output variable x1(t) 

will track a given admissible signal g(t) under the fol-

lowing assumptions: 

 The reference point x1(t) = 0 is the low vertical 

position of the manipulator’s link, which is stable; the 

maximum angular velocity of the manipulator’s link is 

bounded: 

1 2 2 2| ( ) | π,  | ( ) | ,  0,  const 0.x t x t X t X       (3) 

 The initial values of the state variables belong 

to given ranges: 

,0(0) const 0, 1,5.i ix X i                (4) 

 The sensors are located only on the actuator. 

The variables x1(t) and x2(t) are unmeasured, whereas 

the variables x3(t), x4(t), and x5(t) are measured without 

noise.  

 The current values of the reference signal g(t) 

are known; its derivative ( )g t  is assumed to be a non-

smooth unknown function of time, bounded by a given 

constant: 

0 1

0 1

| ( ) | π; | ( ) | ,  

, const 0.0; 

g t G g t G

G Gt

  

 
               (5) 

 The values of the parameters kl , Jm, d, and km 

(hence, a43, a44, and b4) are known. The parameters m , 

h, Jl, c, R, and L (hence, b2 = a21, a2, a54, a55, and b5) 

are uncertain but belong to given ranges: 

21,min 21 21,max 2,min 2 2,max( ) , ( ) ;a a t a a a t a     

5 ,min 5 5 ,max( ) , 4,5;j j ja a t a j    

5,min 5 5,max( ) , 0;b b t b t                       (6) 

 The time-varying function f(t) is unknown, 

nonsmooth, and bounded by a given constant: 

( ) const 0, 0.f t F t                    (7) 

The feedback loop involves only an observer of the 

unmeasured state variables: identifiers of the unknown 

parameters and generators of the exogenous actions 

are not introduced. Under these conditions, the track-

ing error e1(t) = x1(t) – g(t)  R can be stabilized only 

with some accuracy. The goal of control is to ensure 

the condition 

1 1 1( ) , ,e t t t                           (8) 

in the closed loop system, where 1 > 0 and t1 > 0 are 

a given stabilization accuracy and a given time to 

reach it, respectively. 

2.  THE BASIC CONTROL LAW  

First, we form a control law in system (1), (2) us-

ing a given reference signal g(t) and all state variables. 

Then, we construct an observer to estimate the un-

measured state variables. To design the feedback, we 

apply the block control principle [11, 12].  

System (1), (2) is a block controllability form [11]. 

This means that the true control appears additively 

with a nonzero factor only in the last equation; the 

right-hand side of each ith equation (block), 1 4i , , 

contains functions only of the state variables x1,..., xi, 

and the variable of the next (i+1)th equation appears 

additively with a nonzero factor. Due to such a form, 

the variable xi+1 in each ith equation can be treated as a 

fictitious control, and the local feedback laws can be 

sequentially obtained in each equation (top-to-

bottom). In the last block, the local feedback laws are 

provided by the true control. Since the first equation is 

written in the controlled variable, system (1), (2) can 
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be considered a triangular input-output form (by the 

composition of the arguments of functions in each 

equation except fictitious controls). Therefore, we 

solve the tracking problem based on this form. 

To suppress parametric and exogenous disturb-

ances on the same channels with fictitious controls, we 

construct local feedback laws as bounded S-shaped 

sigmoid functions with two tuned parameters [12]: 

*

1 1 1 1 1σ( ),  , const 0,  2,5,i i i i i ix m k e k m i          (9) 

where 1 1 1 1σ( ) 2 / (1 exp( )) 1i i i ik e k e        is an odd 

and bounded sigmoid function, 1 1σ( ) 1,i ik e    and    

ie   R ( 2,5i  ) are the residuals between the varia-

bles ix  and the desired fictitious controls ix  (9): 

*

1 1 1σ( ),  2,5.i i i i i i ie x x x m k e i             (10) 

The true control (the drive armature voltage of the DC 

motor) is naturally taken [6] as the discontinuous func-

tion 

5 5 5sign( ),  const 0,u m e m     

5

5

5

1, 0,
sign( )

1,  0.

e
e

e

 
 

 
                    (11) 

For e5 = 0, the value of the sign function is undefined 

but restricted to the interval [ 1, 1] . The closed loop 

system (1), (2), (11), written in the tracking error and 

the residuals (10), has the form 

1 2 1 1 1

1

1

1

5 54 4 55 5 5 4 5 5 5

σ( ) ,

( σ( ))

, 2,3,4,

sign( ),

i i i i i i

i

ij j i i

j

e e m k e g

e b e m k e

a e f i

e a e a e f b m e







  

  

   

      


   (12) 

where b3 = 1, the elements aij figuring in formula (12) 

but absent in system (1), (2), are zero, and 1i  are the 

full derivatives of the fictitious controls (9): 

1 1 1 1

2

1 1 1 1 1

σ( )

0,5 (1 σ ( )) , 2, 5;

d
i i i idt

i i i i i

m k e

m k k e e i

   

    

  

 
       (13) 

2 21 2 1 3

4 43 2 2 2 44 3 3 3

5 54 3 3 3 55 4 4 4

sin( ) ( ),  0,

( σ( ) ) σ( ),  

σ( ) σ( ).

f a g a e g f t f

f a m k e g a m k e

f a m k e a m k e

     

  

 

 

Due to formulas (5)–(7), the values of if  are bounded, 

and their estimates depend on the amplitudes of ficti-

tious controls: 

2 21,max 0 2,max 2

4 43 2 0 44 3 4

5 54,max 3 55,max 4 5

( ) ,

( ) ( ) ,

( ) .

f t a G a F F

f t a m G a m F

f t a m a m F

   

   

  

         (14) 

The original problem (8) is reduced to the stabili-

zation of the closed loop system (12). In this case, the 

control design for a single-channel system of the fifth 

order is decomposed into five elementary design sub-

problems solved sequentially: choosing the parameters 

of true and fictitious controls that ensure invariance 

with respect to the existing uncertainties with a given 

accuracy. The amplitude of the discontinuous control 

(11) is chosen to ensure the occurrence of a sliding 

mode on the surface e5 = 0 in system (12) in a finite 

time 0 < t5 < t1. According to the block control princi-

ple, the parameters of fictitious controls (9) are chosen 

to ensure the sequential convergence of the residuals 

to some neighborhoods of zero: 

5 5 5 4 4

4 5 1 1 1 2

( ) , 0 ( ) ,

... ( ) , ,

e t t t e t

t t t e t t t t

      

      
      (15) 

where 1 and t1 are given by (8), and i = const > 0,

2,5i  , are assigned arbitrarily. The first inequality in 

(15) reflects the following fact: due to various imper-

fections, the sliding mode in real systems occurs in 

some boundary layer of the switching surface [6].  

The sigmoid function can be estimated from below 

by the piecewise linear function 

0.8 sat( ) σ( ) 1,  

sign( ), 2.2 / ,
sat( )

/ 2.2, 2.2 / , 1, 4,

i i i i

i i i

i i

i i i i

k e k e

e e k
k e

k e e k i

 

 
 

 

   (16) 

where σ( 2.2) 0.8   and 2.2 /i ie k   are the points 

separating σ( )i ik e  into almost linear and almost con-

stant functions [12]. The choice of the value ik  (the 

gain in the argument of the sigmoid function) deter-

mines the stabilization accuracy of the corresponding 

residual. We fix an inversely proportional relation be-

tween the gains and the stabilization accuracy of the 

residuals: 2.2 / , 1,4.i i ie k i     Under the gains  

2.2 / , 1,4,i ik i                        (17) 

yielding the desired stabilization accuracy, the design 

problem is reduced to choosing the amplitudes mi,

1, 5i  , that ensure the sequential convergence of the 

residuals to the corresponding neighborhoods of zero 

(15). Sufficient conditions for i ie    have the form

0i ie e   for , 1,5i ie i    [6, 12]. From these ine-

qualities we obtain a lower estimate for the amplitude 

in the ith block ( 1,4i  ) provided that in all subse-

quent blocks j = i + 1, i + 2, ..., 5, the residuals have 

already converged to the given neighborhoods of zero 

j je    (15). Given formulas (5), (14)–(17), we have:  
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1 1 2 1 1 1 2 1 1 1

1 2 1 1

1

,min ,min 1 ,max

1

1 1

1

1

,min 1 ,min

1

,max

1

0.8 ( σ( ) )

( 0.8 ) 0,

0.8

( ( σ( ))

)

( ( 0.8 )

i

i i i i ij j

j

i i i i i i i i i i

i

ij j i i

j

i i i i ij i

i

ij j

j

m G e e e e m k e g

e G m

b m b a e

F e e e b e m k e

a e f

e b m a e

a e







 











       

   

   

     

   

   





 1

5,min 5 54,max 4 5 4 5 5

5 54 4 55 5 5 4 5 5 5

5 54,max 4 55,min 5 5 4 5,min 5

) 0, 2, 3, 4;

( sign( ))

( ) 0.

i iF i

b m a e F e e

e a e a e f b m e

e a e a e F b m

    

     

      

    

 (18) 

To implement the sufficient conditions (18), we es-

timate the ranges of the variables of system (12) and 

their derivatives in the control process with a given 

time to stabilize the tracking error (8). The corre-

sponding procedure and the resulting inequalities for 

choosing the amplitudes mi ( 1,5i  ) are presented in 

the Appendix. The procedure rests on conservative 

estimates and proves the existence of solutions of ine-

qualities (18). The values of the gains (17) and ampli-

tudes can be decreased based on simulation results. 

For the system with an incomplete set of sensors, 

the control law (11) involves the measured variables 

g(t), x3(t), x4(t), and x5(t) together with the estimates  

1̂x ( )t  and 2x̂ ( )t  of the unmeasured state variables 

x1(t) and x2(t). Section 3 considers the design problem 

of a state observer that ensures a given accuracy and a 

given estimation time under the parametric uncertainty 

of the controlled plant: 

ˆ| ( ) ( ) | δ ,  1,2,  ,i i ix t x t i t T     50 .T t     (19) 

In the dynamic feedback system, the control law 

(11) takes the form 

5 5̂sign( ),u m e                        (20) 

where the tracking error and the residuals (10) are 

constructed by the measured and estimated signals: 

1 1 2 2 1 1 1 3 3 2 2 2

4 4 3 3 3 5 5 4 4 4

ˆ ˆ ˆ ˆ ˆ ˆ ˆ,  σ( ),  σ( ),

ˆ ˆ ˆ ˆσ( ),  σ( ).

e x g e x m k e e x m k e

e x m k e e x m k e

     

   
 

In the closed loop system (1), (2) with the dynamic 

feedback (20), the estimation errors (19) act as imper-

fections. As a result, the boundary layer 

5 5 4 4 4 4 4 5
ˆ ˆσ( ) σ( ) .e e m k e k e             (21) 

appears in the sliding mode. Due to (21) and the S-

shaped form of the sigmoid function, the greatest de-

viation is achieved in the vicinity of zero, and the es-

timation errors have an almost negligible effect at in-

finity. Using the first approximation 
0

σ( ) ~ 0.5
x

kx kx


, 

we estimate the deviation (21) as follows: 

4 4 4 4 4 4 4

2

4 3 3 3 3 3 4 3 3 3 3

2

4 3 3 2 2 2 2 2

3

4 3 3 2 2 2 2

3

4 3 3 2 2 2 1 1 1 1 1

3

4 3 3 2 2 2 1 1 1

ˆ ˆσ( ) σ( ) 0.5

ˆ ˆ0.5 σ( ) σ( ) 0.5

ˆ0.5 σ( ) σ( )

ˆ0.5

ˆ0.5 δ | σ( ) σ( ) |

0.5 (δ 0.5 δ ).

k e k e k e e

k m k e k e k m k e e

k m k m k e k e

k m k m k e e

k m k m k m k e k e

k m k m k m k

   

   

 

 

  



 

With the accepted values of the controller parameters 

and the boundary layer 5, we finally arrive at the fol-

lowing constraint on the estimation errors in the ob-

servation problem: 

5
2 1 1 1

4 4 3 3 2 2

8
δ 0.5 δ .m k

m k m k m k


               (22) 

3. A STATE OBSERVER TO ESTIMATE THE VARIABLES 

OF THE MECHANICAL SUBSYSTEM 

System (1), (2) is observable with respect to the 

measurements x3(t), x4(t), and x5(t), but the full-order 

state observer cannot be designed due to the paramet-

ric uncertainties in the model and the exogenous dis-

turbances affecting the plant. To restore the values of 

the unmeasured variables x1(t) and x2(t), we will use 

the procedure for estimating exogenous disturbances 

without a dynamic disturbance generator [7, 15, 16] 

and construct a reduced-order observer. In this case, 

the desired estimates 1̂x  and 2x̂  can be obtained only 

with the given accuracy (19), (22).  

According to this procedure, we construct a re-

duced-order observer based on the fourth and first 

equations of the original system (1), (2), which do not 

depend on the uncertain parameters and include the 

unmeasured variables with nonzero factors: 

4 43 3 1 44 4 45 5 1 2( ) ,  .x a x x a x a x х х           (23) 

The reduced-order observer is constructed for sys-

tem (23) with the measured signals 

1 43 3 2 44 4 45 5 1 2 2( ) ,  ,z a x z a x a x v z v        (24) 

where z1 and z2 are the observer’s state variables, and 

ν1 and v2 are its corrective actions.  

We introduce the observation errors 1 4 1ε x z 

and 2 1 2ε x z  . Considering formulas (23) and (24), 

we obtain the system 

1 43 2 1 2 2 2ε ε ,  ε .a v x v                  (25) 

Due to the available measurements of the parame-

ter x4, the current errors 1ε ( )t  are known, whereas the 

errors 2ε ( )t  are not. Let us assign the following initial 
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conditions for the observer (24) and, accordingly, for 

the virtual system (25): 

1 4 1

2 2 1 2

(0) (0) ε (0) 0;

(0) 0 ε (0) (0),  | ε (0) | π.

z x

z x

  

   
        (26) 

The goal is to form corrective actions ν1 and v2 to 

stabilize the observation errors and their derivatives 

with the given accuracy and in the given time (19), 

(22). We use piecewise linear corrective actions [7, 15, 

16]: 

1 1 1 1 2 2 2 1

1 1 1

1 1

1 1 1 1

sat( ε ),  sat( ),  , const 0,  

sign(ε ),  ε 1/ ,
sat( ε )

ε , ε 1/ .

i iv p l v p l l p

l
l

l l

   

 
 





(27) 

Like the sigmoid function, the functions (27) are S-

shaped and have two tunable parameters. They are 

easier to implement but nonsmooth. However, the lat-

ter property is not critical: in the observation problem, 

the corrective actions have no physical sense and may 

be nonsmooth. (In contrast, smoothness is required for 

fictitious controls––the state variables (10).)  

Lemma. Let the external signal x2(t) in system 

(25)–(27) be bounded by condition (3). Then for any

1δ 0 , 2δ 0 , and 0T  , there exist positive real 

numbers ip  and il  such that 

2 1 2 1

2 2 2

ε ( ) ( ) ( ) δ ,

( ) ( ) δ ,  ,

t x t z t

x t v t t T

  

  
               (28) 

for any i ip p  and i il l , 1,2i  . 

The proof of this lemma is given in the Appendix. 

It follows from (19) and (28) that the state variable 

and the corrective action of the second equation of the 

reduced-order observer (24) are the desired estimates 

of the unmeasured variables: 1 2
ˆ ( ) ( ),x t z t

2 2
ˆ ( ) ( ).x t v t  

4. SIMULATION RESULTS 

To check the effectiveness of this dynamic feed-

back design method, we simulated the closed loop sys-

tem (1), (2), (20), (24) with the initial conditions 

(0) 0,ix  1, 5,i   in MATLAB-Simulink. The goal of 

control was to ensure condition (8) with 

1 0.04   rad, 1 2t   s.                   (29) 

The following values and ranges of the model pa-

rameters and exogenous actions were selected: 

   
 

   
( )

0.01,  0.045,  0.3;

0.18,  0.25 ,  0.2,  0.3 ,  

0.0072,  0.0225 ,  0.25,  0.33

3.8,  4.2 ,  0.006,  0.013

0.2, 

[ ] ,

( ) 0.2, 0,1; .

;

( ) 0 1.

l m m

l

i

k J k

m h

J с

R L

g t i f

d

t

  

 

 

 

 





     (30) 

Based on inequalities (17) and (A.9)–(A.13) (see the 

Appendix), we took the following gains: 

1 2 3 4

1 2 3 4 5

80,  25,  5,  8;   

0.3,  0.7,  10,  40,  90.

k k k k

m m m m m

   

    
 (31) 

Due to the expressions (19) and (22), the target 

values for the observation problem were determined as 

1δ 0.0008  rad, 2δ 0.002  rad/s, and 0.1T   s. The 

following corrective coefficients (27) were adopted in 

the observer (24) based on inequalities (A.22) and 

(A.26) with the constraint 2 2( ) 5x t X   rad/s: 

1 2 1 2155,  150;  60,  40.l l p p             (32) 

Two numerical experiments were performed with 

the same controller (31) and observer (32) gains but 

different plant’s parameters and exogenous actions 

from the ranges (30). In experiment 1, the left limits of 

the ranges (30) and the exogenous actions 

( ) 0.05| sin | 0.15cos(0.5 )g t t t   and 0.05f   were 

taken as the plant’s parameters. In experiment 2, the 

right limits of the ranges (30) and the exogenous ac-

tions ( ) 0.18| cos( ) |g t t  and ( ) 0.05 , [0,2)f t t t   

(the sawtooth function with the main period of 2 s) 

were taken as the plant’s parameters. Note that in both 

experiments, the reference signals are piecewise 

smooth functions whose derivatives have discontinui-

ties of the first kind. For comparison, we also simulat-

ed the system with the static feedback law (11) under 

the assumption that all state variables are measurable 

and the system with the dynamic feedback law (20) 

with the unmeasured variables 1̂( )x t  and 2
ˆ ( )x t  esti-

mated using the observer (24), (27). The integration 

was carried out by the Euler method with a constant 

step of 10
–5

. 

Figures 1–4 show the simulation results of experi-

ment 1. For system (1), (2) with the dynamic feedback 

law (20), (24), (27), the following graphs are present-

ed: the reference signal g(t) and the manipulator’s an-

gular position x1(t) (Fig. 1); the tracking error e1d(t) = 

x1(t) – g(t) (Fig. 2); the estimation errors 

1 1 1̂α ( ) ( ) ( )t x t x t   and 2 2 2
ˆα ( ) ( ) ( )t x t x t  , i.e., the 

deviations of the estimates 1 2
ˆ ( ) ( )x t z t  and 

2 2
ˆ ( ) ( )x t v t  yielded by the observer (24), (27) from 

the variables x1(t) and x2(t) (Fig. 3); e1d (t)   e1s(t), i.e., 

the deviation of e1d(t) from the tracking error e1s(t) in 

the system with the static feedback law (11). Figures 

5–8 show similar graphs for experiment 2. 

Table 2 provides several control performance indi-

ces in both experiments: the settling time t : 

1( ) 0.04e t  , t t ; the overshoot 1max 1( )e e t , 0t  ; 

the tracking accuracy 1 1( ) ( )x t g t    in the steady-

state mode for 10t   s. 
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Fig. 1. The graphs of g(t) and x1(t) in experiment 1. 

  

Fig. 2. The graph of tracking error e1d(t) in experiment 2. 

 

 

 

 
 

Fig. 3. The graphs of estimation errors 1 1 1
  ˆα ( ) ( ) ( )t x t x t  and 

2 2 2
  ˆα ( ) ( ) ( )t x t x t  in experiment 1. 

  

 

Fig. 4. The graph of deviation e1d(t) – e1s(t) in experiment 1. 

 

 

 

 

 
 

Fig. 5. The graphs of g(t) and x1(t) in experiment 2. 
  

Fig. 6. The graph of tracking error e1d(t) in experiment 2. 
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Fig. 7. The graphs of estimation errors 1 1 1
  ˆα ( ) ( ) ( )t x t x t  and 

2 2 2
  ˆα ( ) ( ) ( )t x t x t  in experiment 2. 

  

 

Fig. 8. The graph of deviation e1d(t) - e1s(t) in experiment 2. 

 

Table 2 

Control performance indices 

Index, meas-

urement unit 

Static feedback 

(11) 

Dynamic feed-

back (20), (24), 

(27) 

Experiment 1 

t*, s 0.5380 0.5408 

e1max, rad 0.1510 0.1510 

1 , rad 0.0119 0.0119 

Experiment 2 

t*, s 0.5146 0.5147 

e1max, rad 0.18 0.18 

1 , rad 0.0299 0.0299 

 

According to Figs. 1–8 and Table 2, the target val-

ues of the performance indices (29) were achieved in 

all experiments. Introducing the reduced-order observ-

er (24), (27) into the feedback loop caused no signifi-

cant deterioration of the system performance. 

CONCLUSIONS 

This paper has considered the following problem: 

the angular position of a single-link manipulator 

should track a given reference signal under nonsmooth 

exogenous disturbances in the case where the sensors 

are mounted only on the actuator. This problem has 

been solved by applying a block feedback design pro-

cedure with sigmoid fictitious controls tuned for the 

worst-case admissible values of uncertain parameters 

and exogenous disturbances. A state observer of re-

duced order has been constructed to estimate the angu-

lar position and velocity of the manipulator. This ob-

server needs no precise knowledge of the parameters 

of the mechanical subsystem. The results of numerical 

simulation have confirmed the effectiveness of the 

developed tracking and observation systems. As 

shown, the performance indices of the closed loop sys-

tem with the dynamic feedback based on the reduced-

order observer have comparable values with those of 

the system with full measurements. 

Further research will aim at extending the block 

design procedure of sigmoid fictitious controls to line-

ar plants with several inputs and outputs. Also, the 

performance of the reduced-order observer will be 

studied under noisy measurements. 

APPENDIX 

P r o c e d u r e (choosing the amplitudes of the true (11) 

and fictitious (9) controls). We begin with estimating the 

state variables of system (12). Due to formulas (3)-(5) and 

(10), we have the following estimates for the initial values: 

1 1,0 0 ,0 1(0) , (0) , 2,5.i i ie X G e X m i          (A.1) 

In the general case (0) , 1,5,i ie i    the monotonic 

transients are guaranteed in system (12) only for the last 

block variable e5(t). In the worst case, the variables ei(t),

1,4i  , will grow by absolute value until all variables ej(t), 

j = 5,4,...,i+1, reach the given neighborhoods (15), i.e., 

5 5 5,max 1 ,max( ) (0) , ( ) ( ) , 4,1.i i i ie t e e e t e t e i     (A.2) 

In system (1), (2) and, consequently, in system (12), we 

have aii = 0, 1,3i  , and a44 > 0. Due to the expressions 
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(18), (A.1), and (A.2), the state variables and their deriva-

tives can be estimated as 

1,max 1,0 0 2,max 2 2

,max ,0 1 ,max 1,max 1 1

4,max 4,0 3 4 5,max 5 44 5 44

5,max 5,0 4

( ) ,

( ) , 2,3,

( )(1 exp( )) / ,

;

i i i i i i i

e X G e t

e X m b e t i

e X m b e a t a

e X m

   

   

    

     

 

(A.3) 

,max 1, max 1 1

,max 1 1, max 3, max

4 4 4 5, max 5 44 4, max 5

4 4 4 44 4, max 5 4

4 4 4 44 4 4

( ) (2 ), [0, ),

( ) 2 , , 1, 3, 1;

( ) (2 ) , [0, ),

( ) 2 , [ , ),

( ) 2 , .

i i i i i i

i i i i

e t b m e t t

e t b m t t i b b

e t b m e a e t t

e t b m a e t t t

e t b m a t t

  



   

    

    

  

   

  (A.4) 

Considering the separation (16), the derivative of the sig-

moid function 
2σ ( ) 0.5 (1 σ ( ))i i i i ik e k k e    satisfies the ine-

qualities 

0 σ ( ) 0.18 , [0, ), ( ) 2.2 / ,

0.18 σ ( ) 0.5 , , ( ) 2.2 / ,

1,4.

i i i i i i

i i i i i i i

k e k t t e t k

k k e k t t e t k

i

   

   



   (A.5) 

Let us restrict the maximum absolute values of the time-

dependent residuals (A.3) by 

1,max 1,max 12π, 3 , 1,3.i i ie e m i               (A.6) 

Then the expressions (A.3) take the form 

1,max 1,0 0 1 2

,max ,0 1 ,max 1 1

4,max 4,0 3 4 5,0 4 5

44 5 44 3 4

3 2π,

3 3 , 2, 3,

( )

(1 exp( )) / 3 .

i i i i i i i i

e X G m t

e X m b m t m i

e X m b X m

a t a m

  

   

      

     

    

(A.7) 

Using formulas (A.4)–(A.7), we obtain the following es-

timates for the derivatives of fictitious controls (13): 
2

2

,max

2

4 4 4 4 4 4 44 4, max

(1 σ ( ))
( ) , 1,3;

2

( ) 0.5 , 0.

i i i

i i i i i i

k k e
t m e k m b i

t k m b k m a e t


   

   

 (A.8) 

To satisfy inequalities (A.6), the amplitudes mi, 1,4i  , 

must be bounded from above. Assume for convenience that 

0 < i = Xi,0, 2,5.i   Then the right-hand sides of inequali-

ties (A.7) yield  

1,0 0 1

1 1,max ,max

2 ,max 1

3 44

4 4,max

4 44 5

2π 2
, ,

3 3

2
2, 3, .

(1 exp( ))

i

i i

i i

X G m
m m m m

t b t

m a
i m m

b a t





 
   

  
 

(A.9) 

Obviously, the upper bounds on the amplitudes (A.9) can be 

made arbitrarily large by decreasing ti, 2,5i  , within the 

hierarchy 0 < t5 < t4 < ... < t2 < t1. 

Now we formalize the sequential choice procedure for 

the amplitudes mi, 1,5i  , to satisfy conditions (15) in the 

closed loop system (12). (As a result, the goal of control (8) 

will be achieved under the given values 1, t1, i = Xi,0,

2,5i  , and the corresponding gains (17)). The amplitudes 

should be chosen to ensure the convergence of the residuals 

ei(t), 5,1i  , on the intervals [ti+1, ti], t6 = 0, to the given 

neighborhoods of zero, considering the expressions (18) and 

(A.7)–(A.9). The parameters varied are the time instants ti, 

2,5i  . 

Step 1. Given (A.7) and the convergence interval [t2, t1], 

the first inequality (18) takes the form 

1,0 0 1 2 1

1 1 2,0

1 2

1,0 0 1 1 2,0 1 2

1 1,min

1 2

3
0.8

( )( )
.

0.8 3.8

X G m t
m G Х

t t

X G G Х t t
m m

t t

  
   



    
 



 (A.10) 

From inequality (A.10) it follows that 

1 2 2 10.8 3.8 0 0.2t t t t    , where 0 < t2 < t1. Fixing the 

values 
*

2t  and 
1m

 by 

*

2 1 1,min 2 1,max 2

1 1,min 2 1,max 2

0 0.2 : ( ) ( ),

[ ( ), ( )],

t t m t m t

m m t m t

 

  

  


 

we move to the next step of the procedure. 

Step i (i = 2, 3). Given (A.7), (A.8), and the conver-

gence interval 1[ , ]i it t , the ith inequality in (18) takes the 

form 

1 ,max 1

,min ,min 1,0

1

1
2

,max ,max 1 1 1,max

1

1

1 ,min 1,0 ,max ,max

1

,min

,min ,min ,max 1

3
0.8

( ) ( )

( ( )

0.8 (0.8 3 )

i i i i

i i i i

i i

i

ij j j i i i i

j

i

i i i ij j j

j

i i

i i i i i

i i

m b m t
b m b X

t t

a e m F k m b

m b X a e m

m m
b t b b t

F k



 






 

  




 

 








  



  

 

  
 







2

1 1 1,max 1

,min ,min ,max 1

( ) )( )
,  2, 3.

0.8 (0.8 3 )

i i i i

i i i i i

m b t t
i

b t b b t

 

   








 

(A.11) 

From inequality (A.11) it follows that ,min0.8 i ib t 

,min ,max 1(0.8 3 ) 0i i ib b t   
 1 ,min ,max0.2 / ,i i i it b t b

  2, 3,i 

b3,min = b3,max = 1. Fixing the values 
*

1it   and im
 by 

*

1 ,min ,max ,min 1 ,max 1

,min 1 ,max 1

0.2 / : ( ) ( ),

[ ( ), ( )],

i i i i i i i i

i i i i i

t b t b m t m t

m m t m t

  

  

  

 

 


 

we move to the next step of the procedure. 

Step 4. Given (A.7), (A.8), and the convergence interval 

5 4[ , ]t t , the fourth inequality in (18) takes the form 

3 4 4 44 5 44

4 4

4 5

2

4 5,0 41 1,max 43 3,max 4 3 3

*

3 4 5,0 41 1,0 0 1 2

4 4,min

4 4 5 44 5 44

* 2

43 3,0 2 3 4 4 3 3 4 5

(1 exp( )) /
0.8

( )

[ ( 3 )

(0.8( ) (1 exp( )) / )

( 3 ) ( ) ](

m b m a t a
b m

t t

b X a e a e F k m

m b X a X G m t
m m

b t t a t a

a X m m t F k m t t







 



  

  
 



     

   
  

   

    

4 4 5 44 5 44

)
.

(0.8( ) (1 exp( )) / )b t t a t a    

(A.12) 

From inequality (A.12) it follows that 

5 44 5 44 40.8 (1 exp( )) / 0.8t a t a t    . Fixing the values 5t


 

and 4m
 by 
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5 44 5 44 4 4,min 5 4,max 5

4 4,min 5 4,max 5

1.25(1 exp( )) / : ( ) ( ),

[ ( ), ( )],

t a t a t m t m t

m m t m t

    

  

    


 

we move to the last step of the procedure. 

Step 5. Given (14), (A.7), (A.8), and the convergence 

interval 
5[0, ]t , the last inequality in (18) takes the form 

*

5,0 4 * *

5,min 5 54,max 3 55,max 4

5

* 2 *

4 4 4 54,max 4 4 44

* *

4,0 3 4 4 44 5 44

( ) ( 0.5 )

( )(1 exp( )) / ).

X m
b m a m a m

t

k m b a k m a

X m b m a t a






   

  

   

    (A.13) 

The amplitude choice procedure is complete. ♦  

P r o o f of the lemma. When solving the control prob-

lem, the variables of the closed loop system (12) converge 

to some neighborhood of zero sequentially bottom-to-top 

(15): first, the convergence of 
5e  is ensured, then that of 

4 ,e  and so on until achieving the goal of control (the con-

vergence of 
1e ). When solving the observation problem in 

system (25), on the contrary, the order of convergence of 

the observation errors and their derivatives in the neighbor-

hood of zero is “top-to-bottom”: 

1 1ε ( ) 1/ , 0;t l t                          (A.14) 

43 2 1 1 43 2 01ε ( ) ( ) γ ( ) β , ;   a t v t t a t t          (A.15) 

2 2 43 2 02ε ( ) β 1/ ( ), ,  t a l t t  
01 02 50 t t T t    , (A.16) 

where 
2β const 0  . 

Inequalities (A.14), (A.16) and the time when the argu-

ments of the corrective actions (27) fall in the neighborhood 

of zero, where the correcting actions are described by linear 

functions without saturation (hereinafter, the linear zones), 

are ensured by choosing the corresponding amplitudes p1 

and p2. Inequality (A.15), the second inequality in (28), and 

the given estimation accuracy (19) are ensured by choosing 

the gains l1 and l2. Let us formalize sufficient conditions for 

choosing the parameters of the corrective actions (27) that 

satisfy these requirements.  

First, we tune the amplitudes. Due to the expression 

(26), 
1 1ε (0) 0 1/ l  , i.e., the variable 1ε ( )t

 is initially in 

the linear zone. Inside this zone, the first equation of system 

(25), (27) has the form 
1 43 2 1 1 1ε ε ε .a p l   Based on its form 

outside the linear zone, 
1 43 2 1 1ε ε sign(ε )a p  , we obtain 

sufficient conditions for choosing the value p1 to satisfy 

inequality (A.14): 

1 43 2 1 1 1 43 2 1 1

1 43 2 1

ε ε ε ε ( ε sign(ε ))

ε ( ε ) 0.

p a a p

a p

    

 
    (A.17) 

In the second equation of system (25), (27), the equality

2 2sign( ( )) sign(ε ( ))v t t  holds outside the domain 

2 2ε ( ) βt  for 
01t t  under condition (A.15). For the worst 

case, the expressions (A.15) and (A.16) yield 

2 2 2 01

2 2 2 2 01 02

2 2 2 43 2 1 02

sign(ε ),  [0, ),

ε sign(ε ),  [ , ),

( ε ( ) γ ),  .

x p t t

x p t t t

x p l a t t t

 


  
   

         (A.18) 

Given (3), the maximum absolute value of the variable

2ε ( )t  is reached at t = t01: 

2 2 1 2 2 01 2ε ( ) ε ( ) π ( ) , 0.t t X p t Е t            (A.19) 

Sufficient conditions for choosing the value p2 are simi-

lar to (A.17). Due to (A.19), the convergence to the linear 

zone (A.16) on the interval [t01, t02) is ensured if 

2 2 01 1

2 2

02 01

2 02 1

2

02 01

π ( ) δ

π δ
.

2

X p t
p Х

t t

X t
p

t t

  
  



 




          (A.20) 

From the expression (A.20) it follows that t02 > 2t01. 

This constraint must be considered when assigning the time 

intervals. For example, let  

02 01 02 01 012 / 4.t t T t t t T              (A.21) 

Combining (A.17) and (A.19)–(A.21), we obtain the fi-

nal inequalities for choosing the amplitudes of the correc-

tive actions (27) sequentially to satisfy conditions (A.14) 

and (A.16) in the given time: 

1
2 2 2

1 1 43 2 2

4(π δ )
3 ,

(π ( ) / 4).

p p X
T

p p a X p T


  

   

         (A.22) 

Next, we tune the gains of the corrective actions (27) to 

satisfy conditions (A.15) and (28). For this purpose, we 

estimate the solutions of system (25), (27) in linear zones 

(the first equation on the interval [0, t01], and the second 

equation on the interval [t02, t02 + t01 = T]). Based on the 

third equation in (A.18) and (A.19) and (A.21) we have:  

1 1 01

1 1 01

1 1

43 2 1 43 2

1 1

1 1 1 1

1 1 1 1 43 2 1 43 2

43 2 1 43 2 01

/4

1 43 2 43 2

ε ( )

ε ( ) ( ) ,

ε ( ) ( ) β ,

( ) β ;

p l t

p l t

p l T

a E p a E
t e

p l p l

p l t a E p a E e

a t v t a t t

p a E e a








  

  

   

 

       (A.23) 

2 2 43 01

2 2 43 01

2 2 43

2 2 2

2 2 1

2 2 43 2 2 43

2 2 43 2 2 2 2 2

/4

2 2 2 2 2 2

ε ( ) β δ ,

( ε ( ) β ) ( ) ,

( ) ( ) δ , ( ) δ .

p l a t

p l a t

p l a T

X p X
T e

p l a p l a

p l a T X p X e

x t v t t T p X e








   

   

     

(A.24) 

According to (A.23) and (A.24), the observation errors 

for t T  converge to the following neighborhood of zero: 

43 2 2 2 2
1 2 2 1

1 1 2 2 43

( β ) δ
ε ( ) ;  ε ( ) β δ .

a E X
t t

p l p l a

 
    (A.25) 

For example, let 
2 1β δ / 2.  Considering (A.23)–(A.25), the 

given accuracy (19) is achieved if the gains with the fixed 

amplitudes (A.22) satisfy 

1 43 2

1 1

1 43 1

2 2 2 2

2 2

2 43 1 2

2( )4
ln ;

δ

2( δ )1 4
max ; ln .

δ δ

p a E
l l

p T a

X p X
l l

p a T


 

  
   

 

  (A.26) 

Thus, there exist 0ip   (A.22) and 0il   (A.26) such 

that the lemma conditions (28) hold for any 
i ip p  and 

i il l , 1,2i  . ♦ 



 

 
 

 

 
 

12 CONTROL SCIENCES   No. 3 ● 2022  

 

ANALYSIS AND DESIGN OF CONTROL SYSTEMS  

REFERENCES 

1. Spong, M., Hutchinson, S., and Vidyasagar, M., Robot 

Modeling and Control, New York: Wiley, 2005. 

2. Angeles, J., Fundamentals of Robotic Mechanical Systems: 

Theory, Methods and Algorithms, 3rd ed.  

3. Golubev, A.E., Stabilization of Single-Link Manipulator with 

Incomplete State Measurement: Feedback by the Angular 

Coordinate of the Motor Shaft, Science and Education. 

Scientific Edition of Bauman MSTU, 2012, no. 11, pp. 395–412. 

(In Russian.) 

4. Anan'evskii, I.M., Control of Mechanical Systems with 

Uncertain Parameters by Means of Small Forces, Journal of 

Applied Mathematics and Mechanics, 2010, no. 74, pp. 95–107. 

5. Varghese, E.S., Vincent, A.K., and Bagyaveereswaran, V., 

Optimal Control of Inverted Pendulum System Using PID 

Controller, LQR and MPC, IOP Conference Series Materials 

Science and Engineering, 2017, vol. 263, no. 5. 

6. Utkin, V.I., Guldner, J., and Shi, J., Sliding Mode Control in 

Electromechanical Systems, New York: CRC Press, 2009.  

7. Krasnov, D.V. and Antipov, A.S., Designing a Double-Loop 

Observer to Control a Single-Link Manipulator under 

Uncertainty, Control Sciences, 2021, no. 4, pp. 23–33. 

8. Feng, H., Qiao, W., Yin, C., et al., Identification and 

Compensation of Nonlinear Friction for an Electro-Hydraulic 

System, Mechanism and Machine Theory, 2019, vol. 141, pp. 

1–13. 

9. Pesterev, A.V., Rapoport, L.B., and Tkachev, S.B., Canonical 

Representation of a Nonstationary Path Following Problem, 

Journal of Computer and Systems Sciences International, 2015, 

vol. 54, no. 4, pp. 656–670.  

10. Utkin, V.A. and Utkin, A.V., Problem of Tracking in Linear 

Systems with Parametric Uncertainties under Unstable Zero 

Dynamics, Automation and Remote Control, 2014, vol. 75, no. 

9, pp. 1577–1592.  

11. Krasnova, S.A., Sirotina, T.G., and Utkin, V.A., A Structural 

Approach to Robust Control, Automation and Remote Control, 

2011, vol. 72, no. 8, pp. 1639–1666. 

12. Antipov, A.S., Krasnova, S.A., and Utkin, V.A., Synthesis of 

Invariant Nonlinear Single-Channel Sigmoid Feedback 

Tracking Systems Ensuring Given Tracking Accuracy, 

Automation and Remote Control, 2022, vol. 83, no. 1, pp. 32–

53. 

13. Tsypkin, Y. and Polyak, B., High-Gain Robust Control, 

European J. Control, 1999, vol. 5, pp. 3–9. 

14. Busurin, V.I., Win, Y.N., and Zheglov, M.A., Effect of Linear 

Acceleration on the Characteristics of an Optoelectronic Ring 

Transducer of Angular Velocity and Its Compensation, 

Optoelectronics, Instrumentation and Data Processing, 2019, 

vol. 55, no. 3, pp. 309–316.  

15. Krasnova, S.A., Estimating the Derivatives of External 

Perturbations Based on Virtual Dynamic Models, Automation 

and Remote Control, 2020, vol. 81, no. 5, pp. 897–910. 

16. Kokunko, Ju.G., Krasnov, D.V., and Utkin, A.V., Two Methods 

of Synthesis of State and Disturbances Observers for an 

Unmanned Aerial Vehicle, Control Sciences, 2020, no. 1, pp. 

3–16. (In Russian.)  

17. Spong, M., Modeling and Control of Elastic Joint Robots, 

ASME Journal of Dynamic Systems, Measurement and Control, 

1987, vol. 109, pp. 310–319. 

 
This paper was recommended for publication  

by L. B. Rapoport, a member of the Editorial Board. 

  

Received May 5, 2022, and revised June 28, 2022. 

Accepted June 29, 2022  

 

Author information 

Antipov, Aleksei Semenovich. Cand. Sci. (Eng.), Trapeznikov 

Institute of Control Sciences, Russian Academy of Sciences, Mos-

cow, Russia 
 scholess18@mail.ru  

Krasnov, Dmitry Valentinovich. Researcher, Trapeznikov Insti-

tute of Control Sciences, Russian Academy of Sciences, Moscow, 

Russia 

 dim93kr@mail.ru   

Cite this paper 

Antipov, A.S. and Krasnov, D.V. Tracking System Design for a 

Single-Link Sensorless Manipulator under Nonsmooth Disturb-

ances. Control Sciences 3, 2–12 (2022). 

http://doi.org/10.25728/cs.2022.3.1 

 

Original Russian Text © Antipov, A.S. and Krasnov, D.V., 2022, 

published in Problemy Upravleniya, 2022, no. 3, pp. 3–15.  

 

Translated into English by Alexander Yu. Mazurov,  

Cand. Sci. (Phys.–Math.), 

Trapeznikov Institute of Control Sciences,  

Russian Academy of Sciences, Moscow, Russia 

 alexander.mazurov08@gmail.com 
 

 

mailto:scholess18@mail.ru
mailto:dim93kr@mail.ru
http://doi.org/10.25728/cs.2022.3.1
mailto:alexander.mazurov08@gmail.com

