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Abstract. This paper further develops the concept of an applied geographic information system 

(AGIS) for modeling search correlation-extreme navigation systems (CENSs), which was pre-

sented in [4]. As shown below, the AGIS can be configured to perform computational experi-

ments with computer models of the existing CENSs and those undergoing various development 

stages without programming in universal languages. Strict reliability requirements for CENSs 

increase the role of testing their computer models under stress exposures. During stress testing, 

the negative effects of different exposures on autonomous navigation conditions are assessed in 

application areas. Such exposures are not considered at the CENS design stage (reference point 

masking, distortion of terrain objects borders, etc.). The exposures that prevent CENSs from 

performing their tasks effectively (critical exposures) are described. Stability to critical expo-

sures is a strong motivation for improving all CENS elements: sensors of geophysical fields, 

onboard algorithms, and CENS preparation procedures for performing particular tasks in appli-

cation areas. The mathematical model of approximation by generalized step functions [4] is 

used to analyze critical exposures on CENS operation. Computer simulation models of different 

shooting systems are considered as the most important sources of initial data on the approximat-

ed function. The mathematical model of stress exposures on CENSs that match images by the 

mutual correlation criterion is developed further.  

 
Keywords: search correlation-extreme navigation system, shooting system, computer simulation model, 

stress exposure, stress testing, approximation of functions, generalized step function, reference image, 

current image.  
 

 

 

INTRODUCTION  

An inertial navigation system (INS) is the main 

means of controlling the spatial position of ground, 

air, sea, and space objects. This system controls the 

coordinates, velocity, and angular position of vehicles 

relative to the vertical position. Autonomy is one of 

the main advantages of INSs. However, errors in de-

termining navigation parameters increase over time, 

and INS data must be corrected, e.g., using satellite 

navigation systems (SNSs). In this case, autonomy, a 

very important quality of any moving object, actually 

disappears [1, 2]. For example, search correlation-

extreme navigation systems (CENSs) have wider ca-

pabilities in this regard, as they use map-matching au-

tonomous navigation methods. Such systems serve to 

refine off-line information about the location, orienta-

tion, and other parameters of a moving object coming 

from the main navigation system. A control system 

uses this information to compensate the deviations in 

the object’s motion parameters to follow a given route. 

Search CENSs check hypotheses about the values of 

motion parameters by matching the current terrain sec-

tor image received by the onboard shooting system 

with fragments of a reference image of the application 

area. The reference images are prepared in advance 
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and stored in the memory of the onboard computer. 

When searching for a reference image fragment close 

by content to the current image (in the sense of a 

closeness function in the onboard algorithm), a regular 

shift grid of the frame selecting the next fragment of 

the reference image is used. The hypotheses that the 

sought parameters have values equal to those at the 

grid nodes are checked. The hypothesis for which the 

closeness function achieves maximum is accepted. 

Global search schemes, gradient methods from the 

arsenal of numerical optimization methods, and their 

combinations are often used [3]. 

Correlation-extreme navigation systems provide: 

– orientation relative to the real terrestrial surface 

without binding to the Earth reference system, occupy-

ing a small area “on the air,” in air, land, sea, and out-

er space; 

– high-precision autonomous navigation, whose 

accuracy depends mainly on the accuracy of the maps 

used and their processing methods; 

– high or complete noise immunity and hidden op-

eration without any maintenance or recovery cost for 

navigational fields; 

– no negative impact on the environment. 

Correlation-extreme navigation systems belong to 

the class of the most stable and reliable systems. 

In CENSs, image matching involves a set of fea-

tures describing the reference and current images that 

are independent of flight routes and the altitudes and 

angles of approaching the correction area of INSs. 

These features must be invariant with respect to possi-

ble mutual transformations: shifting, rotation, and 

scaling of images.  

According to the analysis of CENSs, methods for 

determining coordinates based on correlation image 

matching are used in a pre-known set of directions of 

motion to a given point, and the target is a terminal 

point in the form of some zone. The reliable operation 

of CENSs requires correlation functions sensitive to 

mutual rotation, shifting, and scaling of compared im-

ages. To form a reference image, CENSs have special 

technologies for processing preliminarily obtained 

images and maps. 

Presently, to form control actions, necessary data 

are acquired in modern vision systems to correct the 

current coordinates of aircraft. As a result, the crew 

avoids several functions on information processing 

and aircraft control: CENSs use information from 

many sensors (shooting systems), namely, a television 

camera, a thermal imager, a lidar (detection of low-

visibility objects in bad weather and at night), and a 

radar. The information coming from these sensors is 

subjected to filtering and segmentation. Then contours 

are identified, the most significant objects of the ter-

rain are classified, and the resulting information is 

processed jointly with cartographic information. Joint 

processing yields the most detailed information about 

the operating environment of CENSs; due to combin-

ing heterogeneous information, objects are detected 

and identified with considerably higher reliability [2].  

This paper further develops the concept of an ap-

plied geographic information system (AGIS) for mod-

eling search correlation-extreme navigation systems 

(CENSs), which was presented in [4]. With this sys-

tem, experts on the autonomous navigation of moving 

objects by map-matching methods will receive an in-

formation technology (a) to create computer models of 

the existing CENSs and those undergoing various de-

velopment stages without programming in universal 

languages, (b) adjust their operation in application ar-

eas, and (c) perform necessary computational experi-

ments with these models. With a special language im-

plemented in the AGIS CENSs, which is close to the 

professional language for the subject domain, and a 

friendly application programming interface, an expert 

adjusts the system for a particular modeling task, get-

ting access to the ready-made software components 

and geospatial data he needs.  

According to the paper [4], strict reliability re-

quirements for CENSs increase the role of testing their 

computer models under stress exposures. During stress 

testing, the negative effects of different exposures on 

autonomous navigation conditions are assessed in ap-

plication areas. Such exposures are not considered at 

the CENS design stage. Critical exposures are the ex-

posures that prevent CENSs from performing their 

tasks effectively. Revealing critical exposures moti-

vates improving all CENS elements: sensors of geo-

physical fields, onboard algorithms, and CENS prepa-

ration procedures for performing particular tasks in 

application areas. Two problems, i.e., revealing critical 

stress exposures on autonomous navigation conditions 

in a given application area of a CENS and preparing 

this CENS for operation in this application area, can 

be formulated in general form within the mathematical 

model of approximation by generalized step functions 

proposed in [4]. For details, see Section 1 below. Also, 

we justify the requirements for software components 

necessary to test the solution methods for these prob-

lems.  

As demonstrated in [4], computer simulation mod-

els of CENS shooting systems are the source of the 

initial data on the approximated function in these 

problems. Section 2 below introduces approaches to 

building such computer models. The mathematical 

model of stress exposures on autonomous navigation 
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conditions proposed in [4] covers a particular case of 

search CENSs, in which onboard algorithms imple-

ment the procedure of matching the reference image 

(created when preparing a CENS for operation in an 

application area) and the current image received by a 

CENS sensor at the application instant. In the mathe-

matical model mentioned, the closeness of two images 

is measured by their correlation coefficient. In Section 

3 of this paper, we build another mathematical model 

of significantly more effective stress exposures on au-

tonomous navigation conditions in application areas of 

such CENSs.  

1. PREPARING SEARCH CENSS FOR OPERATION            

IN AN APPLICATION AREA. CRITICAL EXPOSURES        

ON AUTONOMOUS NAVIGATION CONDITIONS 

In this paper, we continue conceptualizing the 

AGIS CENSs, resting on the mathematical model of 

adjusting a CENS to operate in a given application 

area [4]. Let us extend this model considering its rela-

tions with critical exposures.   

Like in the paper [4], for illustrative clarity and 

easy comprehension of the main features, we choose 

the following class of search CENSs. The shooting 

system captures a scene image S  on a terrain section, 

and the onboard algorithm refines the planned coordi-

nates  ,d X Y  of the aircraft at the shooting instant. 

These limitations will affect neither the set of CENS 

variants (and the procedures of their adjustment to per-

form a particular task in a given application area) cov-

ered by the model, nor the generality of the analysis 

results and their practical importance for the conceptu-

al AGIS CENSs with critical exposures. 

According to the traditional approach, the adjust-

ment problem is to prepare appropriate a priori (refer-

ence) information of a reference image and record it 

into the CENS onboard memory. “Appropriate” means 

that the onboard computer will determine the naviga-

tion parameters of the moving object with a given ac-

curacy by comparing such information with the cur-

rent information from the onboard shooting system 

upon arrival in the application area. On the other hand, 

the problem of critical exposures is preventing from 

achieving this goal. We denote these problems by 
Z  

and 
Z , respectively. 

The mathematical statement of the problem 
Z  

involves the following basic notions of map-matching 

autonomous navigation:    

 The autonomous navigation conditions of the air-

craft in an application area of a CENS are defined by a 

function  :f S M D , where M  is the set of possi-

ble images S  coming from the shooting system to the 

onboard algorithm input in a given application area, 

and D is the set of possible locations d D  of the 

aircraft at the shooting instant. This function describes 

an objectively existing relationship between the image 

content (the “value” of the “variable” S M ) and the 

aircraft location  ,d X Y D   when the shooting 

system “fixes the value” S . The properties of this re-

lationship can facilitate or hinder using map-matching 

autonomous navigation.  

 A computer model of the shooting system can be 

the source of initial information   0 :I f S M D  

about this function when adjusting a CENS for opera-

tion in a given application area. After adaptation to the 

application area, this model simulates shooting system 

operation in this area:   0 :I f S M D  =

1( )( , ):f d p D P Mˆ     , where   is a general-

ized parameter with a constant value for all d D  and 

p P . Adaptation consists in setting this particular 

“value.” Its physical meaning will become clear from 

further presentation. The generalized parameter 

,p P  where P  is the set of admissible values, corre-

sponds to the disturbing factors considered in the 

shooting system modeling. Selecting an application 

area means choosing the sets D and P of admissible 

values of the refined and disturbing parameters, re-

spectively. Note that the function 1f̂   is the inverse of 

 :f S M D , and the computer simulation model of 

the shooting system implements a parametric family of 

such functions,   1f̂ 


 . 

 The CENS onboard computer can be treated as a 

technical realization of the parametric family of sin-

gle-valued functions  
α

(α)( )
A

f Sˆ


, where 

  α : f Sˆ M D̂  is a particular function from this 

family. During the CENS adjustment procedure, this 

function is uniquely chosen depending on the value of 

the generalized parameter α A .  

As shown in [4], the elementary piecewise constant 

(step) functions of one variable can be generalized and 

used to approximate the functions  :f S M D . In 

this case, the partitions of the real axis into segments 

correspond to the partitions of the image set M into 

classes. It has been found that it is reasonable to solve 

some actual problems of CENS by applying hierar-

chical partitions of the set into classes and subclasses. 

For generalized step functions with the same number 
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of subclasses in each class at the same hierarchical 

partition level, we have [4] the analytical expression 
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Then the problem 
Z  can be formulated as a func-

tion approximation problem. 

Statement of the problem 
Z . The function 

 :f S M D  is defined by the inverse 

1(θ)( ,  ): ,f̂ d p D P M    where the parameter θ  

has a constant value for all d D  and ,p P  being 

uniquely determined by choosing the sets D and P (all 

possible values of the refined and disturbing parame-

ters, respectively). The parametric family of general-

ized step functions  
α

( )( )
A

Sf̂


   2  and an admissi-

ble CENS error ε > 0  are given. It is required to find

* A   such that      α , ,*
M f Sˆ f S    where

M  denotes a metric in the space of functions with the 

domain M  and the codomain D .  

Recall that the analysis is temporarily restricted to 

the set 2D R . Therefore, for a fixed image S, the 

system response d̂  is correct if  ρ , εd̂ d  , where ρ 

denotes the distance function of two points in the 

plane 2R . 

Critical exposures are planned and implemented 

due to the following reasons. Suppose that the problem 


Z  is solved. Upon arriving at the application area 

and receiving the image S, the system will calculate 

the value of the function *(α )( )f S  ˆ  d̂  and return it as 

the response. Let the correct response be d; the stress 

exposure will be critical if its realization ensures 

 ρ , εd̂ d   for all possible input images S in this ap-

plication area. Within map-matching autonomous nav-

igation, the function  :f S M D  is subjected to the 

stress exposure; see the representation above. The 

function 1 θ)( ,( ):f d p D P Mˆ     is the data source 

for choosing the values of the stress exposure parame-

ters. The exposure has the following effect: when solv-

ing the problem 
Z , we use the “obsolete” data on 

the autonomous navigation conditions (before the ex-

posure) instead of the current data. We should have 

used not 1 θ)( , )(f̂ d p  but 1( ))( , )(R f̂ d p  , where R 

is an operator transforming the obsolete function 

 1f̂    into the current one considering the exposure. 

Therefore, the problem 
Z  can be generally for-

mulated as follows. 

Statement of the problem 
Z . The function 

 :f S M D  is given by the inverse 

1 )( , ): ,(f̂ d p D P M     where the parameter   

has a known value. The solution   *α :f S M Dˆ ˆ  of 

the corresponding problem 
Z  is also known. It is 

required to find an operator R such that 

     1 1(α )( )( , )) , α ( ))(( ( , ) ε* *ˆ ˆ ˆf f d p   f ˆR f d p         

   ∀ (d, p) ∊ D⨯P. 

Consider a particular case of this problem to clarify 

the meaning of general expressions and further devel-

op the concept of the AGIS CENSs. In formula (1), let 

r = 2 (the levels of hierarchical partitioning into clas-

ses and subclasses) and the preliminary image trans-

formations be excluded from the analysis, i.e., 

 π S S  and  
1 2 1

π
ri i i  S S
  .  Then we have: 

 
1

, where    , 1 , ;
l

i m n

i

M K K K    m n  , l  m n  


    

 

1
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1,…,   and  , 1, , ;

il

i ij im in

j

i
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1 1

χ χ
ill

i ij ij

i j

ˆ ˆ .f S S S d
 

                 (2) 

The expression (2) can be written in the vector 

form 

     ,f S S Sˆ ˆ χ f ,   (3) 

where angle brackets denote the scalar product of gen-

eralized vectors and 

   1 2χ ( ), χ ( ),...,χ ( ) ,lS S S Sχ  

   1 2( ), ( ),...,  ( ) ,lS f S f Sˆ f̂ˆˆ Sf  

     
1

,χ
il

i ij ij i i

j

ˆ ˆf ˆS S d   S ,  


  χ d  

   1 2χ ( ),  ( ),..., ( ) ,
ii i i ilS S S S  χ  
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 1 2,  ,…,  ,
ii i i il

ˆ ˆ ˆˆ d d dd  

1,…,    i l .  

Note that  if̂ S  are approximating functions for 

the contractions of the function  : f S M D  into 

the subsets 
iK M . 

The vector function  ˆ Sf  has the coordinatewise 

representation 

        1 1 2 2 ,... , , l l
ˆ ˆ ˆS S , ˆS , S ,   .f χ d χ d χ d  

As a result, the expression (3) takes the form 

     

    

1 1

2 2

,

,…,

f S S , S ,

S , .

ˆ

ˆSˆ ,

ˆ χ χ d

χ d χ dl l

 

   

              (4) 

According to (4), only the vector functions  Sχ  

and  i Sχ  depend on the input image. By definition, 

however, any algorithm for calculating such functions 

is a recognition algorithm [5]. As proved therein, any 

recognition algorithm can be represented as applying 

the recognition operator B(S) to the image S and the 

decision rule C(B(S)) to the result. Note that recogni-

tion algorithms use feature sets of the recognized ob-

ject, extracting them from the images S coming from 

the shooting system through their prior transfor-

mations. Now let us analyze such transformations. In 

the expression (4), we have 

     π ,S Sχ C B   

where:  

 
  πib S  

is a numerical measure of the closeness of a given im-

age to a class 
iK M ; 

         1 2, ,...,π  π πlC b S b S b S =  1 2, ,…,  lc  c c ,

 where   0  1  ,   1,…,  ;ic   , i l   

     π ,i iS Sχ C Bi , and   , where   1,…, ,i i i lB C  

are described by analogy. 

Hence, the AGIS CENSs should include libraries 

of software components implementing these operators 

and the preliminary transformations of images at dif-

ferent levels: from refinement and filtering to the sce-

ne description on the terrain section shot [6].  

We adopt the obtained structure of vector charac-

teristic functions to reveal the structure of the parame-

ters α A  in the parametric families of generalized 

step functions   
α

α)(
A

f Sˆ


. The analysis below is 

restricted to the decision rules C and 
i  C  without pa-

rameters (the most common case according to [5]). 

Then the only parametric families are those of recog-

nizing operators. For       π

α

α π α ( )
B B

B

A

S


B , we 

have 

        πα π α ,BS Sχ С B  

where:  

          π π
1α π α α (π α , B BS b SB  

           π π
2α π α ,...,  α π α ,B B

lb S b S
 

     πα π αB
ib S  is a numerical parametric measure 

of the closeness of a given image to a class ;iK M  

           
       

π π
1 2

π
1 2

α π α , α π α ,...,

α π α ,  ,…, ,

B B

B
l l

b S b S

b S c c c

C

 

 where  0  1  ,  1,…,ic   , i l.   

The parametric families 

      π

α

α π αi

i i
i i

B
i i

A

S


Β
B B

 are described by analogy. 

Then the parameter   can be represented by the 

set 

1 21 2

1 2

π
1 1 1

1 1

=(α ; α ,…,α ;α ,…,α ; α ,

.

…,α ;…;

α ,…, ; ,…,  )α ll

l

B BB BB B
l l l

BB
ll

 

ˆ ˆ



d d
     (5) 

The CENS is adjusted for operation in an applica-

tion area by determining the particular values of the 

preliminary transformation parameters πα  and recog-

nizing operators αB  and αB
i  and the set of vectors id̂ . 

(The component  , ij ij ijXˆ ˆ ˆd Y  of some vector id̂  

will be returned by the system as a response for 

ijS K .)  

Section 2 considers image modeling issues for dif-

ferent CENS shooting systems and different prelimi-

nary transformations   ππ α S  with the parameters

πα  as well as the corresponding parametric families of 

functions 1 )( , :(  )f d p D P Mˆ     , where D and P 

are the value sets of the navigation parameter refined 

by CENSs and the disturbing parameter, respectively.  

Concluding this section, we analyze the other pa-

rameters of the set (5) and the parameters   used 

to adjust the shooting system model for a given appli-

cation area in the problems 
Z  and 

Z . Consider the 

example of single-level partitions into classes and 

CENSs with image matching under no disturbing pa-

rameters p  (Fig. 1).  

         1 2π (π ,  (π ,...,  (π ,lS b S b S b SB
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Fig. 1. The notions of the proposed mathematical model. 

 

 

In this case, the set of possible CENS responses––

the nodes of a rectangular grid of shifts––is described 

by the matrix ijd̂    =  ,  ,ij ij
ˆ ˆX Y  where 1,  2,…,i  m  

and 1,  2,…, j n . The one-level partitioning of the 

image set M and the expression for the step function 

take the form 

1 1

, where     and  ,
m n

ij ij tq

i j

M K K K    i t j q
 

      

and 

       π

11 1

π α , 
m n m

ij ij i i

ii j

ˆ ˆf S S d     S ˆ

 

   χ d  , 

where    1 2χ ( ), χ ( ),..., χ ( ) ,i i i inS S S Sχ

 1 2, , …,  ,i i i in
ˆ ˆ ˆdˆ  d dd  1,…,   i m.  

With 
iχ  written through the superposition of the 

recognizing operator and the decision rule, we obtain 

        πα π ,αiB
i iS Sχ C Bi  

where: 

          

         

π π
1 1

π π
2 2

α π α ( α (π α ), 

α (π α ),...,  α (π α )),

i i

i i

B B
i

B B
n n

S b S

b S b S

B

 

    πα (π α )iB
jb S  is a numerical parametric measure 

of the closeness of a given image to a class ijK M ; 

         π π
1α (π α ),...,  α (π α( ))i iB B

i mb S b SC  = 

 1 2, ,…,  ,i i i
mc  c c   where   0  1  ,   1,…, i

jc   , j m.   

Then the parameter α  is represented by the set 

1 1 2 2π
1 1

1 1

=(α ; α ,…,α ;α ,…,α ;…;

α ,…, )α .; ,…, m m

B B B B
m m

B B
m m

 

ˆ   ˆ



d d
           (6) 

A domain is called a shooting area if it combines 

all terrain sections in the shooting system frame in an 

application area of a CENS. For a fixed shooting sys-

tem in the case under consideration, the boundaries of 

such sections depend only on the planned coordinates 

of the shooting points. 

When solving the problems 
Z  and 

Z , the parti-

tion of the set of possible input images M into classes 

ijK  is supposed to satisfy the following condition: if 

S  belongs to a class ijK , it is obtained in a small 

neighborhood ijD̂  of a node ijd̂  of the shift grid ijd̂   =

  ij ijX ,  Yˆ ˆ , where 1,  2,…, i  m  and 1,  2,…, j  n . In 

this case, the CENS error will not exceed ε:  
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 ρ    ε 2ijd , dˆ    , where  denotes the distance 

between the grid nodes. Moreover, it is assumed pos-
sible to obtain an appropriate reference image (RI) of 

the shooting area. “Appropriate” means that this image 

can be used as the parameter RI   of the simulation 

model of the shooting system 1 )( : ( )f RI d D Mˆ    to 

find the solution (6) of the problem +
Z  (and solve the 

problem -
Z  as well). The first problem consists in 

calculating the values of the parameters in formula (6) 

using 1 ))((f RIˆ d . By assumption, with some prelimi-

nary transformation   π(π α )S , the solutions are 

1( )α )(iB
j ij  f RI d̂ˆ   and 1 )(i i ind ,ˆ ˆ  ,ˆ dd . The decision 

rule searches for the maximum value of 

    πα (π αiB
jb S  over all i and j and assigns 

i
jc  a 

value of 1; for details, see [6, 7].  

The formation of reference images satisfying these 
assumptions is described in Section 2. Section 3 con-

siders the case       π 1α (π α )( ,( )iB
j ijb S f̂ RI d̂ , S r  

where r is the mutual correlation of the image and the 
reference image fragment corresponding to the shift of 

the image frame to the node ijd̂ . For this case, we find 

an effective operator R solving the problem 
Z . 

2. COMPUTER SIMULATION OF DIFFERENT-TYPE 

SHOOTING SYSTEMS USED IN CENSS 

The correlation image processing algorithm in 
CENSs is based on maximizing the mutual correlation 

function C of the current and reference images to de-
cide that at the determination instant the aircraft’s co-

ordinates coincide with the reference image center. 

Consider control of the value 1
sC  during S cycles 

of stress exposures sequentially introduced in pixels (i, 

j) of the reference image:  
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(7)

 

Here, we use the following notations: ij  a  is the 

brightness of the reference image;

 
1

N

ij ij k k k

k

a a b i x , j y


 
   

 
  is the brightness of the 

current image (changed by the means of stress expo-

sure by the value bk in the corresponding pixel (i, j) of 
the reference image); N is the number of the means of 

stress exposure; finally, Mx and My are the dimensions 

of the reference and current images, respectively. 
Formula (7) presents the reference and current im-

ages. The peculiarities of forming these images and 
preparing information for the operation of some types 

of CENS sensors are described below. 
The following types of onboard sensors are most 

developed and widespread. 

 Optical sensors in the visible wavelength range of 
electromagnetic radiation (EMR). The wavelength 

range of optical radiation is from 100 nm to 1 mm. It 
is divided into ultraviolet (100–400 nm), visible (400–

700 nm), and infrared (700 nm–1 mm); see Fig. 2. 

 Thermal sensors in spectral ranges in transparen-
cy windows of 0.7–0.9 μm, 0.9–2.5 μm, 3–5 μm, and 
8–14 μm (Fig. 2). Thermal sensors have stable opera-

tion in the ranges of 3–5 μm and 7–14 μm. CENSs 
with such sensors work at ranges from a hundred me-

ters to several kilometers. 

 Radar sensors in decimeter, centimeter, and mil-
limeter  radio bands. They  are used  mainly to  detect  

ground objects. Active radar sensors can operate at 
several tens of kilometers but are almost not used for 

imaging in CENSs. However, there exist many differ-

ent means with active radar navigation systems, and 
they can be subjected to stress exposure [8–11]. 

 Hyper-spectrometers. The development of 
CENSs with hyper-spectrometers is a priority: multi-
ple information acquisition channels provide real op-

portunities related to permeability in any environment, 
reliability of object classification, and selection of in-

terference of natural and artificial origin. In practice, 
CENSs can implement intelligent positioning of air-

craft using modern signal processing methods [12, 13]. 

 

 
 

Fig. 2. Radiation ranges. 

 
When creating the unified means of reconnaissance 

and CENSs, adaptation to a particular task can be car-
ried out by changing the mathematical apparatus of 

signal processing. Hyperspectral images allow detect-
ing buried and caved objects, minefields, and under-

ground communications due to the significant differ-
ence in their reflection spectra. Hyperspectral images 

display continuous spectral bands, unlike multiband 
images with separated spectral bands.  

https://www.hmong.press/wiki/Multispectral_image
https://www.hmong.press/wiki/Multispectral_image
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CENS sensors of visible and thermal ranges of 

EMR wavelengths have high spatial and temperature 

resolution. Radio-thermal CENS sensors provide the 

resolution necessary for recognizing many areal ter-

rain objects [13]. 

An important issue is determining the number of 

the means of stress exposure in the INS correction ar-

ea. For this purpose, we estimate the accuracy of air-

craft navigation using CENSs [5, 8, 9, 14–16]: 

Pobj

2
obj

2
nav

1 exp
2σ

R 
   

 
 

 , 

where Pobj is the probability of determining the ob-

ject’s coordinates, Robj is the object’s radius on the 

terrain (in m), and σnav is the navigation accuracy of 

the inertial system (in m).  

By assumption, an object is detected if the CENS 

sensor’s field of view at least touches the outer bound-

ary of the terrain section where the object is located. 

The navigation point obeys the Gaussian distribution 

law, and the lateral deviation and range deviation co-

incide with one another (Fig. 3). 
 

           

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 3. The sighting scheme for aircraft equipped with CENS at a given 

point: 1––object location area, 2––the largest radius of the circle fully 

inscribed in the outer contours of the object, 3––CENS field of view. 

 

When the CENS sensor’s field of view (Rview) 

touches the object’s location area, particularly the cir-

cle of radius Robj, the probability of CENS activation 

can be supposed 1. 

Under the maximum possible errors of the inertial 

navigation system, the dimensions of the reference 

image of the terrain must be larger than those of the 

current image. This condition has not been justified in 

the available literature. According to [8, 9, 17], the 

dimensions of the current image obtained by the 

CENS sensor during navigation can be half the dimen-

sions of the reference image stored in the onboard nav-

igation system. 

We emphasize another important aspect. The ap-

proach of a moving object to the CENS operation area 

is guided by the INS and therefore depends on its ac-

curacy. The CENS sensor’s field of view on the terrain 

from the activation altitude must have a radius exceed-

ing three times the mean square error of the INS (σINS). 

This requirement ensures position correction by the 

CENS with a probability close to 1, in accordance 

with the Gaussian distribution of errors when ap-

proaching the object area (under the failure-free opera-

tion of the CENS). 

If the CENS fails, the accuracy of aircraft naviga-

tion will be determined by the accuracy of the inertial 

navigation system, σnav. For this purpose, the generated 

current image should be appropriately modified at the 

position correction instant by the ground means of 

stress exposure. Also, they can be placed in the cone 

of space between the CENS sensor and the object (the 

circle of radius Robj). 

Analysis shows that the expression (7) is sensitive 

to image distortions and the value C is controllable. 

Hence, we can propose an optimal method of finding 

the number and power of the means of stress exposure 

on the CENS sensor. This method sequentially ex-

tracts the brightest or dimmest pixels in the reference 

image depending on the types of such means.  

Methods of purposeful impact on the operation of 

CENS sensors can reduce their efficiency in modern 

navigation systems. 

Consider the issues of preparing images for use 

when implementing stress exposure methods for 

CENSs. 

For the areas of stress exposures on the CENS op-

eration, it is necessary to prepare special images by 

processing photos. A digital image should be parti-

tioned into larger pixels [18]. For example, an original 

color image of the terrain (Fig. 4) was divided into 

pixels of dimensions 587×441, and the side length of 

each pixel of the black-and-white image was 7 m on 

the terrain (Fig. 5). The following objects were repre-

sented in pixel format: a road network (Fig. 6), vegeta-

tion (Fig. 7), hydrography (Fig. 8), and a settlement 

(Fig. 9). These objects are the most informative in the 

visible range of EMR wavelengths. 

The pixel images in Figs. 4–9 have dimensions of 

587×441 elements. Each pixel was assigned an aver-

age brightness of several pixels of the original image. 

For preliminary processing, we used a terrain photo 

consisting of 4241×3769 elements. The side sizes of 

one pixel were 0.85 m (the original color image on the 

terrain) and about 7 m (the transformed black-and-

white image). These figures are important for further 

calculations, especially when processing images of 

large dimensions. 

3 

1 

2 

Rview 

Robj 

Direction of aircraft movement 
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Fig. 4. An original image. 

 

Fig. 5. A black and white image. 

 

Fig. 6. A road network. 

 

   
 

Fig. 7. Vegetation. 

 

Fig. 8. Hydrography.  

 

Fig. 9. A settlement. 

 

 

Figure 5 is a black-and-white image where each 

pixel shows an optical density value. 

This image contains optical density values as the 

brightness of the reference image (formula (7)). As a 

rule, the minimum optical density limit does not equal 

0: usually, its value is 0.1 conventional units and 

greater. On the other hand, the maximum limit never 

equals 4.0: usually, it is less than 3.8. Such ranges can 

be processed by scanners (e.g., when inputting a digi-

tal image). On terrain images, it is possible to display 

objects with optical densities of 0.1–2.2 and greater. 

The practice-based scale of these values is presented 

in the table below.  

 

Tone scale on a black-and-white terrain image 

Image  

phototone 
Separation principle 

Optical density 

D 

White 
Visually distinguishable tone 

in the image 
0.1 or less 

Almost white Optical density of the veil 0.2–0.3 

Light gray Minimum optical density 0.4–0.6 

Gray Average optical density  0.7–1.1 

Dark gray Maximum density  1.2–1.6 

Almost black 
Tone exceeding the maxi-

mum density  
1.7–2.2 

Black 
Visually distinguishable tone 

of scale 
2.2 or more 

Figure 10 shows a monochrome image; shades of 

gray are more likely, but other combinations with 

tones of one color, such as green-white or green-red, 

as well as tones from light brown to dark brown, are 

also possible. 

Under digital processing, monochrome has only 

two values: 

– only one color (either on or off), i.e., a binary 

image; 

– shades of this color. 

Figure 11 demonstrates a posterized image, speci-

fying the number of tonal levels (brightnesses) of the 

image. This is necessary, e.g., to create large mono-

tone areas when forming reference images for the sub-

sequent modeling of effective stress exposure condi-

tions for the CENS operation. In all digital images, the 

color levels are discrete, and the smooth continuous 

transition between them is achieved by the number of 

these levels. The black-and-white image in Fig. 12 

serves for comparison with the posterized one. 

Let us discuss some features of using radar images. 

Getting detail at less than 50 cm per pixel is not a 

challenge for modern satellite radars. However, this 

resolution applies to only one axis: the pixel will be 

not square. On the second axis, the resolution could be 

around 100 cm. For example, 100×25 cm is one of the 

best current results for the reference image [10]. A 

radar  image  is  obtained  monochrome,  with  various  

https://en.wikipedia.org/wiki/Grayscale
https://en.wikipedia.org/wiki/Green
https://en.wikipedia.org/wiki/Binary_image
https://en.wikipedia.org/wiki/Binary_image
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Fig. 10. A monochrome image. 

 

Fig. 11. A posterized image. 

 

Fig. 12. A black-and-white image. 

 

features of radio waves reflection from different ob-

jects, including the display of some details hidden on 

conventional optical images. 

For map-matching navigation systems, we consider 

the methods and technologies of obtaining and pro-

cessing satellite photos: other sources are unlikely [3, 

11]. 

When modeling a navigational sensor, a mono-

chrome image most clearly reflects the available refer-

ence objects as shades of black or white image frag-

ments, whereas a color image is used only to represent 

perceived brightness by combining several channels 

(usually, red, blue, and green). The individual chan-

nels can be weighted to achieve the desired result. For 

example, the green and blue channels can be combined 

and the red channel can be turned off. 

Under hypercube information processing, various 

representations are possible for the final expressive 

results in the image, associated with separating the 

necessary reference objects for CENSs. The reference 

points should be selected using SURF, one of the most 

effective modern pattern recognition algorithms [12, 

19]. 
This algorithm includes the following stages:  

– performing the scale-space representation,  

– calculating the Hessian values, 

– searching for local maxima, 

– determining the true maximum, 

– determining the reference point orientation,  

– forming the reference point descriptor.  

SURF searches for the key points of the image us-

ing the Hessian matrix and creates their descriptors 

invariant to scale and rotation. The Hessian achieves 

maximum at the maximum change points of the 

brightness gradient. It is good at detecting spots, cor-

ners, and line edges. The Hessian is invariant to image 

brightness shift but not to scale. This problem is 

solved by testing different scales and filters, applying 

them one by one to a single pixel. The method splits 

the entire set of scales into octaves. 

Different types of images allow choosing objects 

for managing the computer simulation of CENS per-

formance improvement conditions and CENS failure 

conditions when the means of stress exposure are ap-

plied to onboard motion control programs. 

A binary (black and white) image involves only 

two quantization levels and represents only white and 

black colors. A grayscale image uses 256 quantization 

levels, with 8 bits (1 byte) reserved for the description 

of each image element. Black always corresponds to 

level 0, whereas white corresponds to level 1 of the 

binary image and level 255 of the grayscale image. 

A color image is formed using a particular palette 

(RGB, CMYK, etc.). In each palette, colors and their 

tones are created by mixing the three primary colors in 

proportions corresponding to their quantization levels. 

The RGB palette uses three primary colors: Red, 

Green, and Blue.  

To represent one image element, we need: 

– 1 bit for a binary image,  

– 8 bits (1 byte) for a grayscale image with 256 

quantization levels, 

– 24 bits (3 bytes) for a color image with the same 

number of quantization levels. 

When forming an image, the capabilities of 

onboard CENS computers and their information sup-

port are taken into account. 

3. OPTIMIZATION OF STRESS EXPOSURES                    

ON AUTONOMOUS NAVIGATION CONDITIONS OF CENSS 

WITH IMAGE MATCHING BY MUTUAL CORRELATION 

Mathematical expressions for calculating automat-

ically the optimal powers of the means of stress expo-

sure located in calculated coordinates were obtained in 

the paper [4]. As established therein, the means of 

stress exposure arranged on the terrain (object) have 

different impacts on the current image formed by the 

CENS sensor, affecting the similarity of the reference
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and current images. By moving the means of stress 

exposure in a certain installation domain, we can min-

imize the correlation function of the reference and cur-

rent images. 
Problem statement. The physical field brightness 

distribution aij is known. There are N means of stress 

exposure on a navigation system sensor, and means k 

induces a given additional field brightness bk(i, j) 

when placed at the origin. Consider a known variant 

of placing means k at a point with coordinates (xk, yk), 

k = 1,..., N. After automatically calculating the opti-

mal powers Ak of each means of stress exposure, it is 

required to find the displacements (∆xk, ∆yk), k = 1,..., 

N, ensuring the reduced correlation between the cur-

rent and reference images [10].  

Problem solution. In the elementary case, the cor-

relation is calculated on the window 1 ≤ i ≤ Mx, 1 ≤ j ≤ 

My. Under a given arrangement of the means of stress 

exposure, the physical field brightness at a point with 

coordinates (i, j) will be changed means k with power 

Ak  to the value 

 
1

N

ij k k k k k kk
a A b i x x , j y y


     , 

where: i and j are the pixel coordinates on the refer-

ence image; xk and yk are the coordinates of the means 

of stress exposure; ∆xk and ∆yk are the displacements 

of the means of stress exposure. 

The correlation between the current and reference 

images is given by  
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To solve the problem, we find the components of the displacement vector (∆x1,..., ∆xN, ∆y1,..., ∆yN) that decrease 

the correlation value C. For this purpose, the displacement vector must be opposite to the gradient vector of the func-

tion C (the partial derivatives of C in the direction (∆x1,..., ∆xN, ∆y1,..., ∆yN). These partial derivatives are: 
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(By analogy with the paper [4], the underlined terms are mutually reduced.) 
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. The gradient vector in the di-

rection (∆x1,..., ∆xN, ∆y1,..., ∆yN) gives the displace-

ment vector of the means of stress exposure that re-

duces the correlation. The displacement value can be 

calculated by minimizing a function of one variable 

using the standard bisection algorithm. The iterative 

application of such displacements allows reducing the 

correlation at each step. The proposed bisection meth-

od is a sequential minimization method for function 

(8). It is possible to construct nested segments, each 

containing at least one of the optima (the minimum of 

the correlation function). There are no such applica-

tions of the bisection method, as well as other optimi-

zation methods and algorithms for correlation func-

tions, in the available literature. This process continues 

until achieving a given rate of convergence. Its value 

is obtained experimentally for each type of CENS sen-

sors during simulation modeling. 

The described method can serve to optimize the ar-

rangement of the means of stress exposure in optical, 

thermal, and radio-thermal wavelength EMR ranges 

EMI and when using the hypercube of information 

obtained by hyper-spectrometers in transparency win-

dows. In the radar wavelength range, however, an ad-

ditional problem arises: the placed means of stress ex-

posure must be oriented in space relative to the field of 

view of the navigation system sensor so that the re-

flected signal will return to the system sensor. The 

means of stress exposure in the radar range are aimed 

at reducing or increasing the effective scattering sur-

faces and the distortion of the backward secondary 

radiation diagram based on reflecting and absorbing 

composite materials.  

CONCLUSIONS 

This paper continues studies to justify the project 

of an applied geographic information system (AGIS) 

for modeling search correlation-extreme navigation 

systems (CENSs). The corresponding concept was 

presented in [4]. Let us summarize the results: 

 The mathematical model of approximation of the 

functions describing autonomous navigation condi-

tions in application areas of search CENSs by general-

ized step functions has been further developed. This 

model has been employed to analyze critical stress 

exposures on the CENS operation. Based on the analy-

sis results, the requirements for the applied geographic 

information system (AGIS) for the developers of 

CENSs have been specified.  

 Possible dimensions have been determined for 

the reference image formation area to implement stress 

testing. Also, the impact of stress testing on the loca-

tion of the carrier of the map-matching autonomous 

navigation system has been assessed.  

 New procedures have been formulated for the 

technology of preparing special images with a certain 

structure. These procedures allow constructing inter-

ference zones for onboard sensors, including purpose-

ful impacts to violate the system.   

 The arrangement of the means of stress exposure 

on map-matching autonomous navigation systems 

with image matching by mutual correlation has been 

improved. 

 Attention has been paid to the use of different 

physical fields of the Earth in navigation systems. 

They significantly affect the approaches to stress ex-

posures on the operation of navigation systems. 

 The obtained results can be used in technologies 

for creating modern navigation systems and their test-

ing in complex operating conditions of information 

sensors in the AGIS CENSs. 
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